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ZERO DYNAMICS AND FUNNEL CONTROL FOR LINEAR ELECTRICAL
CIRCUITS

THOMAS BERGER AND TIMO REIS'

Abstract. We consider electrical circuits containing linear resistances, capacitances, inductances. The cir-
cuits can be described by differential-algebraic input-output systems, where the input consists of voltages of voltage
sources and currents of current sources and the output consists of currents of voltage sources and voltages of cur-
rent sources. We generalize a characterization of asymptotic stability of the circuit and give sufficient topological
criteria for its invariant zeros being located in the open left half-plane. We show that asymptotic stability of the zero
dynamics can be characterized by means of the interconnectivity of the circuit and that it implies that the circuit is
high-gain stabilizable with any positive high-gain factor. Thereafter we consider the output regulation problem for
electrical circuits by funnel control. We show that for circuits with asymptotically stable zero dynamics, the funnel
controller achieves tracking of a class of reference signals within a pre-specified funnel; this means in particular that
the transient behaviour of the output error can be prescribed and the funnel controller does neither incorporate any
internal model for the reference signals nor any identification mechanism, it is simple in its design. The results are
illustrated by a simulation of a discretized transmission line.

Key words. electrical circuits, passivity, differential-algebraic equations, zero dynamics, invariant zeros, high-
gain stabilization, funnel control

AMS subject calssifications.34A09, 15A22, 93B25, 93B52, 93C40

1. Introduction. We consider linear differential-algebraic systems of the form

9EX(t) = AX(t) +Bu(t)

y(t) =Cx(). R

whereE,Ac R™ B,CT € R™™: the set of these square systems (i.e., same number of inputs
and outputs) is denoted B, m and we writelE, A, B,C]| € Zn m.

The functionsu,y : R — R™ are callednput andoutputof the system, respectively. A
trajectory (x,u,y) : R — R" x R™ x R™ is said to be asolutionof (1.1) if, and only if, it
belongs to théehaviourof (1.1):

1 TN
BeasC = { (x,u,y) € €(R>0;R" x R™x R™) E;fef(iﬁz)%ﬂfg"ag%(x, uy) } :

Particular emphasis is placed on #exo dynamicsf (1.1). These are, fdE,A,B,C] € Znm,
defined by

Z DB = { (xuy) € BEABC) ‘ y=0 }

By linearity of (1.1), 27 g apc) is a real vector space.
The zero dynamics of (1.1) are calladtonomoud, and only if,

Vw, W € 27 apc) V1 € R>o0peninterval : Wil = Wo|, = Wi =Wp; (1.2
andasymptotically stabld, and only if,

V(xuy) € ZZEnpq: tlm (x(t),u(t)) =0.

*Institut fur Mathematik, Technische Universitat llmenau, Weimarer StraRe 25, 98693 limenau, Germany,
t homas. berger @ u-i | nenau. de. Supported by DFG grant 1125/9.

TFachbereich Mathematik, Universitat Hamburg, BundesstraBe 55, 20146 Hamburg, Germany,
ti no. rei s@rat h. uni - hanbur g. de.



Note that the above definitions are within the spirit of ledavioural approachil0] and take
into account that the zero dynamigsZ g pgc) are alinear behaviour. In this framework the
definition for autonomy of a general behavior was given in [10, Sec. 3.2] and the definition of
asymptotic stability in [10, Def. 7.2.1]. (Asymptotically stable) zero dynamics are the vector
space of those trajectories of the system which are, loosely speaking, not visible at the output
(and tend to zero).

In the present paper, we are interested in systems of the form (1.1), which arise from
modified nodal analysis (MNA) models of electrical circuits, i.e.,

SACCAl +ARGAL AL A, -A, O
SE-A= ~A] st 0|, B=C'=|0 0|, @3

-A) 0 0 0 —ln,
X:(nT7II’I—’IE>T) u:(|}7v'—£>—r) y:(iv}77|’—1/’r>—r) (14)

where
cE RNe:Ne ,G € RNg Ng L€ RnunL,
A, €RMNc A, c RN A, cR%M™ A, € R%e™ A, cRes (1.5)
n:ne+nL+nq/, m:ny—l—n.,/

Here A, A, A., A, and A, denote the element-related incidence matrices, and. are

the matrices expressing the consecutive relations of capacitances, resistances and inductances,
n(t) is the vector of node potentials, (t), i, (t), i_#(t) are the vectors of currents through
inductances, voltage and current sources, \gnd), v.»(t) are the voltages of voltage and
current sources.

We show that, for models of electrical circuits (1.3), asymptotic stability of the zero
dynamics is a structural property. That is, this property can be guaranteed if the circuit has
certain interconnectivity properties. These criteria do not incorporate any parameter values.
In this context, we also characterize the absence of invariant zeros in the close right half-plane
and stabilization by high-gain output-feedback. For systems with asymptotically stable zero
dynamics, we prove that funnel control is feasible.

We close the introduction with the nomenclature used in this paper.

N, Ng set of natural number§jo = NU {0}, set of all integers, resp.

R>0, (R>0) = [0,»), ((0,))

C4(Co) open set of complex numbers with positive (negative) real part, resp.
R[s the ring of polynomials with coefficients iR

R(s) the quotient field oRR[g]

RM the set ofn x m matrices with entries in a ring

Gln(R) the group of invertible matrices R™"

On(R) the group of orthogonal matrices k™"

M* = M, the conjugate transpose Mfe C™™M

[IXII VXTx, the Euclidean norm of € R"
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M| = max{[Mx|||xeR™ x| =1}, induced norm oM € R"™

€7 R) the set of¢-times continuously differentiable functiorfs: & — R", ¢ €
NoU{»}, 7 CR an interval

BUTRY = {fe%f(ﬁ;R”)m—i,fisboundedfoi:O,.A.,é},éeNoU{oo},9@1@

an interval

2. Matrix pencils and rational functions. Let SE— A € R[g%" be a matrix pencil.
Thensk— Ais calledregularif, and only if, k = nand detsE— A) € R[g]\ {0}.
We introduce the following notation: Fére N, we define the matrices

I e [ e

Many properties of a matrix pencil can be characterized in terms ¢€tiveecker canon-
ical form (KCF).

LEMMA 2.1 (Kronecker canonical form [6]For a matrix pencil SE- A € C[g]", there
exist matrices We Glg(C), T € Gly(C), such that

W(SE— AT = diag%i1(s), ..., %(9)), 2.1)

where each of the pencils; (s) is of one of the types presented in Table 2.1.

The numbers\ appearing in the blocks of type W1 are called teneralized eigen-
valuesof sSE— A. A generalized eigenvalue is calledmi-simple if all blocks of type W1
corresponding to\ are of sizel x 1.

Theindexv € Ng of SE— A is defined as

v:=max({ kj | €j(s) is of type W2 orWaj =1,... .k } U{0}).

Type | Size %;(s) Parameters
W1 | kj xKk; (s=A)ly—Ng | kieN,AeC
W2 Kj x Kj SN — I, kieN

W3 | (kj—1) xkj | sKq — Ly ki e N

W4 | kix (kj—1) | sk — Ly kj €N

Table 2.1: Block types in Kronecker canonical form

The following is immediate from the block structure of the KCF.
COROLLARY 2.2 (Generalized eigenvalues).et a pencil SE- A € R[g/*" be given.
ThenA € Cis a generalized eigenvalue of sEA if, and only if,

rkc (A E— A) < rkR(S) (SE— A)

It is shown in [6] that the KCF is unique up to permutation of the indigesl, ... k.
Since each block of type W3 (W4) leads to an additional column (resp. row) rank deficiency
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of 1, the regularity of a pencil is equivalent to the absence of blocks of type W3 and W4 in
its KCF.
In the following we collect some facts on rational matrix functions. These concepts and
findings will play an important role for the analysis of the MNA model (1.1), (1.3).
DEFINITION 2.3 (Positive real/proper rational function)A rational matrix function
G(s) € R(s)™™M is called positive realif, and only if, Gs) does not have any poles @
and, for allA € C, we have

G(A)+G*(A) > 0.

G(s) is calledproperif, and only if,lims_,. G(s) € R™™ exists.

LEMMA 2.4 (Properties of positive real functions [1, Sec. 5.1pt §(s) € R(s)™™ be
positive real. Then there existy,...,w € R, Hermitian and positive semi-definite matri-
ces M,...,Mg e C™™M Mp, M, € R™™ and some proper and positive real functiog(§ €
R(s)™™ which does not have any poles @ such that

M; M

Mg X
G(S) —GS(S)+SW+?+;1W+ S+iwj.

In particular, we may characterize the positive realness of matrix pescitsh € R[g)™"
by means of certain definiteness properties of the matEcas= R™".

LEMMA 2.5 (Positive real matrix pencils)A matrix pencil SE- A € R[g]™" is positive
real if, and only if, E=E" >0and A+ A" <O0.

Proof. =: SinceE =E " > 0andA+ A’ <0 we have that, foralA € C_,

(AE-A)+ (AE—A)*=AE+AE" —A—AT =2ReA)E— (A+A") >0. (2.2)

Thereforese— Ais positive real.
«<: SincesE— Ais positive real, Lemma 2.4 implies existence of some additive decom-
position

SE— A= sM, + Gp(s),

whereGp(s) € R(s)™" is proper and positive real, al., € R™" is symmetric and positive
semi-definite. Therefore, we obtaih= ET = M., > 0, and the constant rational function
Gp(s) = —Ais positive real. The latter implies, by definition of positive realness, Ahat
Al <0.0
In the following we collect some further properties of positive real matrix pesEils A
with the additional assumption that the kernel&@&ndA intersect trivially. This in particular
encompasses regular MNA models of passive electrical networks.
LeEmMA 2.6 (Properties of positive real pencilLet a positive real pencil SE A €
R[g™" be such thakerE NnkerA = {0}. Then the following holds true:
(i) se—Aisregular.
(i) (SE—A)~1eR(s)™ is positive real.
(iif) All generalized eigenvalues of sEA have non-positive real part.
(iv) All generalized eigenvalues of sEA on the imaginary axis are semi-simple.
(v) The index of SE- A is at most two.
Proof. Step 1 To prove that (i) and (iii) hold true, we show that k&E — A) = {0}
forall A € C;. Seeking a contradiction, assume that C. andx € C"\ {0} are such that
(AE—A)x=0. Then we obtain

0=x"((AE—A)+ (AE—A))xE 2R X Ex—x* (A+AT)x.
4



Since, by Lemma 2.5, there hol#&> 0, A+ A" <0 and R¢A) > 0, we havex'Ex =
x*(A+AT)x= 0, whence, in particulaEx= 0. Therefore, the equatigii E — A)x = 0 gives
also rise toAx = 0 and consequently,e kerE NnkerA = {0}, a contradiction.

Step 2 We show (ii). This is a consequence of

AE-A 1+ AE-A)*=AE-A) " YAE-A*+(AE-A)AE-A*
EANE - A)L2REA)E - (A+AT))(AE—A),

E>0,A+A" <0andR¢A) > 0.

Step 3 It remains to show that (iv) and (v) are valid: Sin@E — A)~ is positive real
by (ii), Lemma 2.4 gives rise to the fact that all poles on the imaginary axis are of order one
and, moreove(sE—A)~! = sM+ Gp(s), whereGp(s) € R[g™"is proper andl € R™". This
in particular means that *(sE— A) ! is proper. LeW, T € Gln(C) be such thatV(sE—A)T
is in KCF (2.1). Regularity o§E — A then gives rise to

(sE—A) =T ldiag%i(s)L,..., G(s) Hw L. (2.3)

Assuming that (iv) does not hold, i.e., there exists saone R such thaiw is a generalized
eigenvalue o8E — A which is not semi-simple. Then there exists some block

CKJ(S) = (S— iw)lkj — Nkj
with kj > 1 in the KCF ofsE— A. Hence, due to

kj—1
]
1 |

Gi(9) ' = l; i)V

the formula (2.3) implies thdsE— A)~ has a pole of order greater than one on the imaginary
axis, a contradiction.

Assume that (v) does not hold, i.e., the indexsBf— A exceeds two. Then there exists some
block

ng (S) = SN(J' - ij
with kj > 2 in the KCF ofsE— A. Then

ki—1
%(S>7l == l; SINIL];

and this contradicts propernessoft(sE—A)~1.0

3. Graph theoretical preliminaries. In this section we introduce the graph theoretical
concepts which are crucial for the modified nodal analysis of electrical circuits. We derive
some characterizations for the absence of cutsets and loops in a given subgraph. These char-
acterizations will be given in terms of algebraic properties of the incidence matrices.

DerINITION 3.1 (Graph theoretical conceptg)graphis a triple = (V,E, ¢) consist-
ing of anode seV¥ and abranch seE together with arncidence map

¢:E—=VxV, e ¢(e)=(di(e),p2(e).

If ¢ (e) = (v1,V2), we call e to belirected fromvy to v,. v4 is called thenitial nodeand v the
terminal nodeof e. Two graph¥/a = (Va, Ea, #a), % = (Vu, Eb, ) are calledisomorphig if
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there exist bijective mappings : Ea — Ep, v : Va — Wy, such thaip, 1 = 1\71 o¢piolg and

¢a,2 = 1\710 ¢b,2° IE.
LetV' CV and let E be a set of branches satisfying

E'CEly:={ecE|¢i(e) eV andp(e) eV’ }.

Further let ¢ |z, be the restriction off to E'. Then the triple?” := (V',E’, ¢|g/) is called
subgraph of¢. In the case where 'E= E|,,,, we call ¢ theinduced subgraph od’. If
V' =V, then? is called aspanning subgrapl proper subgrapls one with E E’.

¢ is calledfinite, if both the node and the branch set are finite.

For each branch e, define an additional branete being directed from the terminal
to the initial node of e, that ig(—e) = (¢2(e), p1(e)) for e € E. Now define the sdi =

elecEor —ecE }. Atuplew= (wyq,...,w;) € E",wherefori=1,...,r—1,
p

Vo= 01(v1), Vii=¢2(Wi) = P1(Wit1)

is called path fromvg to v;; w is calledelementary pathif v4,...,v; are distinct. Aloop
is an elementary path withg\v=v;. Two nodes W are calledconnectedif there exists a
path from v to ¢ The graph itself is called connected, if any two nodes are connected.
A subgraph?” = (V',E’, ¢|z) is calledcomponent of connectivityif it is connected and
A= (V\V,E\E, ¢|e\g) is a subgraph.

A spanning subgrapl¥” = (V.E’, ¢|/) is called acutsetof ¢ = (V,E, ¢), if its branch
set is non-emptyy — .7 := (V,E\E', ¢ |E\E,) is a disconnected subgraph at— 7" is a
connected subgraph for any proper spanning subgrzgphof 7.

For finite graphs we can set up special matrices which will be useful to describe Kirch-
hoff’s laws.

DEFINITION 3.2 (Incidence matrix) Let a finite graph = (V,E, ¢) with | branches
E ={ey,...,a} and k nodes \= {vy,...,v} be given. Then thall-node incidence matrix
of & is given byAq = (a&j) € R*!, where

1, if ¢l(ej) =V,
ajj = 71, if ¢2(ej) =V,
0, otherwise.

Since the rows ofy sum up to the zero row vector, one might delete an arbitrary rofgf
to obtain a matrixA having the same rank a. We callA anincidence matrixof ¢.

This section continues with some results on the relation between properties of subgraphs
and linear algebraic properties of corresponding submatrices of incidence matrices. First we
declare some manners of speaking.

DEFINITION 3.3. Let¥ be a graph# be a spanning subgraph &f, .2 be a subgraph
of ¢4, and/ be a path of/.

(i) Zis called az -cutset if . is a cutset of 7.

(ii) ¢is called a7 -loop, if £ is a loop of 7.

A spanning subgrapb?” of the finite graph¥ has an incidence matrix & which is
constructed by deleting rows of the incidence matrix A%€orresponding to the branches
of the complementary spanning subgr&ph- .. By a suitable reordering of the branches,
the incidence matrix reads

A= [A_}g Ag_%} . (3.1)
6



LEMMA 3.4 (Subgraphs and incidence matrices [11, Lem. 2.1 & Lem. 2L3)¥ be
a connected graph with incidence matfxc R' =X, Further, let.# be a spanning subgraph.
Assume that the branches@fare sorted in a way thaf3.1)is satisfied. Then the following
holds true:

(i) The following two assertions are equivalent:
a) ¢ does not containZ -cutsets.
b) kerA, ,, ={0}.

(ii) The following two assertions are equivalent:
a) ¢ does not containZ -loops.
b) kerA, = {0}.

The following two auxiliary results are concerned with properties of subgraphs of sub-
graphs, and give some equivalent characterizations in terms of properties of their incidence
matrices.

LEMMA 3.5 (Loops in subgraphs [11, Prop. 4.5])et¥ be a connected graph with
incidence matrixA € Rk-1. Further, let.# be a spanning subgraph éf, and let.Z be
a spanning subgraph a". Assume that the branches@éfare sorted in a way that

A=Ay Ax_g Ag_y| and Ay=1Ay Ay _o|.

Then the following two assertions are equivalent:
a) ¢ does not contain? -loops except forZ-loops.
b) kerA, =kerAg x {0}.

LEMMA 3.6 (Cutsets in subgraphs [11, Prop. 4.401kt¥ be a connected graph with
incidence matrixA ¢ R<-1!. Further, let.# be a spanning subgraph éf, and let.Z be
a spanning subgraph af". Assume that the branches@éfare sorted in a way that

A= [Az Av_g Ag_y| and Ay o= [A.%f—ff A%—,;{}-

Then the following two assertions are equivalent:
a) ¢ does not contain? -cutsets except fo-cutsets.

b) kerA, ,, =kerAj ..

4. Circuit equations. It is well-known [5, 7] that the graph underlying an electrical
circuit can be described by an incidence matrix R 1! which can be decomposed into
submatrices

A=A, A, A, A, A,

for the quantities in (1.5), whem = k— 1 andl = n. +n; +n; +n, +n,. Each subma-
trix is the incidence matrix of a specific subgraph of the circuit graph.isthe incidence
matrix of the subgraph consisting of all circuit nodes and all branches corresponding to ca-
pacitors. Similarly, A ,A.,A,,A s are the incidence matrices corresponding to the resistor,
inductor, voltage source and current source subgraphs, resp. Then using the standard MNA
modeling procedure [7], which is just a clever arrangement of Kirchhoff’s laws together with
the characteristic equations of the devices, results in a differential-algebraic system (1.1)
with (1.3)-(1.5).c, ¢ and. are the matrices expressing the consecutive relations of capac-
itances, resistances and inductancgs) is the vector of node potentialis,(t), i, (t), i.#(t)
are the vectors of currents through inductances, voltage and current sources(tandy, (t)
are the voltages of voltage and current sources.

It is a reasonable assumption that an electrical circuit is connected; otherwise, since the
components of connectivity do not physically interact, one might consider them separately.
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Furthermore, in the present paper we consider circuits pasgsivedevices. These assump-
tions lead to the following assumptions on the MNA model (1.3)—(1.5) of the circuit (compare
Lemma 3.4).

Al tk[A. Ay A, A, A,|=ne
(A2) c=c">0=2">0,6+¢6" >0.

It is possible that in the circuit equations (1.1) there are still redundant equations and
superfluous variables, i.e., in general the pesiEi- A arising from (1.3), (1.5) is not regular.
In the following we show how this can be overcome by a simple transformation; the reduced
circuit model is regular and positive real. This transformation is also important to show
feasibility of funnel control in Section 7.

THEOREM 4.1 (Reduction of circuit pencil). Let SE— A € R[g"™" with E,A as
in (1.3), (1.5) be given and suppose thgal) and (A2) hold. Let Zy,., Z,,,, Zv, Z,
be real matrices with full column rank such that

T _
imZCRL.V:ker[AC Ar A, AV} , imZ, =kerA,,

imz’ :im{A( Ay A, A,V], imZ, =imA].

CRLY

Then we have

Z’CKW 0 0O Zyg+» O

T=| 0 I, O 0 0| €Gln(R), (4.1)
o o0z 0 2z

and
. SE-A O
TI(SE-AT = ;
0 0
where the pencil
[ @) T (AccAT+ACGAD) 2 (2 TAL () TAVZ,
SE-A= “AlZ, . st 0 (4.2)
_ZV AI Z:rv(u/ 0 0

is regular and satisfiekerE NkerA= {0}, E=E™ > 0andA+AT <0. B

Proof. The invertibility of T is a consequence of ify, ., &im Zém =R"andimzZ, ®
imZ/, = R™. The propertie€ = E' >0 andA+ A’ < 0 follow immediately from the
construction OE andA. To prove trlasﬁ —} is regular, it suffices by Lemma 2.6 to show
that kel NkerA = {0}: Let x € kerE nkerA. Partitioning according to the block structure
of E andA, i.e.,x= (x] ,x,x§ )T, and using that, by (A2 >0, £ >0 andg +¢ ' >0,
we obtain fromx" Ex= x" (A+A")x = 0 thatx, = 0 and

AT

| Zigeva=0. (4.3)
AR
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FurthermoreAx = 0 gives rise to

@ (Z,))'A)Z.,,,x=0, (b)A]Z . x1=0, and (c) (Z

V=CRLY L =CRLY CRLYV

)AL Zx3=0.
(a) implies

ALZ., . xEkerlZ,) =(mzZ,)t = (imA))*,

whence A,Z', x = 0. Together with (4.3) and (b) this yields

CRLYV

.
Ziacker|Ac Ay A, Ay =imZoy, = (mZl,,)"

Y

and therefore; = 0. By (c) we find

A,Z xsckenZ,, ) =(imzZ

)L
CRLYV CRLYV

T T H 1
= ker{AC Ay A, A,| CkerA, =(imA,)",
and thus A Z/,x3 = 0. From this, we obtain
Z) x3 e kerA, = (imA))* = (imZ,)*,

whencexz = 0.0

We may infer the following characterization of the presence of generalized eigenvalues
from Theorem 4.1.

COROLLARY 4.2 (Kernel and generalized eigenvaluelsgt SE— A € R[g]™" with E, A
as in(1.3) (1.5)be given and suppose th@1l) and(A2) hold. Then

T
ker]R(s) SE-A= ker]R(S) [AC AR AL Aq/} X {O} X ker]R(s)Av/~

Furthermore A € C is not a generalized eigenvalue of sEA if, and only if,

-
ker(c/\E—A:ker(C[AC Ay A, Aq/} x {0} x kel A,.

Proof. Using the transformation matrik in (4.1) and accompanying notation from The-
orem 4.1, we obtain (denoting the number of column&gf;.,, by k; and the number of
columns ofZ, by k) that

kerp(g SE— A= T (Kefgg (SE — A) x R(s)\112)
N— ————
={0}

= iMp(g Zegy X {0} X iMyg) Zy
= ke [AC A, A, A,V}T x {0} x ke Ay
Now letA € C and observe that
kercAE — A=T(kerc AE — Ax Clathe).

By Corollary 2.2,A is not a generalized eigenvalues — A if, and only if, rke AE — A=
rkr(s) SE— A or, equivalently, dimkefAE — A = dimkef SE— A. Therefore is not a
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generalized eigenvalue sE— A if, and only if, ke AE — A= {0} and this implies the last
statement of the corollarid

In the following we will use expressions like.-loop for a loop in the circuit graph
whose branch set consists only of branches corresponding to voltage sources and/or induc-
tors. Likewise, a# c-cutset is a cutset in the circuit graph whose branch set consist only of
branches corresponding to current sources and/or capacitors.

COROLLARY 4.3 (Regularity of circuit pencil). Let sE— A € R[g"™" with E,A as
in (1.3), (1.5) be the MNA model of an electrical circuit and suppose tt#et) and (A2)
hold. Then the following statements are equivalent:
a) se—Aisregular.

.
b) ker|A. A, A, A,| ={0}andkerA, ={0}.
€) The circuit neither containg -loops nor.#-cutsets.

Proof. The result follows immediately from Corollary 4.2 and Lemma 8.4.

Next we give sufficient criteria for the absence of purely imaginary generalized eigen-
values of the penc8E— A as in (1.3), (1.5). This result can be seen as a generalization of the
results in [11] to circuits which might contaisf -cutsets and/ov -loops, i.e., whersE— A
is not necessarily regular.

THEOREM 4.4 (Absence of imaginary eigenvaluedet sE— A € R[g]"™" with E, A as
in (1.3), (1.5)be the MNA model of an electrical circuit and suppose (Adf) and(A2) hold.
Furthermore, suppose that at least one of the following two assertions holds:

(i) The circuit neither containg'c-loops except fow’ -loops, nor.# c.-cutsets except
for .# L-cutsets; equivalently

ker[AV AL} =kerA, x {0}
. (4.4)

and ker[AR AV}T:ker[AC Ag AV}

(i) The circuit neither containg” c-cutsets except fa¥ -cutsets, nowcc-loops except
for vc-loops; equivalently

T T
ker[AR A, A,,/} :ker[Af Ay A, A,,/} “5)
and ker[A,,, A, AL} =ker {A,V A(‘:| x {0}. .

Then all generalized eigenvalues of sEA are in contained_.

Proof. The equivalent characterizations of the absence of certain loops or cutsets in the
circuit graph, resp., and kernel conditions on the element-related incidence matrices follow
from Lemmas 3.5 and 3.6.

By Theorem 4.1 and Lemma 2.6 all generalized eigenvalusg efA are contained in
C_. Then, using Corollary 4.2, we have to show that

-
VweR: kerc(iwE—-A) =kerc |A. Ay A, A,| x{0}xkecA,. (4.6)

Since ‘D" does always hold true, we showC”. Let w € R andx; € C", x, € C" and
x3 € C" be such that

X:= (X] , %3, %3 )| € kerc(iwE — A). (4.7)
By the structure o§E— A as in (1.3), relation (4.7) implies}éxl =0and

0=xX ((iwE —A) + (IwWE—A)*)x = —X"(A+A")x = —X3Ax (6 + ¢ A X1,
10



hence A x1 = 0 sinceg + ¢ ' > 0 by (A2).

-
We show that (i) implies (4.6): Sinca € kerc [AR A,V] we obtain from (4.4) that
X1 € kere AI. Then (4.7) implies Axo+ A, x3 = 0 and by (4.4) we find Axz = 0 andx, = 0.
The latter implies thax; € kerc A Altogether, we have that (4.6) is valid.
We show that (ii) implies (4.6): From (4.7) we have

Ac(iwcAlx) +A X+ Ayxg =0, (4.8)

.
and by (4.5) we obtain, = 0. This implies A x; = 0, hencex; € kerc Ay A, A,

which by (4.5) yields

.
A, Ay A, A, x=0.

Now, from (4.8) we have Axz = 0 and (4.6) is showril

5. Zero dynamics and invariant zeros. In this section we derive topological character-
izations of autonomous and asymptotically stable zero dynamics of the circuit system. The
latter is done by an investigation of the invariant zeros of the system.

Using a simple transformation of the system, properties of the zero dynamics can be
led back to properties of a circuit pencil where voltage sources are replaced with current
sources, and vice versa. To this end, consjleA, B,C] € Z,, m with (1.3), (1.5) and define
the matrice®V, T € Gl m(R) by

lhe 0 O A, Ine 0O 0 0 o
0 I, O 0 0 o I, 0 0 O
W == 0 0 0 In}, O 9 T = O O 0 In,,/ O
0O 0 O 0 In, 0 0 Inh, 0O O
0 0 I, O 0 -A, 0 0 0 I,
Then we obtain
SAccA/ +ARgAI( A, A, 0 O
-A] st 0 0
sE-A -B
W T= ~A} 0 0 0 (5.1)
—C 0
0 0 0O I O
0 0 0 0 Iy,

As desired, the upper left part is a matrix pencil which is the MNA model of a circuit in
which voltage sources are replaced with current sources, and vice versa. We may now derive
the following important properties, which are immediate from Corollary 4.2 and (5.1).
COROLLARY 5.1 (Kernel and generalized eigenvalues of system pencil).
Let[E,A,B,C] € Zm with (1.3), (1.5) be the MNA model of an electrical circuit and suppose
11



that(Al) and(A2) hold. Then

x1(8)
0 T
se-A -B Xl(s) € kerR(S) Ac AR A, As|
kerR(s) 0 = 0
- x3(S) x3(s) € kerR(s) Ay
—A]x(s)

FurthermoreA € C is not a generalized eigenvalue[5F * ~#] if, and only if,

X1
0 T
{/\E—A —B] aekec A, Ay A, Ag
kerc = 0
—-C 0
X3 X3 € kerc A »
7A$X;|_

We now aim to characterize autonomous zero dynamics.

PROPOSITIONS.2 (Autonomous zero dynamicd)et [E, A, B,C| € 2, m with (1.3), (1.5)
be the MNA model of an electrical circuit and suppose {i#€t) and (A2) hold. Then the
following statements are equivalent.

(i) The zero dynamic& 7 g s gc) are autonomous.

(i) rkges [SEM 5] =n+m.

(i) kergg 5 7] = {0}.

.

(iv) ker[AC Ay A, Aj} = {0} andkerA , = {0}.

(v) The circuit neither containgZ-loops norv -cutsets.

Proof. The equivalence of (i) and (ii) has been proved in [2, Prop. 3.6] (note that the
rank overR[s] and overR(s) coincide). (iiy=(iii) is clear and (iiix=(iv) follows from Corol-
lary 5.1. The equivalence of (iv) and (v) is then a consequence of Lemma 3.4.

In order to characterize asymptotic stability of the zero dynamics we need the concept of
invariant zeros. An invariant zero ¢, A, B,C] € X, i is defined as a generalized eigenvalue
of [SEA 2], see e.g. [9].

DEFINITION 5.3 (Invariant zeros)Let[E, A, B,C] € Znm. ThenA € C is calledinvariant
zero of[E, A,B,C] if, and only if,

AE-A -B sE-A -B
rkc < rkR(s) .
—-C 0 —-C 0

From Theorem 4.4 and (5.1) we get the following result on the location of invariant zeros.
COROLLARY 5.4 (Location of invariant zeros).et [E,A,B,C] € X, with (1.3), (1.5)
be the MNA model of an electrical circuit and suppose {Adf) and(A2) hold. Furthermore,
suppose that at least one of the following two assertions holds:
(i) The circuit neither containg” . -loops except forZ -loops, norvcc-cutsets except
for v -cutsets.

12



(ii) The circuit neither contain®c-cutsets except for -cutsets, not? c.-loops except
for .7 c-loops.

Then all invariant zeros dE, A, B,C] are contained irC_.
We are now in the position to characterize asymptotically stable zero dynamics.
THEOREM 5.5 (Asymptotically stable zero dynamics). Let [E,A,B,C] € Znm
with (1.3), (1.5) be the MNA model of an electrical circuit and suppose {Ht) and (A2)
hold. Then the zero dynamics 7 g 4 g c) are asymptotically stable if, and only if,
a) 2 7 apc) are autonomous and
b) all invariant zeros ofE, A, B,C] are contained irC_.
Furthermore, suppose that at least one of the following two assertions holds:
(i) The circuit neither containg” £-loops, norvc.-cutsets except for. -cutsets with
at least one inductor.
(i) The circuit neither containg’c-cutsets, not# c.-loops except for# c-loops with
at least one capacitor.
Then the zero dynamic& 7 g a g ¢ are asymptotically stable.
Proof. Step 1 We show that asymptotically stable zero dynamics imghandb). a)
follows from [2, Rem. 4.3] and) from [2, Lem. 4.2].

Step 2 We show thag) andb) imply asymptotically stable zero dynamics. Byand
Proposition 5.2 we find that gt [S* *] = n-+m. Thenb) implies that

— AE-A -B sE-A -B
YA eCyi: rke = Kp(s) =n+m,
-C 0 -C 0

and therefore [2, Lem. 4.2] gives asymptotic stability of the zero dynamics.

Step 3 We show that (i) or (ii) implies asymptotically stable zero dynamics. In particular,
we have “The circuit neither containg-loops nor+ -cutsets” and hence Proposition 5.2
impliesa). Furthermore, (i) or (ii) from Corollary 5.4 holds true and therefbyés valid.
This yields the assertion of the theordin.

6. High-gain stabilization. In this section we consider high-gain output feedback for
a systemE,A B,C] € 2, m, i.e., system (1.1) together with the feedback equati@h =
—k-y(t), wherek > 0. This gives rise to a differential-algebraic equation

JEX(t) = (A—KBO)X(t). (6.1)

Usually (see e.g. [4, Def. 5.5]) a system is caltégh-gain stabilizablef the feedback inter-
connection leads to an asymptotically stable closed-loop system (6.1) (i.e., any solution tends
to zero) fork large enough. In other words, there exigts- 0 such that for alk > k the
pencilsE— (A—kBC) is regular and all of its generalized eigenvalues are contain€d in

We will show that for electrical circuits, i.e[E, A, B,C] with (1.3), (1.5), the high-gain
need not be high; any positikes sufficient. In order to achieve this note that we have

SACCAL+ARGAY +KALAL A, A,
SsE— (A—kBC) = —~A] s 0. (6.2)

—A] 0 K,
13



Then, for

lhe 0 —k'A, lhe O O
W=10 Iy 0 , T=]1 0 I, 0],
0 0 k', kAL 0 I,
we find that
SACCAL +ARGAL +KALATL +KIALAL A, O
W(SE— (A—KkBC))T = —AT st 0. (6.3

0 0 In,

The upper left part is a matrix pencil which is the MNA model of a circuit in which all current
and voltage sources are replaced with resistances of vaitiemdk, resp. We may therefore
conclude the following from Corollary 4.3.

COROLLARY 6.1 (Closed-loop pencil is regulad)et [E, A, B,C] € ¥ m with (1.3), (1.5)
be given and suppose th@1) and(A2) hold true. Then, for all k> 0, the pencil sE- (A—
kBC) is regular.

As a consequence of Theorem 4.4, we can furthermore analyze the asymptotic stability
of the closed-loop system.

THEOREM 6.2 (Asymptotic stability of closed-loop pencil)Let [E,A,B,C] € Znm
with (1.3), (1.5) be the MNA model of an electrical circuit and suppose {iAt) and (A2)
hold. Furthermore, suppose that at least one of the following two assertions holds true:

(i) The circuit neither containg-loops, norc.-cutsets except for-cutsets.
(ii) The circuit neither containg-cutsets, nor.-loops except for-loops.

Then, for any k> 0, all generalized eigenvalues of s§(A— kBC) are contained irC_.

REMARK 6.3 (Asymptotically stable zero dynamics and high-gaibgt [E,A,B,C| €
Znm With (1.3), (1.5) be the MNA model of an electrical circuit and suppose tf#t)
and (A2) hold. Then, under one of the assumptions (i) or (ii) from Theorem 5.5, the respec-
tive assumption from Theorem 6.2 holds true, but not vice versa. Therefore, the (topological
condition for) asymptotic stability of the zero dynamics implies high-gain stabilizability, but
in general not the other way round; this has already been observed for two important classes
of DAEs in [3, Sec. 4].

7. Funnel control. In this section we consider funnel control for systelfasA, B,C| €
Znm With (1.3), (1.5). The aim is to achieve tracking of a reference trajectory by the output
signal with prescribed transient behavior. The funnel controller resolves several problems of
other control strategies such as the classical adaptive high-gain controller; see the survey [8].
For any functionp belonging to

b= ¢ ECW(Rzo;R)ﬂ%l(RZO;R) ¢(0):O, ¢(S) >0foralls>0
and limink_. ¢(s) >0

we associate thperformance funnel
Fp:=1{(t,€) € Roox R™[ ¢ (t)]lel| < 1}, (7.1)

see Figure 7.1. The control objective is feedback control so that the trackingegnrer
Y(-) — Yret(+), Whereyiet(-) is the reference signal, evolves withifiy, and all variables are

14
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Fig. 7.1: Error evolution in a funne¥, with boundary ¥¢(t) fort > 0.

bounded. More specific, the transient behaviour is supposed to satisfy
vt>0: flet)[ <1/¢(),

and, moreover, iy is chosen so thag(t) > 1/A for all t sufficiently large, then the tracking
error remains smaller than

By choosing¢ (0) = 0 we ensure that the width of the funnel is infinitytat O, see
Figure 7.1. In the following we only treat “infinite” funnels for technical reasons, since if the
funnel is finite, that isp(0) > 0, then we need to assume that the initial error is within the
funnel boundaries d@t= 0, i.e.,$ (0)||CxX° — yf(0)|| < 1, and this assumption suffices.

As indicated in Figure 7.1, we do not assume that the funnel boundary decreases mono-
tonically. Certainly, in most situations it is convenient to choose a monotone funnel, however
there are situations where widening the funnel at some later time might be beneficial, e.qg.,
when it is known that the reference signal varies strongly.

To ensure error evolution within the funnel, we introduceftirenel controller

u(t) = —k(t)e(t), where  e(t) =y(t) — Yrer(t)
) 1 (7.2)
C1-gm2?ev)]?

If we assume asymptotically stable zero dynamics, we see intuitively that, in order to maintain
the error evolution within the funnel, high gain values may only be required if the norm
lle(t)|| of the error is close to the funnel boundapyt)~1: k(-) increases if necessary to
exploit the high-gain property of the system and decreases if a high gain is not necessary.
This intuition underpins the choice of the gdift) in (7.2). The control design (7.2) has
two advantagesk(-) is non-monotone and (7.2) is a static time-varying proportional output
feedback of striking simplicity.

Before we state and prove feasibility of funnel control for electrical circuits, we need to
define consistency of the initial value of the closed-loop system and solutions of the latter.
We also define what “feasibility of funnel control” will mean.

DEFINITION 7.1 (Consistent initial value) Let [E,A,B,C] € Znm, ¢ € ® and yef €
B°(R>0;R™).  An initial value ¥ € R" is called consistentfor the closed-loop
systen(1.1), (7.2)if, and only if, there exists a solution of the initial value problgni), (7.2),

x(0) =X, i.e., a function xc ¢*([0, w); R") for somew < (0, ], such that x0) = x° and x
satisfieq1.1), (7.2)for all t € [0, w).

Note that, in practice, consistency of the initial state of the “unknown” system should be
satisfied as far as the DAE, A, B,C] is the correct model.

In the following we define feasibility of funnel control for a system on a set of reference
trajectories. For reference trajectories we allow signalsgif(R-o; R™), whereas in [2]
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signals in#Y (Rxo; R™) are allowed and € N is a number which can be calculated out of a
certain system decomposition. To avoid the details of this calculation we restrict ourselves to
the case ofA” (R>q; R™).

DEFINITION 7.2 (Feasibility of funnel control). Let [E,AB,C] € Z,m and
7 C B (R>0;R™) be a set of reference trajectories. We say thatnel control is feasi-
ble for [E,A,B,C] on. if, and only if, for all¢ € ®, any reference signaly € . and any
consistent initial value%e R" the application of the funnel controllé7.2)to (1.1)yields a
closed-loop initial-value problem that has a solution and every solution can be extended to a
global solution. Furthermore, for every global solutioi)x

(i) x(-) is bounded and the corresponding tracking errdr)e= CX(-) — Vref(-) evolves

uniformly within the performance funngfy; more precisely,

Je>0Vt>0: |let)]| <) t—e. (7.3)

(i) the corresponding gain functior{K given by(7.2)is bounded.
REMARK 7.3 (Bound for the gain).If funnel control is feasible as stated in Defini-
tion 7.2, then the gain function k is bounded in a way that

1
Vig>0: tszttjf'k(t” < 1-(A—er)

whereeg is given in(7.3) and Ay, := infi>t, ¢ (t) > 0 for all to > 0. A proof for this can be
foundin[2, Thm. 6.3].

In the following we show that funnel control for systemE,A,B,C] € Znm
with (1.3), (1.5) is feasible provided that the invariant zeros have negative real part and the
reference signal is sufficiently smooth and evolves in a certain subspace. The former means
that the autonomous part of the zero dynamics has to be asymptotically stable, but autonomy
of the whole zero dynamics is not required. As a preliminary result we derive that, for posi-
tive real system$E, A, B,C] € Xn m with asymptotically stable zero dynamics, funnel control
will be feasible for any sufficiently smooth reference signal.

ProPoOSITION 7.4 (Funnel control for systems with stable zero dynamicd)et
[E,A,B,C] € Zymbe suchthat E=E' >0, A+ A" <0, and B=C'. Further, assume that
the zero dynamics 9E, A, B,C] are asymptotically stable. Then funnel control is feasible for
[E,A,B,C] on % (R>0; R™).

Proof. We aim to apply [2, Thm. 6.3] fok = 1 and to this end verify its assumptions.

Step 1 The zero dynamics dE, A, B,C] are asymptotically stable by assumption.

Step 2 We show that for the inverds(s) of [SE* “B] overR(s) the matrix

0
M= —lim s [0, Im/L(5) e RMM
S—0o0 |m

exists and satisfigs =T " > 0. By Lemma 2.5, the pencil

sE-A -B In O se-A -B

C 0 0 —Inm —C 0

is positive real. Then, for the inversgs) of [SEA ~B] overR(s), L(s) :
the inverse of &4 ~ 8], and we have

L) +L) =L (DA + e P L) =0
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forall A € C,.. Furthermore, sinc€*c* " 2] does not have any invariant zerosGn, L(s
has no poles il . This shows thak (s) is positive real. HenceH (s) := [0, Im]L()[0, Im] "
is positive real as well and from Lemma 2.4 we obtain that

[ = lim s tH(s) e R™M
S—00

exists and satisfigs =" > 0.

Step 3 We show thafE, A, B,C] is right-invertible in the sense of [2, Def. 5.1]. Since the
zero dynamics ofg, A, B,C] are in particular autonomous it follows from Proposition 5.2 (ii)
that rkC = mand hence right-invertibility can be concluded from [2, Rem. 5.12].

Step 4 It remains to show thak in [2, Thm. 6.3] can be chosen &s= 1 and funnel
control is still feasible. A careful inspection of the proof of [2, Thm. 6.3] reveals that, in
generalk large enough is needed in order to guarantee invertibili&eﬂ((t)lm, where

~ 0
A=lim | [0,In]L(s) +9
S— |m

andk(t) = k-k(t), t > 0. Calculating

A= lim (s~ H(s) = —Ho— lim Hs(s)
where, sinceH (s) is positive real, by Lemma 2.4 the rational functidg+ Hsp(S) is posi-
tive real and ling_,., Hsp(S) = 0. Hence, it is easy to derive thidh > 0 (Ho not necessarily
symmetric) and hence

A—Kly= —Ho -kl < 0

for all k > 0 (againA — kI, not necessarily symmetric). The negative definiteness however
implies thatA — ki, is invertible for allk > 0 and therefore it is sufficient to assue 1.0
Before we prove our main result we need to know how feasibility of funnel control
behaves under transformation of the system.
LEMMA 7.5 (Funnel control under system transformatiohpt E,A € R™, B,CT ¢
R™Mand. C #B%(R>0; R™). Further, let WT € GIn(R), U € Oin(R), and define

[E,A B,C| := WET,WAT,WBU,U 'CT].

Then funnel control is feasible fgE, A, B,C] on .7 if, and only if, funnel control is feasible
for [E,A,B,ClonU’.7.
Proof. Observe thatx,u,y) € B apc) andyrer € . if, and only if,
XY = (T %V TuUTY) eBezgg A UlvereU’s.
Then the assertion follows from the observation that, for ény ®, and tracking errors
e=VY— Vref, €= ¥— Ve We have, for alt > 0,

1 B 1
1-¢®?le®]>  1-¢®)*[ev)]>

O
In the following, in order to show that funnel control is feasible for circuits where all
invariant zeros are located @_, but the zero dynamics are not necessarily autonomous, we
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derive a transformation of the circuit which decouples the “non-autonomous part” of the zero

dynamics. This part, in particular, does not affect the input-output behavior of the system.
PROPOSITION7.6 (Decoupling of circuit pencil)Let [E, A, B,C] € ¥ m With (1.3), (1.5)

be the MNA model of an electrical circuit and suppose {#dt) and(A2) hold. Let Z[RL/ €

Rk, 7., » € R"k with full column rank such that

T

imzme;;:ker[Af Ay A, Ayl , and imZ, ,=imA. A; A, A/}.

Further, letZ, g, » €RWH8, 7, cRWH, 7, e Rk, 7/, € R" ¥ with orthonor-
mal columns such that

iMZ,_cqo0 = kerZl,, A, imZ, =kerA,,
iMZ), .,y =IMA}Zs, s, imz, =imA,.
Then we have
Loges Z/CRL/ 0 0 0
Wh=T:=| o 0 I, 0 0 € Glp(R) (7.4a)
0 0 0 Zy xer Z,’V_M“,
and
0 Z, Z, 0
U= i € Om(R), (7.4b)
Zg/fxmﬂ 0 0 Z’V*RCLf
and
W(SE—-A)T =
0 0 Z;RL JA’V ZZV —CcRL.I
- z. Az,
0 SEr *Ar ( uu,/) OV V—CRL I (75)
_(Z{Vﬂ:RLJ)TAIZL‘M'/ [_(Zfr/—cueﬂ)TA;ZZK&/’ 0, 0] 0
and
0 0
T T 1
WBU=(U'CT) =| 0 B, (7.6)
[7|k4a0] 0
where

(Z/ )T(SACCAIJFAK gA;{)Z/muﬂ (Z/

T T
CRLI (;RLJ) AL Z A'VZ'V—M{LJ"

CRL.I

SET - Al’ - 7AIZZ‘9{LJ" SL 0 5
T T
7Z'V—cuﬂAq/Z::mJ 0 0 (77)
. —Z... )TAL,Z, 0
T CRL I 54
Br = CI' - 0 0
0 _|k3

Furthermore, the following holds true:
18



(@) ko = ks and ZCKL}’A'V Vv —CRL I € Gli, (R).

(b) The zero dynamics of the systgn Ay, B;,C;] are autonomous.

(c) A € C is an invariant zero of[E,A,B,C] if, and only if, A is an invariant zero
of [Er,Ar, B, G
Proof. The invertibility of W, T andU is a consequence of

.
MZly, s GiMZegs =M [Ac A A, As|Gker|Ac Ay A, Ay =R™,
IMZ), 0 s ®IMZy_go y =IMA Zg, 7 DkEIZ),, A, =R™,

imZ, &imZ, =imA), @ kerA, =R" .

! eacn Zs @ndZ’, the matrixU is orthogonal. The

representation of the transformed system in (7.5), (7.6) and (7.7) is then a simple calculation.
We prove assertions (a)—(c).

(a) The assertion will be inferred from the fact that both matrzgéqu,ZfV_Cmi, and

(ZCTM AAVZ " have trivial kernels. To prove the first assertion, assume det

V- (uf)
kerz!  ,A,Z Then

CRL

Furthermore, by choice &, _.«x, .+, Z/

V—CRLI "

/ T H T 1
Z, cqrsZEKEIZy, Ay = (lmAq,ZCRL/) (|mZV cxe )

0, and the full column rank o, _ .,

ThereforeZ’

v/fcmﬂz_
ze ker(Z! A} Z., +. Then

s impliesz= 0. Now let
v — CRL/)
)L

Al Zey sz ken(Z, cxe ) =(@mz,_ xe A =(mA]Zy, o

Thus,Z.4, sz € kerA], and by choice oZ, » we have

T (AL)

Zewszeker|Ac A A, A y} nkerAl @ (o},
Hence, we obtaiz = 0 from the full column rank oZ ., .
(b) By Proposition 5.2 it is sufficient to show that the pencil
sE —A B sE&—A B[l 0O
SE — of = r NAr T r NAr r
-G 0 -G 0 0o -l

is regular. Observing thaf = &' > 0 and.«” +./" <0, we can use Lemma 2.6 to
further reduce the problem to showing that &enkere/ = {0}:
Letz= (21,22,23,24 Z5) € ker& Nkergs be suitably partitioned according to the block

structure ofg;, Ar B andCr as in (7.7). Then, byA2), the equatiorz’ £z =z (dJr
o/ ")z =0 gives rise ta, = 0 and

< ker[AC AK} VAN

The equationz’z= 0 further implieszs = 0 and

zekerA'Z.,., , Nz ekenZ,) AL Z

CRL . CRL.I "

The latter implies

ALZy su ckeZ,)" = (imZ)" = (imAj)",
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whence

/

.
znekerAy,Z.,, 4.

Altogether, we have

Z s E ker[AC A, A, AJ,} T

The full column rank on’CKLJ, now implies thatzy = 0. Now using thaty =0,z =0

andzz = 0, we can infer fromzZz= 0 thatzs = 0 and

( Z‘RLJ)TA/Z_,IVA =0.
Thus,

— L
Aﬂz,/ﬂz4 € ker(Z/CRLﬂ)T = (imz/cmﬂ)L - (im |:AC AR A, Aﬂ}) - (imAﬂ>l'
Therefore, AsZ',z, = 0 or, equivalently,
7,24 € kerAy = (imA )t = (imZ,)*.

This impliesz_sz4 =0, and since‘?fy has full column rank, we have that= 0.
(c) It can be obtained from simple row and column operations that far alilC we have

AE—-A -B AWET-WAT —-WBU AE —A —B
rkc =rkc¢ =rkc _ + 2ky
-C 0 -uTcT 0 -G 0

and, similarly,

SE-A -B sE —-A B
rkR(s) = rkR(s) . + 2k4
—C 0 -G 0

This implies that the generalized eigenvalues [6F* 2] coincide with those

of [SE—_CrAI _oé} and hence the assertion is proved.

This concludes the proof of the propositidh.

We are now in the position to prove the main result of this section.

THEOREM 7.7 (Funnel control for circuits)Let [E, A, B,C] € Znm with (1.3), (1.5) be
the MNA model of an electrical circuit and suppose tffat) and (A2) hold. Assume that
the systeniE, A, B,C] does not have any invariant zeros on the imaginary axis. Lgt Zbe
a matrix with full column rank such that

.
IMZeg, v = ker{AC Ay, A, Ay} .
Then funnel control is feasible foE, A, B,C] on

B (Rzo; imA, x kerZCTRLjA.V) .
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Proof. Step 1 Use the notation from Proposition 7.6 and define
[E,A,B,C|:= WET,WAT,WBU,U 'CT].
Then, by Lemma 7.5, it suffices to prove that funnel control is feasibl{zévfm?, I§,6] on
S =UT " (Rzo;imA} x kerZIRLfAV) .

Step 2 We show thatﬁr,,&n B},(fr] has asymptotically stable zero dynamics. By Propo-

sition 7.6 (c), the zero dynamics (&, A, B,C;] are autonomous. Furthermore, by Proposi-
tion 7.6 (d) and the fact that the invariant zerogi®fA, B,C| all have negative real part, we
obtain from Theorem 5.5 that the zero dynamlc@fAr Br,Cr] are asymptotically stable.

Step 3 We reduce the feasibility problem of funnel control to that of the
systemE, A, B;,G]. Let

(XUY) €Bgzgg and Ver=U" et ) _ o
o Yref 2

Since
Yret1 €IMA ), =imZ, = (imZ,)" =kerZ,
and

T
Yref,2 € kerzau Ay = imZ, cxRe I — (|mZV CRL/) - ker( Vv — CRL/)

we obtain that
_ B N T
Yref = [07 0, Vref1, Yref,z} )

~ —~7 \ I ~ . .0 .
whereViet1 = (Z,) Yret1 @andVret2 = Z)_ .., ,Yret2. By suitably partitioning

t
f;i uy(t) ya(t)
N ? N uz(t) _ yo(t)
%) = |x(t)| . 0t) = Lyt =
us(t) y3(t)
() La(t) ya(t)
_X5 (t)

according to the block structure GE — A as in (7.5), andB, C as in (7.6), we obtain

Z. sAvZ, ... s =0, whence, by Proposition 7.6 (b), we haxe= 0, and thus also

y1 = 0. Moreovery, =0 and

-1 TAT
(Z(RLfA’V Y — (7@]) ( 2/767@/) A Z,RLfXZ ug,

and, further

. Us(t) Ya(t)
%) = |xs(0)] . &0 {mm] 5 (1) [wm]
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satisfy

(%0, 5r) €Bg &5 6

Application of the funnel controller (7.2) then yields= —k(¥— rer) and hencei; = 0 and
u, = 0. Therefore, funnel control is feasible f&,ﬂ, I§,6] on . if, and only if, funnel
control is feasible fofE;, A, B;,C;] on %> (R-o; Rks*6). The latter however follows from
Step 2 and Proposition 7.4. This concludes the proof of the theatem.

REMARK 7.8 (Topological criteria for funnel control)We analyze the constraints on

the reference trajectories in Theorem 7.7.
(a) The subspace restriction

(b)

(©)

Yrei(t) €iMAY x kerz,, ,A, Vt>0 (7.8)

on the reference signal can be interpreted as follows: If the circuit containscaitset,

then, by Kirchhoff’s current law, the currents of the voltage sources in/tfoeitset sum
up to zero. Likewise, if the circuit contains afi-loop, then Kirchhoff’s voltage law
implies that the voltages of the current sources in #idoop sum up to zero. Condi-

tion (7.8) therefore means that, in a sense, the reference signal has to satisfy Kirchhoff’s

laws pointwise, see also Figure 7.2.

= Us(t) = Usa(t)

Fig. 7.2: Interpretation of condition (7.8) in terms of Kirchhoff’s laws

Invoking that
. ™+
kechTm,;z(lmme)L<ker[AC Ar AL Af} >
=im[A. Ac A, Ayl
we find

kerzl,, A, = { x€R™

Aq,xeim[A( Arx A, Af} }

In particular, this space is independent of the choice of the maggix ZwithimZ.,, » =
T
kerlA. Az A, A/}

We have thakterz, , ,A,, =R™ if, and only if,

L
imA, Ckerzl,, , = (iMZey, )" = (ker[AC A A, A{},} )

=im[AC Ay A, Aj]
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Hence, by(Al), kerZ/,, ,A, =R"™ is equivalent to

im[A. A A, Ay =R™

The latter is, by Lemma 3.4, equivalent to the absenee-ofitsets in the given electrical
circuit.

Furthermore,mA [, = R"~ if, and only if, {0} = (imA})L =kerA,. By Lemma 3.4
the latter is equivalent to the absence 6floops in the given electrical circuit.

(d) By virtue of Theorem 7.7 and Corollary 5.4, we see that funnel control is feasible for pas-
sive and connected electrical circuits (on a suitable set of reference trajectories) provided
that at least one of the following two properties is satisfied:

(i) The circuit neither containg” . -loops except for? -loops, norvcc-cutsets except
for v -cutsets.

(i) The circuit neither contains’c-cutsets except far -cutsets, not# c.-loops except
for .7 c-loops.

(e) By virtue of Proposition 7.4 and Theorem 5.5, we see that funnel control is feasible for
passive and connected electrical circuits (on the sealbfufficiently smooth reference
trajectories) provided that at least one of the following two properties is satisfied:

(i) The circuit neither containg” L-loops, norvc.-cutsets except for. -cutsets with
at least one inductor.

(i) The circuit neither containg’c-cutsets, not? c.-loops except for# c-loops with
at least one capacitor.

8. Simulation. For purposes of illustration we consider an example of a discretized
transmission line. We derive the MNA model (1.3), (1.5) and show that the funnel con-

troller (7.2) achievs tracking of a sinusoidal reference signal with prescribed transient behav-
ior of the tracking error.

We consider a discretized transmission line as depicted in Figure 8.1, wherthe
number of spacial discretization points.

®T/N r/n ®T/N LT/n ®T/N r/n

-

cr/n gT/n

L L

Fig. 8.1: Discretized transmission line

i

The element related incidence matrices of this circuit can be calculated as

0 0

A, = diag] |0]|, e, € R2+Ln
1 1
1
1
AR = dlag 1 IR 1 ) *1 7AC €R2n+l’2n7
0



1 1
A, = diag| | 1|, e, € R2+1n
-1 -1
-1
A, = [1,0,...,0]" e RZ"*L1
Ay, = [0,...,0,1]T e R™LL,

The matrices expressing the consecutive relations of capacitances, resistances (and conduc-
tances, resp.) and inductances are given by

cT ; n. gr LT
c=—Ip, =diag| —In,—In |, £=—In
nn G g(KT m n) nn

The differential-algebraic system (1.1) describing the discretized transmission line is then
given by[E, A, B,C] for the matrices in (1.3).

The circuit in Fig. 8.1 does not contain an.-loops. Further, the onlyc.-cutset of
the circuit is formed by the voltage source and the inductance of the left branch. We can
therefore conclude from Theorem 5.5 tfatA, B,C] has asymptotically stable zero dynam-
ics. Then, by Proposition 7.4, funnel control is feasible[EA, B,C] on 2% (Rxo; R?).

2 4.5
Y1
***** Y2 4
1 . 35
~ g 3 b
ol ;
A 25
1 7 2l
15
> ‘ 1 : ‘
0 2 4 6 8 10 0 2 “,08 8 10
t
Fig. b: Gaink
— Vel + el
,,,,, Lp—l
-2 L . . . )
0 2 4 6 8 10 4 6 8 10
t t
Fig. c: Input components; anduy Fig. d: Norm of error||e(-)|| and funnel boundary
-1

¢()

Fig. 8.2: Simulation of the funnel controller (7.2) with funnel boundary specified in (8.2) and
reference signakes = (sin,cos) " applied to systenfE, A, B,C] with initial data (8.1).

24



For the simulation we chose the parameters
Nn=50, cr=g/r=g¢r=2c71=1,
and the (consistent) initial value for the closed-loop system, B,C], (7.2) by

X =(-1,-1.04,2,1.96,...,2,1.96, 2,...,2 ,—2) e R*"2 (8.1)
—_— —

(n—1)-times (n+1)-times

As reference signal we takges = (sin,co9 " € % (Rxo;R?). The funnelZ, is determined
by the function

¢ :R>o—Rso, t+0.5te™ 42 arctarn. (8.2)

Note that this prescribes an exponentially (exponent 1) decaying funnel in the transient
phase[0,T], whereT =~ 3, and a tracking accuracy quantified by= 1/ thereafter, see
Fig. 8.2d.

Note further that the asymptotic stability of the zero dynamics can also be verified by
a numerical test which shows that all invariant zerofof\, B,C] have real part-1.

The simulation has been performed in MATLAB. In Figure 8.2 the simulation, over the
time interval[0,10Q], of the funnel controller (7.2) with funnel boundary specified in (8.2)
and reference signates = (sin,co9 ', applied to systenfE, A, B,C| with initial data (8.1)
is depicted. Fig. 8.2a shows the output compongnendy, tracking the reference signal
Yref Within the funnel shown in Fig. 8.2d. Note that an action of the input compongnts
anduy in Fig. 8.2c and the gain functidnin Fig. 8.2b is required only if the errdje(t)|| is
close to the funnel bounday(t)~2. It can be seen that initially the error is very close to the
funnel boundary and hence the gain rises sharply. Then, at approxirnatdlythe distance
between error and funnel boundary gets larger and the gain drops accordingly. In particular
we see that the gain functidis non-monotone.
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