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Abstract

In this paper, we consider a class of affine control systems and propose a new
structural feedback linearization technique. This relatively simple approach in-
volves a generic linear-type control scheme and follows the classic failure detec-
tion methodology. The robust linearization idea proposed in this contribution
makes it possible an effective rejection of nonlinearities that belong to a spe-
cific class of functions. The nonlinearities under consideration are interpreted
here as specific signals that affect the initially given systems dynamics. The
implementability and efficiency of the proposed robust control methodology is
illustrated via the attitude control of a Planar Vertical Take Off Landing (PV-
TOL) system.

Keywords: mnonlinear dynamic systems, non-standard feedback linearization,
nonlinearities rejection, failure reconstruction.

Notation. The following notation is used through this paper.

e Script capitals ¥/, #, ... denote finite dimensional linear spaces with el-
ements v, w, .... The expression ¥ ~ # stands for dim (¥) = dim (#).
Moreover, when ¥ C #/, % or W /¥ stands for the quotient space #
modulo ¥. Next, ¥* denotes the Cartesian product ¥ x ---x ¥ (k
times). By X : ¥ — #, we denote a linear transformation operating from
¥ to #. As usually, Im X = X ¥ denotes the image of X and ker X is
its kernel. Moreover, X ~! .7 stands for the inverse image of .7 C #. The
special subspaces Im B and ker C' are denoted by %, and £, respectively.
The zero dimension subspace is indicated as 0 and o { A} denotes the spec-
trum of the linear transformation A. The identity operator is denoted by
I: Iz = x; A° is the identity operator, for any given linear transformation
A. The matrix of a given linear transformation A: 2" — £ in a given
basis is noted as A € R™*™. Additionally, for the elements v, w, ... €
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Z in the given basis, we use the notation v, w, ... € R™. In our pa-
per, 1 stands for the vector where all its components are equal to 1 and
BD {Xj, ..., Xy} denotes a block diagonal matrix.

C(m, s) denotes the controllability map of the pair (M,S), M : 2" — &
and S : 2 — 2, namely:

Carsy=[S MS -+ MDgS]

and we denote: (A [ %) = ImC(4, p). We also introduce:

C [n]

(M,S):[S MS ... M(ﬁ_l)S].

The unobservable subspace of the pair (C,M), C: Z — % and M : &
— 4 is denoted by (" | M ).

e d°/dtY stands for the identity operator: d%v/dt® = v. ¥, (d/dt) stands for
the differential operator (from £ to 2"):

U,(d/dty=[1 Id/dt --- Td»=t/dem=t 7.

e Given a vector x € R", the expression ||x|| means the Euclidean norm and
B, stands for a specific neighborhood with a radius p:
B,={xeR": x| <p}.

Similarly to the above notation, [x| is the usual sup-norm and C*
denotes the set of infinitely differentiable functions.

e We next define the matrix A., € R™ ", and the vectors x! € R"*!

i€{1, ..., n}, as follows:
0
01 0 0 0 (1) 1 0
A . o 1 4 2 A 0 .
Acn: 0 0 0 0 1 y Xn = : y Xn = ] ) 7XZ: 0
0o 0 O 0 0 0 : 1
0

1. Introduction and Motivation

Linearization techniques have been established for a long-time as a power-
ful tool for simplified analysis and design of general nonlinear dynamic systems.
“Linearize” the initial nonlinear problem has various meanings in Applied Math-
ematics, depending on the areas where it is defined, depending also on what one
linearizes (a functional, an equation etc.). In the context of a robust control
design, when dealing with the practical stabilization of the initially given non-
linear dynamic model, the most common way of looking at linearization is to
consider a suitable version of the so called feedback linearization [21]. The initial



concept of feedback linearization was introduced by [21, 35]. The linearization
techniques constitute nowadays a crucial tool of the modern Control Theory
and are widely used in various engineering applications.

Recall that a general idea for linearization based on the choice of a differ-
ent state representation has been established since the work of [21] and [29].
This pioneering technique is in some sense similar to a specific choice of refer-
ences or suitable coordinate systems in Lagrange mechanics. Roughly speaking,
the conventional feedback linearization constitutes an equivalent transforma-
tion of the original system models into equivalent dynamic models. This re-
sulting model is a simpler one and possesses some useful behavioral properties.
In modern engineering, there are many applications of the various feedback
linearization approaches. These applications are devoted (but not restricted)
to the helicopters flight dynamics, high-performance aircraft control, indus-
trial robots behavior design, biomedical devices and intelligent vehicles control
[26, 25, 14, 31, 38, 30, 42].

Also notice that the main idea of the classic feedback linearization is asso-
ciated in fact with an algebraic transformation of the initially given nonlinear
system (see e.g. [35, 21, 28, 20]. Evidently, a general linearization benefits the
engineering analysis and design from the possibility to apply the well-established
techniques of the Linear Control Theory. Consider the following (nonlinear)
control-affine system:

Sa(t)

f(@(8)) + g(x())u(t),
y(t) (1.1)

Cu(t),

where x € R™ denotes the state variable, y € RP is an output and u € R™ is the
control input. Here p < m, f(z) and g(x) are analytic vector fields on R™ and
C € RP*™ We now make some technical assumptions that guarantee existence
and uniqueness of a local solution to the initial system (1.1).

H1. The origin x, = 0 € R™ is an equilibrium point of the autonomous system
(1.1) (u=0). That means f(0) = 0.

H2. The given functions f and g are continuously infinitely differentiable in a
neighborhood of the equilibrium point 0.

From the above assumptions also follows the existence of positive constants
re, Kg, and K, such that ||f(z1) — f(x2)| <K, [|z1 — 22|, and
lg(z1) — g(x2)|| < K¢, ||#1 — 22| for all 1, z2 € B,,. Note that from H1
also follows the existence of some positive constants hy and h, such that || f(0)]|
< hy and ||g(0)|| < hg for all £ > 0. We refer to [39] for the necessary proofs

and corresponding analytical details.

In order to have a wide panorama of this paper, a short overview related
to some existing (classic) linearization techniques is now given, as well as the
principal ideas issued in this contribution. For this, an academic example is
introduced, which will be used all along this paper.



Example 1. (Academic Example) The PVTOL (Planar Vertical Take off Land-
ing) System of Fig. 1. The PVTOL is one to the most simple (theoretical)
aircraft vehicles, which is very close to a (real) Quadrotor Laboratory Proto-
type. Here mp is the total mass, J is the moment of inertia with respect to the
rotation axis oy and L denotes the distance from the center of gravity to the
thrusters. The motion is considered with respect to a fixed orthogonal axis set
(oxyz), where oz points vertically down along the gravity vector [ 0 0 g¢g ]T,
The origin o is located at the desired height z to the ground level. Moreover, 6
denotes here the Euler angle determined by the axis opyp. Here (opxpypzp)
is the body axis system with its origin in op (fized at the centre of gravity of
the PVTOL). The PVTOL moves in the plane (oxz). By fi, f2 € [0, mg) we
denote the actuators (thrusters).

Figure 1: Schematic PVTOL diagram

The mathematical model of the PVTOL system is represented by the follow-
ing (behavioral) equations. We refer to [15, 11]) for the analytical details.

d?x/dt? (1/m7) u, tan(6)
d?0/dt* | = (L/J) ux . (1.2)
d?z/dt? (I/mp)u,+g

Here:
u; = —(f1 +f2) cos® and uy = (f1 — f2).

The output and the state variables of the above model can be interpreted as
follows:

y = x,
x = [x dx/dt 0 do/dt z dz/dt | .

Applying the conventional gravity compensation control law:
u,=mr ([0 0 0 0 —a,, —a,, |x—g) and u=(L/J)uc, (1.3)
the z-dynamics is represented by the differential equation:

(d*/dt* + a,,d/dt + a,,) z(t) = 0,



where T,(s) = 82 + a,,8 + a,, is a Hurwitz polynomial. Finally we deduce the
nonlinear state description (cf. (1.1))

X9 0
— (g + az,5 + a,, v6) tan(xs) 0
d T4 0
@t = 0 Tl
Tg 0
1.4
— (Az,,25 + Gz, T6) 0 (14)
~——
f(z) g(z)
y = [ 1 0 0 0 0 O ]ac
h(z)

1.1. An Approximated Input-Output Linearization

One of the classic linearization techniques (widely used by “pioneers” of the
modern Control Theory) consists in representation of (1.1) in the form of Tay-
lor’s series around the equilibrium point x, = 0 € R™ and in the corresponding
approximation using the first order terms. Applying this simple idea we get:

%.Z‘(t) = Ax(t)+ Bu(t) + fo(z(t), ut)), (1.5)
y(t) = Cux(), '
where
A=[0f)0z),_, eR™"™, B=[g],_, e R, (1.6)

and x € 2 =~ R" is the state, u € Z ~ R™ is the input, y € # ~ RP is the
output. Moreover, we have:

fola(t), u(t)) = Af(x(t) + Ag(z(t))ult),
Af(x(t)) = [fl=(t) — Az(t), (L.7)
Ag(z(t) = g(x(t)) - B

From the above formalism we can deduce that for a sufficiently small neigh-
borhood B,: |Af(z(t))] = 0 and |Ag| — 0, the resulting obtained linear state
approximation (for all 2, € B,,) can then be written as follows:

This classical linearization technique is a formal consequence of the celebrated
Stability Principle of the First Approximation (SPFA). Recall that this principle
states that the existence of a state feedback, Fy; € R™, which stabilizes the
linear state approximation (1.8), implies the required stability property of (1.5)
(by Fs:) in the neighborhood B,. We refer to [22], [39], [23], [35], [33] for the
corresponding technical details.

(1.8)



For the academic example (1.4), the matrices A, B and C of (1.8) are (cf.
(1.6):

AO,X 0 Bx
A:[ 0 Az]’ B:{O}, C=[C 0], (1.9)
where:
01 0 O o
A . 00 —g O Az:Az+Bzea Fz:[_az,z —(1271] ’
O 00 0 1 ’ Bx:lelaCX:(lel)T7Zz:ACQ7BZ:X%‘
00 0 O
(1.10)
Moreover, we have x = [ Ty Ty ]T, Ty = [ x dx/dt 6 do/dt ]T, T, =
[z dz/dt ]T.

We next apply the stabilizing state feedback:
u=F,xc+ Uy, where: Fx=[ ax,/g9 ax,/9 —ax, —ax, |. (1.11)

Note that the characteristic polynomial of the closed loop matrix,

Ay = Ap x + B (1.12)
is the Hurwitz polynomial:
T (3) = det(s] — Ay) = s* + a5 8% + @y ,5% + G ;5 + Ox, - (1.13)
The state space description of the obtained closed loop system can be expressed
as:
: Al 0 B 1. . [5
w = T4 |t o | =t o | @) (1.14)
X = [ Cy ‘ 0 ] xT.
Here:
Sx = XAQL 5
¢ (x) = — (az, @5 + ay, z6) tan(ws) + g (x5 — tan(zz)) = d?x/dt? + g 6.
(1.15)

1.2. An Ezact Input-Output Linearization

The next linearization technique we examine here is the so called “ezact input
output linearization”. Consider the basic hypothesis H1, H2 and additionally
make the following non-restrictive assumption.

H 3. The dynamic system under consideration has relative degree! n at any
point in R™

IFor the definition of relative degree see [21] and [23].



Taking into consideration the above assumptions, the conventional feedback
linearization can effectively be applied to the initial system (1.1) (see e.g. [21],
[23] and [35]). Let us briefly examine the input-output linearization technique
for the specific case:

p=m=1.

From H3 it follows that there exists a specific diffeomorphism Tgy;f : R® — R",
&(t) = Tuip(z(t)) such that:

%f(t) = Acn 13 t) + X;nl (a(m) + B(x)u(t)) ’ (116)

Here ¢ := [ & &

To get an explicit linearization control law, the additional hypothesis is
added.

H 4. There exits a known positive constant 3 such that for all x we have

0<B<pB(x).

Taking into consideration the complete knowledge of the system’s parameters
and applying the ideal control law:

u(t) = N (x) (—alz) + F&(t), Fo=[—an - —a1 ] (1.17)
we obtain the resulting linear closed loop system

det) = (Ao, + X0 Fn) (1)
yt) = ()" €.

Here 7, (s) = s" +ays" ! +--- + a, is a Hurwitz polynomial.

(1.18)

We now apply the exact input-output linearization technique to the academic
example (1.4). Differentiating the output and taking into consideration the
corresponding relative degree, we observe that:

de = [A(? jz]u[%](a(x)w(m)u),

(1.19)
v = [alo]e
We use here the additional notation:
¢=[ €0 2T 17, &= x dx/dt d>/di? d3x/de® ],

— (9 + az,,z + a,,dz/dt) tan(6),
—df/dt (g + a,z + a,, dz/dt) sec?(0) (1.20)
+(az,, a2,z + (a7, — a,,,)dz/dt) tan(6),

A2 /dt? = Lg(

h)
d3x/dt3 = L3(h

)



a(z) = Li(h) = d0/dt( —2d6/dt (g + a,,z + a,,dz/dt) tan(0) + a,,a,,z

+(a; ) dz/dt) sec?(0) + a, ,dz/dt ( —df/dt sec?(0) + a,, tan(@))
_( 2
Bx) = Lé(L% h)) = — (g + az,z + a,,dz/dt) sec?(6).

2
z, aZ,z
z

22+ az,dz/dt)( — a,,,d0/dt sec?(8) + (a2, — as,,) tan()),

a
a Z,1

(1.21)
Implementing the stabilizing state feedback (cf. (1.17)) u = B~ (z) (— a(z) +
F4§+ﬂx), Fy = [ Oy, —Ox, —0x, —Ox, ]7 we finally get the closed loop
state space description:

d _ AC4F4‘ 0 Bx _
e sk o KSR

x = [G]O]¢

Note that the characteristic polynomial of the closed loop matrix A, = A, +
B, Fy is the Hurwitz polynomial (1.13).

1.8. Ezact Structural Linearization

With the help of the academic example (1.4), we now introduce an exact
linearization technique based on the system structure. For this, we first apply
the change of variable:?

o () (1.23)

to the closed loop system described by (1.14). We next get the state space
realization:

de o= [%‘%]g+[%](ux+qx,*($))a (1.24)
x = [C]0]¢

Observe that ¢ = [ ¢ ]T and: 3

Ges(z) = —(1/g) (d*/de® + ay, d/dt + ax,,) a(2)
= —(ax,/g) (d®x/dt® + gdf/dt) — (ay,/g) (d®x/dt? + g )
~(1/9) (al@) + (B(@) + g) d*0/at?)
(1.25)
We also get an expression for the transfer function of the state space realization
(1.24): 4
Fe.(s) = Cu (I — A) 7' By = —g/ma, (s) . (1.26)

2In Section 2.2, we formalize this change of variable, and the computations are done in
Example 2.

3Recall (1.14), (1.15), (1.12), (1.10), (1.11), and: d*x/dt* = a(z)+ B(x) d20/dt? (see (1.19)
and (1.4)).

4Recall (1.12), (1.10), (1.11) and (1.13).



We can now conclude that with the following control law:
Uy = 7%(,*(%)
system (1.24) is exactly linearized.

1.4. Robust Asymptotic Feedback Linearization

If the computation of (1.25) would not be possible or would be a hard work,
we could try to estimate it. Based on the Beard-Jones filter (cf. [4, 19, 27, 36,
41]), the following dynamic output feedback is proposed:®

S = (A BOC)u- (K BG)x . o
i, = GLCw—Gix, '
where:
Ak, = A+ KCy, GL=—(CAR'B)",
-1
Qx,3 Qx,, —Ax 1 9 —9 Qx4 — Qx, .4
K. = Qx,,  Qx,y -9 0 ax,3 — Qx, .3 (1'28)
X ax, 1 0 0 Qx,2 — Oy, 2
1 0 0 0 (x,1 — Oy, 1
The characteristic polynomial of Ak, is the Hurwitz polynomial:
e (s) = det (sT — Ay ) = s* + x, 1 s34+ Qx, 2 $2 4+ Ay, 38+ ax, 4 - (1.29)

Introducing the new state variable, e, = wy — (x, we get from (1.27) and (1.24),
the modified closed loop state description:

€y AKX 0 0 €Ex —Bx
% Cx - BXG)€CX Ax 0 CX + BX qx,*(x) )
, 0 0 | A, T, 0
—_———
Acp Bor (130)
x = [0]C|o][er & oT]".
—_——
Cer

The transfer functions involved in the state space realization (1.30) are de-
fined here: ©

Fe(s) = GEC (sI — Ag,) ™" By = ay, 4/7e,(s) (1.31)

5This control law is studied in Section 3, and the computations are done in Example 3.
6Recall (1.28), (1.26), (1.29), (1.10), (1.11) and (1.12),



FCL (S) = CC’L (SI - ACL)71 B,

_ (sT — A,)™* | 0 !
=[0]|C] { TSR Bngéx (I—Ap) "] (I - AT ] [ }Bx

Oy, 4\ s, ()
Fou(5) = Fe. () (1= Fe (s)) = *M;q(s) (1 B wex(8>> =9 W1 32)

We use above the additional notation 7, (s) = s + ay,,1 8> + ax, 25 + ax, 3.

1.5. Discussion

Let us compare the linearization techniques overviewed in Section 1.

1. The Approzimated Input-Output Linearization. A natural approach to con-
trol nonlinear systems is to use the classical Taylor approximation. This is in
fact a very simple approach. However, the corresponding techniques must be
applicable in a small neighborhood of a fixed set point. Under some restrictive
assumptions related to the external disturbance, this technique can be useful
for classes of regulation problems. On the other hand, it is not recommended,
for example, in tracking control problems.

2. Ezact Input-Output Linearization. The feedback linearization problem is
implemented by a (specific) exact state transformation and an application of the
feedback control strategy. Notice that this analytic approach requires a complete
knowledge of the dynamic model parameters as well as of the corresponding
derivatives. However, in many engineering applications, this assumption is not
valid. This is true, for example, for problems from the area of industrial robotics,
helicopters control, high-performance aircraft control. This situation also occurs
in biomedicine and vehicles control (see [37]). To study this problem, many
alternative solution approaches have been proposed. We refer to [1, 3, 8, 10,
13, 18, 24] for some well-established and practically implementable feedback
linearization techniques in the absence of the exact systems description. In all
the works mentioned above, it is required to make some (usually restrictive)
additional assumptions related to the main system model. We can mention the
so called “communication” system or external dynamics or the complete state
measurability assumptions. Evidently, for the general nonlinear systems and
also for the control-affine class, these a priori assumptions are difficult to verify.

3. Exact Structural Linearization. In Section 1.3, we propose an exact lineariza-
tion methodology based on a change of variable (¢f. (1.23)). In Theorem 1 (see
Section 2), we explain in details how to find it. Additionally in Lemma 1, we
show that this change of variable is supported by the controllability structure of
the linearized system (obtained by means of the first order Taylor series based
approximation).

Let us compare the exact structural feedback linearization introduced in
Section 1.3 and the well known exact input-output linearization, recalled in
Section 1.2. In order to enlighten the main idea, consider here ay, = ay,, = ax,

10



= ay, = 0. From (1.11), (1.4) and taking into consideration (1.25), we next get
the specific control design that corresponds to the proposed linearization

u =1y, d’0/dt* =u and g .(z)=—(1/g) (Cv(x) + (B(z) +9) u) :

Additionally, we also obtain the useful relations (recall (1.24), (1.23) and (1.15)):

(a(@) + B(x)u) = —g(utgu()=-g[0 0 0 1]"dG/dt
= —gd?0/dt?® + d%q/dt?
() + B(z)u) = d'x/dt?,

which can be exactly identified with (1.19).

Note that the above compliance is not a surprising result. Both of the con-
sidered procedures are in fact exact linearizations and naturally lead to the
same formal result. The formal difference consists in the manner of obtaining
this exact linearization. The advantage of the linear representation which we
propose is that the nonlinear uncertainty signal ¢, can be treated as an addi-
tive disturbance signal. Note that this approach constitutes a specific MIMO
procedure that pre-stabilizes the given system matrix A.

4. Robust Asymptotic Feedback Linearization . Some important features of the
indicated control scheme are emphasized hereafter.

1. Since the nonlinear uncertainty signal ¢, obtained in Section 1.3 can be
treated as an additive disturbance signal (cf. (1.24)), one can then use the
well developed linear tools for the disturbances rejections (as for example
the Beard-Jones filter (1.27)).

2. For synthesizing the Beard-Jones filter (1.27) the only information one
needs is the linear approximation of first variation (1.8) ((1.9)-(1.12) in
example).

3. The transfer function (1.32) of the closed-loop state space representation
(1.30) constitutes a typical low-pass filter. If the norm of the time deriva-
tive of the nonlinear uncertainty signal (1.25) is bounded |[|dg./dt|| <
Sr (gx.» has a finite slew rate Sg), this implies that the steady-state re-
sponse of (1.30) can be attenuated by increasing the bandwidth of the
Beard-Jones filter (1.27). This fact is formally proved in our Lemmas 2
and 3 of Section 3.

4. From consideration of the transfer function (1.31), we can deduce that
the remainder generator g, . = —G%Cye of the Beard-Jones filter (1.27) is
in fact a reconstructor of the nonlinear uncertainty signal gy .. Therefore
the “increment” of the bandwidth of the Beard-Jones filter (1.27) implies
that the remainder generator gy . tends to the nonlinear uncertainty sig-
nal ¢x.. The last one implies its attenuation (see the algebraic part of
equation (1.27)). Resulting from that, the usual neighborhood stability
will be extended (in the sense of an extended neighborhood). This useful
property of the proposed control design is formally proved in Corollary 1
(see Section 4).

11



When using linearization techniques in control, one needs to discuss the conser-
vativeness of the resulting control design approach. This necessity is a simple
consequence of the obvious approximating character of the linearization proce-
dures with respect to the initially given dynamics. We discuss these conser-
vativeness [16, 17, 23] aspects after our main theoretical results, namely, after
Theorem 2 and Corollary 1, in Section 4.

The remainder of our paper is organized as follows.

In Section 2, we present our main result, namely, the structural feedback
linearization technique that we propose. The robust asymptotic extension of
the resulting structural feedback linearization is discussed in Section 3. Section
4 is devoted to some theoretical extensions of the main linearization idea pro-
posed in Section 2. The practically oriented example of a PVTOL system is
used throughout the paper to illustrate the efficiency of the proposed lineariza-
tion approach. This culminates in Section 5 that is devoted to the numerical
treatment of the PVTOL control. Section 6 summarizes our paper.

2. The Structural Linearization Approach

This section introduces a novel linearization technique for the class of control-
affine dynamic systems under consideration. The proposed linearization method-
ology is based on the given internal structure of the state description of the
linearized system characterized by the pair (A, B), with:

A= [0f/0x],_, and B=[g],_,.

For this reason, we characterize formally the admissible system nonlinearities
(see Theorem 1) which are specified by an additional nonlinear perturbation
signal ¢q. This characterization is based on a suitable change of variable obtained
by means of an auxiliary algebraic structural equation, stated in Lemma 1. The
last result makes it possible to map the nonlinear perturbation signal ¢ into a
new nonlinear perturbation signal q..

Let us now introduce some additional technical assumptions.

H5. Structural Assumptions:

1. B is monic, that is: ker B = 0.
2. The pair (A, B) is controllable.
3. The pair (C, A) is observable.

For the technical proofs of our main theoretic results, we also need some
auxiliary results and facts that are collected in the following subsection.

12



2.1. The Structural Decomposition

Consider the following assumption.

H6. There exist an uncertainty vector (nonlinear perturbation signal) ¢ € 2 ~ R*
and a linear transformation S : 2 — Z  such that:

fo(z(t), u(t)) = S q(z(t), u(t)) . (2.1)

Application of the above transformation to the initially given system (1.5),
implies the rewritten dynamic model:

%x(t) = Az(t)+Bu(t)+Sgq,

2.2
wi) = Culr). 22
We now prove our next result.
Lemma 1. Assume that H5.1 and H5.2 are true. Then:
1. the images of A and B span the whole state space Z :
ImA+AB =X (2.3)

2. the linear transformation [A B] XU — X is right invertible and
there exist linear transformations M : & — Z and X : X — U such
that:

AM+ BX =1; (2.4)

3. there exists a nilpotent solution M : X — Z of (2.4) which satisfies:

M"=0. (2.5)
Proof. From H5.2, we get: 2" = (A |#A) CImA + # C &£, which implies:
Im A+ #B = 2. The right invertibility (2.4) of [A B] is a direct consequence
of (2.3).

From (2.4), we conclude that Im (I — AM) C Im B = ker N, where N : &
— %/%’ is the canonical projection, thus:

NAM=N. (2.6)

From H5.1, there exists a left inverse B : 2" — % of B: % — %, then
once found a matrix M solving (2.6), one solution of (2.4) is:

X=B'1-4AM), (2.7)

Using now the celebrated Brunovsky’s Theorem [9], one can deduce the
existence of bases in 2, Z and Z / A with the property:

NA=BD{Gy,...,Gn} and N =BD{Ny, ..., N,,}, (2.8)

13



Here G; and N; are matrices in R(%-1)%%i < {1 ... m} with the property
Yot ki = n and:

010 -+ 00 10 --- 000
e and N;=| - - - -« .« . |. (29
000 --- 01 00 - 010

The last relation implies that the matrix M is defined as follows”:

00 --- 000
M:BD{Ml[m, Mm[mm]} My = | 0 000 s
00 -~ 010
(2.10)
where ¢ € {1, ..., m}. It satisfies conditions (2.4) and (2.5). The proof is com-
pleted. O

We are now ready to present our first main result. For a better readability,
this result is organized in a separated subsection.

2.2. The Ezact Scheme of the Structural Feedback
Linearization

The next technical assumption constitutes in fact a future restriction of the
dynamic models under consideration. On the other hand, novel control design
techniques (in our case a linearization based design) are nowadays associated
with some subclasses of general control systems. These particular subclasses
are of a specific interest in some areas of the modern Control Engineering and
one can treat and “robustify” these systems using some specific properties of
the given dynamics. Exactly these properties constitute in fact the systems
restrictions mentioned above.

H7. The subspace M Im S is contained in the unobservable subspace (& | M),
namely:
CMCy5)=0. (2.11)

Theorem 1. Given the linear transformations M and X from Lemma 1, con-
sider the following change of variable:

C(t) = x(t) + M Cia, 5y Wn(d/dt) q((t), u(t)) - (2.12)

"Notice that this matrix M corresponds to the transpose matrix of the Brunovsky canonical
form of A.

14



Under Assumptions H5.1, H5.2 and H7, the state representation (2.2) is ex-
ternally equivalent to the following 8:

LW = AW+ B(ul®) + a.(2(t), u®)) (213)
y) = C¢t),
where the nonlinear uncertainty signal q. is given by:
q:(z(t), u(t)) = X Cmr, 5) Un(d/dt) q(z(t), u(t)). (2.14)

Proof. From (2.12) and (2.11), we deduce:
C((t) = Cux(t) + CMC, 5y Vn(d/dt) q(z(t), u(t)) = Cx(t). (2.15)

Applying the change of variable (2.12) to (2.2), and taking into account (2.4)
and (2.5), we get:

&¢ = A(C—M”fjiMl‘Siﬁq)+Bu+5q+M"§j:Mis[;§iq
- AC+(BX—I)nz_:olMiSf;q—kBu—kSq—}—%—:llMiSj;q
- Ag+B<u+X”§j:Mis§;q).
The proof is completed. O

Theorem 1 makes it possible to represent an initially given sophisticated
system (2.2) in a specific form which includes an uncertainty signal explicitly
determined. We can next use this result and easily define a control strategy
that constitutes a feedback linearization. Following this linearization idea, we
conclude that the input design:

u(t) = —q.(@(t), u(t)), (2.16)

for the dynamic system described by (2.13) represents an exact feedback lin-
earizing control.

Hereafter, some conceptual observations are done.

Remark 1. Roughly speaking, condition (2.11) MIm S C (¢ | M) implies
that M Im S is contained in the output decoupling zeros modes [34, 2] of the
Brunovsky dual system (cf. (2.10)) dz/dt = Mz + Sq and § = CZ.

8Recall that two representations are called externally equivalent if the corresponding sets
of all possible trajectories for the external variables expressed in an input/output partition
(u,y) are the same [40, 33].
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Remark 2. Condition (2.11) MIm S C (2 | M) involves that any trajectory
Z(-) of the Brunovsky dual system (cf. (2.10)) dz/dt = MZ and § = CZ (such
that the initial condition belongs to M Im S) is unobservable.

Remark 3. When the pair (A, B) of the system represented by (2.2) is con-
trollable, then the algebraic equation (2.4) is solvable, and thus from Theorem
1, we get the externally equivalent representation (2.13). Notice that q. is con-
tained in Im B, so its cancelation is not due to any pole-zero cancelation. This
fact remains true for the condition: Im S C (A | #). In the case that Im S ¢
(A B), butIm S C ¥™* + (A | #), where ¥* is the supremal (A, B)—invariant
subspace contained in ker C, sup{¥ CkerC'| 3F : (A+ BF)¥ C ¥}, one can
then apply a friend state feedback, Fy, € {F : 2 — % | (A+ BF)¥* C v*}, for
getting [43]: IIm S C I1 (A + BF, | #), where Il is the canonical projection of
Z onto X' /V*. Hence, Theorem 1 is applied to the system quotiented by ¥™*.
In this quotient procedure could occur a pole-zero cancelation, and one must thus
check that there is no a non-Hurwitz zero cancelation.

The second technical part of our main Example is now presented.

Example 2 (Structural Linearization Approach). Consider the Academic Ez-
ample 1 introduced in Section 1 and use the main Theorem 1. Taking into
account (1.6)-(1.7) in (1.4) and applying the stabilizing state feedback (1.11),
we get (1.14).

Recall that my(s) = det(sI — Ay) is a Hurwitz polynomial (cf. (1.13)), and
notice that (i) ker By = 0, (ii) the pair (Ax, Bx) is controllable and (iii) the pair
(Cy, Ay) is observable.

We now consider the solution of equation Ay M, + By Xy = Iy that can
formally be expressed as:

0 0 00 —ax,5/9

B 4|1 0 000 e | —ax,/g
My=TM, L= o )y o o |- 5= BlAdby =1
0 0 10 1

(2.17)

From (2.17) and (1.12) we next deduce:

AxMx+BxXx:I47 M)?:O7 CXMXc(Mx,Sx):O’

My Coar,, 5y Wa(d/dt) == (1/g)[ 0 0 1 d/de]", (2.18)

Xx C(MX, Sy) \D4(%) = - (1/9) (d2/dt2 + Qx o d/dt + a’x,z) .
Moreover, from (2.18), (2.12) and (2.14), it follows that the change of variable
G = x + My C(pr,, s,) Ya(d/dt) g (x) has the form (1.28) and that the nonlinear
uncertainty signal gy (z) = X« Ciar,, 5,) Va() ax(x) has the form (1.25).
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3. Robust Asymptotic Feedback Linearization

Recall that the exact feedback linearization (2.16) usually requires a com-
plete knowledge of the system model. Moreover, one also needs the exact formal
expressions of the necessary time derivatives in the given nonlinear perturbation
signal ¢(x, u) (¢f. (2.14)). On the other hand, the approach that we propose has
some evident advantages in comparison with the mentioned classical feedback
linearizations. Note that we deal with a priori unknown nonlinearities g.(x, u)
that belong to %. In the context of Assumption H5.3 these unknown nonlin-
earities can effectively be treated with disturbance rejectors based on standard
state observers. Let us now introduce the necessary formal hypothesis.

HS8. The state space description X(A, B,C) (2.2) has no finite invariant zeros
at the origin. That formally means:

ImBNnAkerC =0. (3.1)

Assumptions H5.3 and H8 make it possible to apply results of [5] and
to design a robust disturbance rejection (based on the Beard-Jones filter (cf.
[4, 19, 27, 36, 41])):

Lw(t) = (A+KO) w(t)— Ky(t) + Bu(t), (3.2)
@.(t) = =G (Cw(t)-y(t), '
and:
u(t) = uc(t) — g« (t) . (3.3)

Here K : % — % is an “output injection” that can be computed as follows:
c{(A+KC)} cC™, (3.4)

and G is a left inverse of the static gain —C (A 4+ KC)~ " B. The remainder
generator is expressed as:

|
o
—~
~
Nt
|

Ag e(t) = Bau(z, u),
4«(t) = —G*Celt),
where A = (A+ KC), and e(t) = w(t) — {(t).
When the classic Laplace transform of g, (z, u) is well-defined, we get:
Gu(s) = G"F(s) 4u(s) (3.6)

Under the natural boundedness assumptions for ¢(x, u) with a bandwidth w,,
we have to synthesize a Hurwitz low-pass filter F(s) with a corner frequency we.
This is with the aims to achieve a robust disturbance in a neighborhood around
the equilibrium point (x, u) = (0, 0). We also deduce:

lgx (@) = @ (@)l < [|(T = G Fyw)) X Cour, ) Tn ()| lla(@)]l - (3.7)

We now study the third technical part of the main illustrative example.

(3.5)
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Example 3 (Robust Asymptotic Linearization Approach). From (1.24), (1.12),
(3.2) and (3.3), we deduce the state description (cf. (1.27)):

m, = (Ag + BGLO) Wy — (K + BG)x,

o 3.8
i = GLC.wx— Glx, (3:8)
-1
ax,3  Ox,y —0x1 9 —9
where T = Tohw T = | 5 % 0| A = B RT,
1 0 0 0
(Zx, Fx, éxa Fx) = (To;leTox; T(;(IB)(ﬂ CXTOX7 To;le)y Gﬁ = - (CXA;{ Bx)e
1 \?
= - (cXAfi BX) , and (cf. (1.28))
00 0 —ay, —g (xq — Gx,
— |1 0 0 —ax, = 0 7= _ | x3—ax,3
A= 010 ax, |’ By = 01|’ Rx= Gy — Gy, 2 |’
00 1 —ae, 0 (1 — 1
1 —\* _
= (OB = Tom(0 0 5 1.
(3.9)

The characteristic polynomial and the corresponding transfer function are ex-
pressed as follows (cf. (1.31) and (1.29)):

Te, (s) = det (sI — fo) =5t ax, 15+ ax, 057 +ax, 38+ ax, 4,
J— —_ _17
Fe.(s) = GLC, (sI — A?X) By = ay, 4/Te (S) -

The characteristic polynomial, the system zeros polynomial and the transfer
function of the Beard-Jones filter (3.8) have the known expressions (recall (1.13)):

Ty, (s) = det (SI - (fo + ExGﬁéx)) =sm_(s),

wx 3.11
77I—UX(S) =3 + ax, 1 s? + ay,,28+ ay, 3, ( )

T ((A— B _ (. oW all
0, (s) = det[ o (Afjaj;*GxC*) | (K*fo*G*) ] = —Gime,(5),  (3.12)

(3.10)

P (5) = 0, (5)/m, (8) = ~Glme,(5) | (57,,(6)) | (3.13)
Note that:
STy (8) + Gy, a = Te (8) - (3.14)
The last equation is of a primary importance because it makes it possible to
define the Hurwitz polynomials 7 (s) and m.(s). In that case, the transfer
function of the closed loop system (3.8) and (1.24) has a self-closed form (cf.
(1.82)) :

Fe.(s) —g ST, () 8 T, ()

IR OFm ) 1) 57, () Faxa) T (8) 7o (3)
(3.15)

For(s)

9Recall that: G¢ = —ax, 4/g; see (3.9).
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If g« (x) is a bounded signal, its steady-state response tends to zero. If it is a
signal with a bounded slew rate, then its steady-state response can be attenuated
by increasing the bandwidth ax, a/ax, 3. These conclusions and the possibility
to study the corresponding equivalent representations of the given control-affine
dynamic systems are direct consequences of the main Theoreml.

We now consider dynamic systems (2.13), (3.5) and (3.3). The corresponding
closed-loop model is expressed as follows (¢f. (1.30)):

%Cgtg = AC(tz ;r B (uc((t) + ;j*(t)) :
se(t) = Age(t)— Bg.(z, u),
dcj* (t) = q:(<t) + G Cel(t), (3.16)
y(t) = C(1).

The time response of the uncertainty error G.(t) = ¢.(t) — . (t) has the form:

G@(t) = ¢@)+G'C (exp (Agt)e(0) — /0 exp (Ax(t — 7)) Bq*(T)d7'> ,

= G'Cexp(Axt) ko — G C AL /t exp (Ak(t—17))B dﬁiﬁ-)dﬂ
0 T
(3.17)

where kg = e(0) — Ax' B q.(0). The time response of the output in that case
can be directly calculated:

y(t) = Cexp (At) ¢(0) + C /0 exp (A(t — 7)) B (uo(r) + @u(r)dr.  (3.18)

We additionally assume that the uncertainty signal ¢, has a finite slew rate Sg:
H9. 3 Sg € R" and ||dg./dt]|, < Sr.
Under the above hypothesis we obtain the next analytic result.

Lemma 2. Assume that the spectrum o, of Ak, has no repeated eigenvalues.
Denote by i; the modulus of each eigenvalue of o, and assume that the elements
of 0,. have been re-ordered with (o < --- < w,. Moreover, let g, be scale factors
of the natural frequencies w;, namely o, = (IJZ'/(Dl. There then exist positive
constants k1, ks and aqg such that:

n—1

G ()| < kyem"

‘koH + (ks/a0) Sr 2

n
w1

(3.19)

Moreover, for any positive constant €1 there exist a time t; > 0 and a bandwidth
w1 € R™ with the property:
@O <er Vit (3:20)

If (2.13) is Hurwitz stable, there then exists a positive constant ks such that:

§k4515

ot~ (com tae — e+ [ exp e B

ty

(3.21)
for allt > 4.
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We next prove Lemma 2.

Proof. Since Ak is assumed to be Hurwitz, there exists kg and «g such that
the norm of the time response of the uncertainty error can be expressed as (see
(3.17) and H9):

k:le_o“’t

g @I

IN

)

t
o] + 1 451 [ e
0

\gOH-+<k2/ao)é%a|L4g}la

where ky = ko ||G* C|| and ky = ko ||G*C|| || B|. From Theorem I1.5.10 of [12]
we deduce:

dg.(7)
dr

3.22
* e (3.22)

) ~ A ||n71
< po—aot lAxll”
gl < ke ko|| + (k2/c0) Sk et Ag|
ot s | Ag "
< ke oot 1k +(k2/ao)SRTa (3.23)
B anll
< ket ||k +(k3/ao)8n; :
1

This fact proves (3.19).
Moreover, (3.20) is a direct consequence of (3.19) and relation (3.21) follows
from (3.18) - (3.20), where

kg = Hc/m exp (A(t — 7)) Bdr| . (3.24)

t1

O

Lemma 2 makes it possible to consider a disturbance with a band limited
spectrum and to establish our next result under the next assumption.

H10. Assume q. is a band-limited function, namely, there exists a Byy > 0 such
that:
Q.(w) =0, forall |w|>Bw,

with Q.(w) as a Fourier transform of q.(t).

Lemma 3. Under Assumption H10, there exists a positive constant ky such
that:

13 (t)]| oo < kre” @/t

- B
Fol| + 22 K lla- (0] (3.25)

where @y is the bandwidth of the Beard-Jones filter (3.2) and By is the band-
width of the introduced disturbances signal g .

We next prove Lemma 3.
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Proof. Using the celebrated Szokefalvi-Nagy’s inequality [32], we immediately

deduce that:
||q*Hoo = m 4\/ E* E*l ) (326)

where E, and E,; are the energies of ¢, and dg,/d¢t. Here:
> 2
Bo= [ le@)a
1 [ 9 1 [Bw 9
= = IIQ*(w)II dw = — IIQ*(W)II dw < o0,

Ea - /_OO —/ 2HQ* )2 de

- —/ W Q. ()2 dw < oo

3.27
dq* (3.27)

dt

Moreover, ||g.(t)|| < /m VE Ey, for all ¢ € R and the above equality holds if
and only if ¢,(t) = 1VE, B,y e VE-/E-I From (3.27) we additionally get:

Ea < BW?E,. (3.28)
In the same manner we also obtain:

|dg. /dt]|. = v/m /Eu1 Eva (3.29)

and finally:
E. <Bw’E,1, (3.30)

where E,» is the the energy of d?g./dt?>. One can see that for all g, # 0 we
have:

g« /dtllo < vm \/Bw® B} = /By /Bt /Es 4l < Bw llall - (3:31)

Therefore (3.22) and (3.31) imply:

t
~ _ = - —ao(t— dg.(7)
G« (t < ke oot ‘koH-i-kQ ARt / e~ 0(t=) ’ ,
1.0 ol | +42 4 | L .
< ket ko + (ka/ao) AR Bw Nl
Setting ap = w1 /2, we finally deduce (3.25). The proof is completed. O

Note that it is a usual practice in Electronic Engineering to relate the slew
rate ||dg, /dt|| ., with the corresponding bandwidth Byy (as mentioned in (3.31)).
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4. Further Extensions of the Neighborhood
Stability Concept

We now rewrite the SPFA concept in the case of the particular nonlinear
systems of the type (2.13) and prove our next main result.

We assume that the nonlinear perturbation signal ¢(z, u) satisfies the fol-
lowing two properties (recall (2.4), (2.12) and (2.14)):

P1. M Cy, 5y Vn(d/dt) q(z, u) = a,, (x). Here o, (x) : R™ — R™ is a continu-
ous differentiable vector field and the matriz Ou,, (w)/ax‘
A = —1. That means:

has no eigenvalue
0

oy (z1) = ay (@)l < Ly |21 — 22|, ¥V @1, 22 € By, Ly >0, p, > 05 (4.1)
a,, (0)=0; (4.2)

det (I + da,, (z)/0x 0) #0. (4.3)

P2. Let X C(pr, 5y Vi (d/dt) q(z, u) = oy (z) + Ty (z) u. Hereay (x) : R" — R™

and T'y (z) : R™ — R™ ™ are continuous differentiable vector fields and o, (x)
maps the zero vector into the zero vector. The Lipschitz constant of o, () tends

r=

to zero in the neighborhood of the origin and T, (x) has no eigenvalue: A\ = —1.
Then:

oy (21) = ay (z2)|| < Lx [lzr — 22|, V 21, 22 € B), Ly

. S
LX:IIIII’I{(/)R> Ps SR},PG [Oa p1]a (44) SR A
o \

0<p, <pi; ‘

a,(0)=0; (4.5) Po P

det (14T, (z)) #0 VzeB,, p, >0. (4.6)

Remark 4. Under the properties P1 and P2, (2.12) and (2.14) take the fol-
lowing respective forms:

C=zx+a,@), g=aoa,(x)+T(2)u. (4.7)

From (2.12), (2.13), (2.14) and (4.7), we realize that we are obtaining a
similar structure as in (1.16): ( = z + «,,(v) instead of & = Taif(x) and
u+ ay () + Ty (z)u instead of a(x) + B(x)u (recall also Discussion of Section
1.5.3).

Notice also that in (2.2), the state space representation 3{A, B,C} is de-
scribing the linearized model around the equilibrium point, (x, u) = (0, 0), so
q(z, u) — 0 when (z,u) — (0,0), and thus:*® q.(z, u) — 0 when (z, u) —
(0, 0). This phenomenon is characterized by the shape of the Lipschitz constant
Lx (see (4.4)).

10We are also assuming that the time derivative of ¢ vanish when (z, u) — (0, 0).
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Based on the above results we are now ready to formulate our second main
result.

Theorem 2. Assume that the nonlinear perturbation signal q(z, u) satisfies
properties P1 and P2. Under the conditions of Lemma 2, we have (z, u) =
(0,0) € Z®U is an equilibrium point of (2.13). Moreover, there exists a
p, > 0 such that:

To(z) =z +a,(2), (4.8)

s a diffeomorphism that satisfies:
[Té@)|| < (L4 Lag) |2, for all x€B, NB,,. (4.9)
If in addition:

H11. For a given pio > 1 there exists p, > 0 such that ||o,, (z)|| < (1 —1/po) ||z,
for all x € ﬂ?lepi ,

then, the inverse T¢ : Tg(sz) — By, satisfies the following condition:
ITEQO] < moll¢ll for all ¢€Tg (NyBy,) - (4.10)
Also, for all non zero ¢ belonging to TS (B,), where p € (0, p, ], there holds:

llg= (S, Ol
[/ —

Furthermore, if A is a Hurwitz matriz, then the autonomous system (2.13) is
asymptotically stable in the neighborhood T (Bp* ), where:

< p(1oSr/p,) - (4.11)

0<p. <min{p,, p,; oy Pys Py} » (4.12)
- -1
0, = (1B Xpto Sr/p,) " (4.13)

and X is the mazimum eigenvalue of P. Here P is the positive definite matriz
solution of the Lyapunov equation ATP + PA = —1.

We next prove Theorem 2, summarized in Figure 2.

Proof. The proof is done in five steps.
1. Let us first prove that (x,u) =(0,0) € Z ®X is an equilibrium point of
(2.18). Denote p, = (0, 0) € R™ x R™ and define the vector field f¢(x, ) :
R™ x R™ — R™ by:
fe(w, w) = AC(H) + B(u(t) + . (@(t), u(1))) (4.14)
Substituting (4.7) into (4.14), we deduce:
fe(z, u) = A(m +a,, (x)) + B(u +a,(z)+T () u) . (4.15)
Additionally, from (4.2) and (4.5), we also deduce f¢(p,) = 0. The last
fact implies that p, is an equilibrium point of (2.13).

23



l[dg./dt]|

Sl

:,@\/
w

x
C
1+LM P LE

Figure 2: Lemma 2: If ||dg«/dt| ., < Swr, then: ||G«(t)|,, < ki€~ @0t

‘];OH + Py where:
Pop = (ks/ao)Sr (el ™ 1/@1); @1 is the bandwidth of (3.2) and Sk is the slew rate of qu:
ldg«/dt|| ., < Sw. Theorem 2: For all z € NZ_ 1Bp, s TS(z) =z + a,, (z) is a diffeomorphism
I(x)H < (14 Lp)||z]|. For all ¢ € TS ( i=1Bp, > the inverse T¢ satisfies
(T2(TS(@) = 2): |

satisfying: ‘

TZ’(C)H < po ||¢]|, o > 1. If A is Hurwitz, then (2.13) is asymptotically

_ -1
stable in T$ (By, ), where: p, < min {po, P15 Pas Pss p#}, Py = <2HBH AMOSR/p())

2. Let us next prove that (4.9) is satisfied. Note that from (4.8) and (4.3) it
follows that the Jacobian matrix 0TS (z)/dz is nonsingular at x = 0.
Recall that the classic Inverse Function Theorem implies that there exists
a p, > 0 such that T§ is a diffeomorphism in B, (see e.g., [39], [23], ...).
Also, from (4.8), (4.2) and (4.1), we get:

)| = llz + oy (@) < (1 + Lar) ]l -

3. Let us now prove that (4.10) is satisfied. Using (4.8), (4.7) and H11, we
obtain the series of formal consequences:

[T = [T + @) = T2 | = ol = [TS@) - 0,y @)
= [[¢ = w Tz < 6l + (1= 1/80) T2 -

This fact finally implies (4.10).
4. Let us prove (4.11). From (4.7), (4.5), (4.4) and (4.10), we get:

”q*|(|<<’”0)” = H ||C|| H < Lx HT;C” H < Lxpo < p(1oSr/p,) -

5. Let us finally prove the local asymptotic stability of the autonomous system
(2.13). Introduce the Lyapunov function:

V() = ¢ PC(),
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with P the positive definite matrix solution of the associated Lyapunov
equation:
AP+ PA=-1.

From (2.13) and (4.11) we finally obtain for all non zero ¢ belonging to
TS (B,.) (recall (4.12) and (4.13)):

dV(C()/dt = T (ATP+ PA)C(1) +2(Ba.(¢(1), 0))" P(1).
= — HC(t)HQ (1 _ QHBHHc‘zlz(é),l(‘J)HHPH) :
< = lS@I” (1 =211BIl p. (HoSr/p,) X)
= —EHI" (1 =p./p,) <0.
The proof is now completed. O

The above result is the SPFA version for the case of particular nonlinear
systems of the type (2.13) under the structural assumptions of Theorem 2.

Let us discuss shortly the possible conservativeness of the obtained theoret-
ical result [16, 17, 23]. Theorem 2 is proven under specific assumptions for the
signal ¢(x,u), namely, assumptions P1 and P2. The condition P1 constitutes
in fact the smoothness of the signal under consideration, the (global) Lipschitz
property and the non-singularity hypothesis associated with the second deriva-
tive of the signal. Taking into consideration these natural analytic requirements
one can characterize P1 as a non-restrictive condition. The second assumption
related to the signal ¢(z, u) in Theorem 2 (assumption P2) additionally implies
a weak dependence on the state variable x at the origin. Evidently, this condi-
tion in combination with the assumed linear form of the derivative restricts the
universality of the obtained result. However, taking into consideration a wide
class of signals that satisfy the above condition P1 and P2 one can conclude
that the developed theory is in some sense conservative for the class of signals
under consideration. Since the proof of Theorem 2 uses explicitly the above
mentioned assumptions, the “sensitivity” of the obtained robustness theory is a
subject for future research.

We next deduce an immediate consequence for the system (2.13) fed back
by (3.3) and (3.2), namely for the closed loop system represented by (3.16).

Corollary 1. Let us consider the autonomous closed loop representation (3.16)
satisfying the conditions of Theorem 2 and Lemma 3. Then, the nonlinear
uncertainty signals q.(x) and §.(x) of the open loop system (2.13) and the closed
loop system (3.16) are related as follows:

g« (@) < llax @ + 22 llg@) , VeeB, , (4.16)
where y1 = sup H I+T,(z ))*1H and y2 = sup H (I+T,(2)) I‘X(:E)H
zeB Py z€B Py

Moreover, if the bandwidth ¢ of the Beard-Jones filter (3.2) additionally
satisfies:

1

w1 > By ks Y2, (417)
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where Byy is the bandwidth of q., then:
bl |
(M/Bkw — k472)

7B ks Lx 1K)

13- (€Nl (4.18)

for all ¢ € TS (ﬁf’lepi).
Furthermore, given p  and p__ such that 0 <p <p  <min{p,, p,, p,},
the time derivative of the Lyapunov function:

V() =T t)PC(),

where P is the positive definite matriz solution of the associated Lyapunov equa-
tion:
ATP+PA =1,

satisfies for all ((t) € TS (Bpw) \ TS (Bﬁ ) and allt >t,,:

*

v < (a+Lap ) (1 - W) , (4.19)
where )\ is the mazimum eigenvalue of P, ayq is set to @ /2, and:
N2
Puy =4 | BIl A(ka o) Lx (g) + ka2, (4.20)
2 (k1 w1/Bw) ‘]%OH
t,, = a)—llog (i) Ix7.. (4.21)

Finally, if the bandwidth &1 of the Beard-Jones filter (3.2) satisfies:
w1 > Bwpy,, (4.22)
then any trajectory ((t) inside T§ (Bp**) is attracted towards the neighborhood
TS (BB**)’ fort>t,,.

We next prove Corollary 1, summarized in Figure 3.

Proof of Corollary 1. The proof is done in four steps.

1. Let us first prove that q.(x) and §.(z) are related by (4.16). From (2.14),
P2, (3.3), (3.5(b)) and (3.16(c)) we deduce:

0:(2) = ay () + T (@) (2(x) = 0u(@)) -
Then (I+7T, (2))q.(z) = oy (z) + T, (2)G.(z). Relation (4.6) implies
gu(2) = (1+ T () "y (@) + [+ T (2)) Ty (2)du(z), VaoeB,

which finally leads to (4.16).
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Figure 3: Lemma 3: If F{g.} = 0 for all |w| > Byy, then: ||G«(t)||, < k1€ (®1/2) H%OH
+ p,, where: p, = (Bw/@1)ka|lg«(t)|loo; @1 is the bandwidth of (3.2) and Byy is the
bandwidth of g« (see also (3.24)). Corollary 1: If @1 > Bwp,,, then any z(t) €
B;** is attracted towards the neighborhood BB for ¢t > tyy- If w1 > By k42, then:
I3 ()l < Tre=e0t ||| + 5, where: ki = ka(@1/Bw)/(@1/By — kay2) and p, =
(ka po 1/ (@1/Byw = kav2)) Lx [[€(0) ]| o -

2. Let us next prove that . satisfies (4.18). From relations (3.25) and (4.16)
we also get:

16+ (2(t))l] oo < kre™"

o+ 222 b (1 o (Ol O )

and:

B ~ —a 1. 5
(1 -2y, 72> 18- (@Ol < ke |fo| + 2% kam o (@(0) o

for all z € N3, B, . From (4.17), (4.4), (4.5) and (4.10), we simply obtain
(4.18).
3. From (3.16(a)) and (4.18), we obtain that for all ¢ € T}, (ﬂf’lepi):

avicw)= TW(ATP+ PA)(n) +2(Ba.((1) PC®).

I +2(Ba.C) P,
IS +2 [1BI X lla-cenl Il

— @I +2 1B X (b2l ) [Fo] et i,

— 2

+2 1B X (et ) Lx I6@I% -
2||B|| X @ 7. —a

~ICOI” + z7mn ((kl ) [ e

(ko) L |<<t>||oo) Il

IA A

IN
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Setting ag to @;/2 and considering trajectories of ¢ inside T§ (Bﬁ**) \
TS (BB ), we get (4.19) (recall (4.9)).

4. Let us finally prove that the trajectories of ¢ inside TS (Bp,.) are attracted
towards T4(B, ). From (4.19) and (5.21) we get the negativeness of

AV (C()/dt.
This completes the proof. O

For Corollary 1 one can establish similar conservativeness observations as for
Theorem 2. We can additionally observe that the (useful) constructive estima-
tion (4.18) is in fact a consequence of the conditions P1 and P2 and assumption
(4.17). In that case the sensitive condition (4.17) has a crucial character for the
resulting estimation (4.18).

Also, note that:

1. For the case of the Approzimated Input-Output Linearization, we can see
from Theorem 2 that the stability of system (2.13) (namely system (2.2))
is only guaranteed for the narrow neighborhood p, (¢f. (4.12) and (4.13)).
See Figure 2.

2. For the case of the Robust Asymptotic Feedback Linearization, we can re-
alize from Corollary 1 that the stability neighborhood is widely enlarged
when the nonlinear uncertainty estimator (3.3) and (3.2) is added (cf.
(3.16)). Indeed, for a given behavioral neighborhood B; , a desired at-
tractor neighborhood B, is reached by means of a sufficiently large band-
width @y of the Beard-Jones filter (3.2) (¢f. (4.20)). Moreover, with the
bandwidth filter w;, we can sufficiently extend the usual linearity neigh-

borhood p,, to p,,,, and reduce the regular transitory time ¢, . See Figure
3.

Evidently, the presented results not only establish robustness of the resulting
system closed by the proposed control law, but also some structural relations
between systems under consideration.

5. Numerical Aspects

We now deal with the last technical part of the Academic Example 1. The
final numerical results are obtained using the standard MATLAB® platform.
Consider the following numerical values (obtained from a laboratory prototype):

m7 = 0.60kg, J =0.0032kgm?, L =0.17m, g = 9.81ms~2.

The earth axes (oxyz) is located at height z = 3.00 [m] with respect to the ground
level. Moreover, we examine the following suitable initial conditions: x(0) = 0
[m], z(0) = z, dx(0)/dt = dz(0)/dt = 0 [ms~!], 0(0) = 6y, 6o = 7/6 [rad],
d#(0)/dt = 0 [rads™?].
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5.1. State feedbacks

The state feedbacks (1.3) and (1.11) are computed using the algebraic Riccati
equations:!! AZ;PQ + PyA., — (1/5)P2B,BI' P, + 1y = 0 and AZ;P4 + PJA.,
— (1/5)PyByBI' Py + 1, = 0. Here F, = [ —Gy,, —Ox; —Ox, —0x, } =
—5BTP, = [ —04472 —15814 —25725 —23119 ], and F, =
[ =0z, —az, | =—-5BIP,=[ —0.4472 —1.0461 |. The spectra of A, and
A, are as follows Ay(s) = {—0.4162 + 0.73872, —0.7398 £ 0.2736 ¢} and A,(s) =
{—0.5231 4+ 0.41672}. The spectral radii of A«(s) and A,(s) are p, = 0.8479 and
p. = 0.6687, respectively.

5.2. Beard-Jones filter

Following a root-locus procedure, we get s (s +4.75)(s + 4)(s + 3.5) + 28.125
= (s+1)? (s + 10.25s + 28.125). Implementing the Beard-Jones filter 100 times
faster than the spectral radius p, and p., = 100p,, we obtain K, =
[ —28.125p%  —66.5p3 —49.625p2 —12.25p,, ]T. The initial conditions
of (3.8) were set up as (recall (1.23) and (1.20)): W,(0) = T, (x(0), such that:

x,3  Ox2  —0x1 9 —g )g)
_ _ Qx5 Ox,p —g 0
WX(O) = ax,, 1 0 0 (1 + az,520/g) tan(fo)
1 0 0 0 —(az,,0z,,20/9 ) tan(fp)

5.3. Simulation results

We first have applied to (1.4) the usual exact feedback linearization proce-
dure (1.3) and (1.17), where a(x) and B(x) are defined by (1.21). The state
¢ is computed based on (1.20). The coefficients of the polynomials 7,(s) and
ma(s) are determined by the feedbacks F, and Fy (see Figure 4). We have also
applied to (1.4) the exact structural feedback linearization'? (1.23) and (1.25).
As mentioned above (in Example 2), we have obtained exactly the same time
trajectories depicted on Figure 4. We next apply the structural asymptotic
feedback linearization (1.3), (1.11) and (3.8) to the given dynamic model (1.2).
The coefficients of the polynomials m,(s) and 7, (s) are determined by the feed-
backs F, and Fj, respectively (see Figure 5). Moreover, ¢ .(z) is defined by
(1.25). Notice that the Beard-Jones filter (3.8) quickly tends to the nonlinear
uncertainty signal (1.25).

Figure 6 contains an important comparison between the control outputs wuy
obtained in both simulations. We can note that the robust asymptotic feedback
linearization scheme is effective in comparison with the usual exact feedback
linearization. On the other hand, the asymptotic scheme does not need any
nonlinear signal associated with the derivative computation.

11We have used the LQR technique, with weighting matrices Q = I and R = p (p=5),
because one can obtain a good closed-loop behavior by tuning only one parameter, p. In [7],
we show some experimental results obtained in open field, and we give more details for a good
selection of the weight matrix Q.

12Together with the stabilizing feedback (1.11).
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Figure 4: Nonlinear description (1.4) controlled by the usual exact feedback linearization
(1.3) and (1.17). (a) x [m], (b) 6 [°], (c) z [m], (d) ux [radkgms~?], (¢) a() [ms~*], (f) B()
[mrad—!s™2],

In this real-world oriented example, one cannot analyze correctly the ex-
tension of the linearity neighborhood p, . We refer to an advanced quadrotor
model studied in [6] for this consideration. In the presented example we have
obtained a good control performance under the perturbation of 7/4 [rad] with
respect to the Euler angles (¢,0,1). An interesting and important feature of
the robust asymptotic feedback linearization scheme that we propose can be
expressed as follows: it takes into account the non-modeled dynamics; see [5]
for the theoretic and experimental results. Also, in [7] is presented a detailed
synthesis procedure for an experimental quadrotor laboratory prototype, where
some simulations are shown, as well as an experimental proof in open field.

The numerical results presented in this section make it clear the advantage
of the proposed structural asymptotic feedback linearization technique.
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Figure 5: Nonlinear description (1.2) controlled by the robust asymptotic feedback lineariza-
tion (1.3), (1.11) and (3.8). (a) x [m], (b) 0 [°], () z [m], (d) ux kgms™2], (e) g« () [s?],
(f) and (g) gx,«(x) (dash line) s @x (solid line) [rads~2], (h) and (i) gx,«(z) — @« [rads™2].

6. Conclusion

In this paper, we propose a robust structural feedback linearization ap-
proach based on failure detection techniques. We consider the non-linear affine
system (1.1), and describe it equivalently by the specific state space representa-
tion (2.2), together with (2.1), (1.7) and (1.6). The newly obtained equivalent
system’s non-linearities are correspondingly determined by a generic disturbance
signal ¢. The controllability condition for the pair (A4, B) makes it possible to
treat constructively the derived structural algebraic equation (2.4). The last
one defines in fact the necessary change of variable (2.12), that also maps the
non-linear disturbance signal ¢ under consideration into a nonlinear uncertainty
signal ¢, contained in the image of B; see (2.13) and (2.14).

The proposed equivalent “rewriting” technique makes it finally possible to
design a robust feedback and to prove the asymptotic stability of the
initially given dynamic model. The abstract mapping mentioned above involves
the basic dynamic representation (2.13). This form implies the possibility of the
direct “cancellation” (2.16) of g..

If that is not the case, it can be still asymptotically rejected using the Beard-
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Figure 6: Comparison of control outputs ux obtained in both simulations. (a) uy from Figure
4 (obtained with the exact feedback linearization (1.3) and (1.17); dash line) vs uy from Figure
5 (obtained with the robust asymptotic feedback linearization (1.3), (1.11) and (3.8); solid
line) [rad kgms—2], (b) and (c) Difference of the control signals uy issued from Figures 4 and

Jones filter (3.2) and (3.3). The main advantage of the developed robust control
design is the possibility of the linearity neighborhood extension around the
generic equilibrium point 0. Note that the possible uncertainties model is in fact
“absorbed” (constructively represented) by ¢.. Additionally, we have obtained
a useful theoretical fact, summarized in Corollary 1,

“If the bandwidth @1 of the Beard-Jones filter (3.2) satisfies:

@1 > By p,, (5.21)

where Byy is the bandwidth of q., then any trajectory ((t) inside TS (Bﬁ**> is
attracted towards the neighborhood T¢ (Bp ), fort>t,,”,

ok

namely, the high values of the conventional Beard-Jones filter bandwidth of an
uncertain signal extend the necessary linearity neighborhood and sufficiently
reduce the transitory time.
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