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Abstract—This paper presents two stochastic model predictive
control methods for linear time-invariant systems subject to
unbounded additive uncertainties. The new methods are devel-
oped by formulating the chance constraints into deterministic
form, which are treated in analogy with robust constraints, by
using the probabilistic reachable set. Firstly, the probabilistically
resolvable time-varying tube-based stochastic model predictive
control algorithm is designed by employing the time-varying
probabilistic reachable sets as the tubes. Secondly, by utilizing
the probabilistic positively invariant set, the probabilistically re-
solvable constant tube-based stochastic model predictive control
algorithm is developed by employing the constantly tightened
constraints in the entire prediction horizons. In addition, to
enhance the feasibility of the algorithms, the soft constraints
are imposed to the state initializations. The algorithm feasibility
and closed-loop stability results are provided. The efficacy of the
approaches are demonstrated by means of numerical simulations.

Index Terms—Tube-based stochastic MPC, uncertain system,
model predictive control, chance constraints, constrained control.

I. INTRODUCTION

MODEL predictive control (MPC), also known as the
receding horizon control, is inarguably the most widely

implemented modern control strategy due to its conceptual
simplicity and its eminent capability of handling complex
dynamics and fulfilling system constraints, as well as compro-
mising the optimal control performance and the computational
load [1]–[5]. The control performance depends, to a great
extent, on the accuracy of the model. Therefore, the traditional
MPC actually could not obtain the real optimal control perfor-
mance, because the uncertainties, such as external disturbance
and model mismatch, are widely existing. By assuming the
uncertainty is bounded and considering the worst-case, the
robust MPC is proposed to deal with model uncertainty [6]–
[8]. Among the robust MPC, the tube-based MPC attracts
huge attention due to its simply handling of constraints in the
optimal control problem. In 2001, two typical tube-based MPC
approaches are developed almost simultaneously. One of them
uses the current measured state as the initial nominal state [9],
while the other one adopts the nominal state predicted at the
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first time instant [10]. Based on [10], the David Mayne’s tube-
based MPC (DTMPC) [11] with flexible initialization method
is presented to reduce the conservatism, where the nominal
state can be searched near the actual state within an invariant
set. However, all the robust MPC frameworks do not utilize the
possibly existing statistical properties of the uncertainty, albeit
the statistical information might be available in many cases and
the worst-case scenarios unlikely occur in practice. Therefore,
robust approaches may lead to overly conservatism [12]. By
employing chance constraints, the stochastic MPC (SMPC),
which allows for an admissible level of constraint violation in a
probabilistic sense, exploits the stochastic properties of uncer-
tainty to achieve less conservatism in constraints satisfaction
and gain better control performance [13]. Generally, SMPC
methods can be classified into the analytic approximation
methods [14]–[16] and the scenario-based methods [17]–[19].
The former ones reformulate the chance constraints into equiv-
alent deterministic form by means of constraint tightening,
while the latter ones generate a sufficient number of randomly
samples to satisfy the chance constraints [20].

In the case of bounded uncertainty, the recursive feasiblility
and stability have been established in several SMPC methods.
For instance, in [21] the authors propose an SMPC scheme
of time-varying constraint tightening along the prediction
horizon based on the tubes of fix-shaped cross section and
variable scaling which is computed offline according to chance
violation. The tubes in [22] are constructed directly by making
explicit use of the distribution of the additive disturbance.
A recursively feasible SMPC scheme is proposed in [23]
by exerting additional constrains on the first predicted step.
The work [24] guarantees recursive feasibility and asymp-
totic stability by computing the constraint tightening based
on confidence region of uncertainty propagation and adopt-
ing the flexible initialization methods. When considering the
unbounded stochastic uncertainty, it is typically impossible
to guarantee recursive feasibility, since the uncertainty is
indeed possibly (even with small probability) large enough
to make the future optimization problem infeasible [13]. One
straightforward approach for guaranteeing recursive feasibility
of the SMPC problems with possibly unbounded uncertainties
is to set the initial nominal state as the predicted value of the
previous time instant. However, it disregards the most recent
state measurement, without allowing for the feedback, which
may degrade the closed-loop performance [20]. To cope with
this issue, an improved method of choosing the initialization
between a closed-loop strategy and an open-loop one online
is proposed [25], [26]. The key idea in this approach is to
choose the closed-loop strategy using the measurement when
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the problem is feasible, and to choose the open-loop strategy
when infeasible. Although this approach guarantees recursive
feasibility, it requires to solve two optimisation problems
at any time instant to decide the choice between the two
initializing strategies. Another recent work [27] sets the initial
nominal state equal to the predicted value of the first time
instant, and introduces the indirect feedback via the cost
function, which facilitates the recursive feasibility analysis.
A special approach guarantees recursive feasibility for the
system with unbounded disturbances in the case of that the
chance constraint is defined as a discounted sum of violation
probabilities on an infinite horizon [28].

However, regardless of the different assumptions for uncer-
tainty, the nominal state initializations of the aforementioned
works are mainly chosen to be the current measured state as
in a typical tube-based MPC [9], which may cause that the
open-loop nominal state is not an accurate estimate of the
actual closed-loop one, and more complex proofs of recursive
feasibility and stability are required [29]. While some of the
nominal state initializations are set as the predicted value of
the previous time instant, which disregard the feedback of
measured value, may degenerate the control performance.

In this paper, the model predictive control problem of linear
time-invariant (LTI) system under unbounded additive uncer-
tainties is studied. To solve the problem, we propose two tube-
based SMPC schemes based on the framework of the DTMPC
[11], which fall in the category of analytic approximation
method. The proposed tube-based SMPC schemes can be
combined with the probabilistic reachable set (PRS) generated
by any method to deal with the chance constraints. The
novelty of the proposed method lies in that the flexible state
initialization technique is used to reduce the conservatism and
force the actual state stay within the relevant PRS around the
nominal state with a specified probability. To the best of our
knowledge, this framework has not been adopted in previous
approaches of tube-based SMPC for unbounded uncertainties.
The main contributions of this paper are as follows:

• A new SMPC algorithm for the LTI system subject to
unbounded uncertainties termed as the probabilistically
resolvable time-varying tube-based SMPC (pTTSMPC)
is developed. In particular, the PRS built from the un-
certainty propagation is treated as the tube, by which
the actual states will be restricted in the vicinity of the
nominal states. The PRS is time-varying along the predic-
tion horizon, and renders the tightened constraints change
accordingly, resulting in a less conservative tightening
strategy. With these techniques, the pTTSMPC algorithm
is then designed based on the framework of the DTMPC
[11] which can provide accurate prediction errors between
the actual and nominal states, and offer an easier way to
guarantee the feasibility and stability properties [29].

• The theoretical properties of the developed algorithms
are analyzed. In particular, the probabilistic resolvability,
closed-loop chance constraints satisfaction and system
stability are proved. Furthermore, the soft constraint is
applied to the initial state which strengthens the proba-
bilistic resolvability to stronger algorithm feasibility.

The remainder of this paper is organized as follows. Section
II introduces the problem to be solved and states the required
definitions. Section III presents the pTTSMPC scheme, and
Section IV develops the pCTSMPC approach. In Section V,
the numerical examples and comparison studies are presented
and the paper is concluded in Section VI.

Notations: R represents the set of all real numbers. We
denote the set of all integers which are equal or greater than
i by Ni, and the set of all consecutive integers {i, · · · , j}
by Nji . xk denotes the value of a variable x at time k, and
xk|t denotes the k-step-ahead predicted value of x at time t.
The probability of the occurrence of event A is indicated with
Pr(A). Q � 0 refers to a positive definite matrix, and ‖x‖2Q =

xTQx represents the weighted norm. For a random variable x,
its expected value is indicated with E(x). A random variable
x of distribution Qx is denoted by x ∼ Qx, and a Gaussian
distribution with mean µ and variance W is represented as
N (µ,W ). The notation A⊕B = {a+b|a ∈ A, b ∈ B} denotes
the Minkowski sum, and A	B = {a ∈ A|a+b ∈ A,∀b ∈ B}
represents the Pontryagin set difference.

II. PROBLEM STATEMENT AND PRELIMINARIES

A. Problem Statement

Consider a discrete-time LTI system subject to unbound
additive uncertainties

xk+1 = Axk +Buk + wk, (1)

where xk ∈ Rn, uk ∈ Rm and wk ∈ Rn are the system
state, control input and uncertainty at time k, respectively. It
is assumed that all the system states are measured perfectly,
and the unbounded uncertainty wk ∼ Qw is independently and
identically distributed (i.i.d.). Moreover, the system in (1) is
subject to the following constraints on states and inputs

xk ∈ X, uk ∈ U, k ∈ N0, (2)

where X ⊂ Rn, and U ⊂ Rm are compact and each set
contains the origin in its interior.

Taking advantage of the stochastic nature of the system
dynamics, the chance constraints for all the predicted states
and inputs in future horizon, which allow constraint violation
with a probability no greater than ε ∈ (0, 1), is adopted to
reduce the conservatism. The objective of this paper is to
design SMPC algorithms to stabilize the system in (1) under
the following chance constraints:

Pr(xk ∈ X) ≥ 1− ε, k ∈ N0, (3a)
Pr(uk ∈ U) ≥ 1− ε, k ∈ N0. (3b)

B. Preliminaries

In this subsection, we recall some definitions which will
facilitate algorithms design.

Definition 1 (Robust Positively Invariant Set [30]). A set Z
is said to be a robust positively invariant (RPI) set for the
discrete-time system xk+1 = f(xk, wk), if xk+1 ∈ Z, k ∈ N0,
when x0 ∈ Z.
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Definition 2 (Probabilistic Positively Invariant Set [31]). A
set D is said to be a probabilistic positively invariant (PPI)
set of probability level p for the discrete-time system xk+1 =
f(xk, wk), if Pr(xk+1 ∈ D) > p, k ∈ N0, when x0 ∈ D.

Definition 3 (Confidence Region [32]). A set Ep is said to
be a confidence region of probability level p for a random
variable x, if Pr(x ∈ Ep) > p.

Definition 4 (n-step Probabilistic Reachable Set [26], [27]). A
set Rn is an n-step probabilistic reachable set (n-step PRS)
of probability level p for the discrete-time system xk+1 =
f(xk, wk), if Pr(xn ∈ Rn) > p, initialized from x0.

Definition 5 (Probabilistic Resolvability [33]). An optimiza-
tion problem is probabilistically resolvable if it has feasible
solutions at future time steps with a certain probability, given
a feasible solution at the current time.

Definition 6 (Almost Surely Asymptotical Stability [34]).
A discrete-time system xk+1 = f(xk, wk) is almost surely
asymptotically stable in the mean if Pr( lim

k→∞
E(xk) = 0) = 1.

III. PROBABILISTIC TIME-VARYING TUBE-BASED SMPC

A. Problem Decoupling

In order to derive a computationally tractable MPC algo-
rithm, we make use of the techniques from DTMPC [11] to
decouple the nominal trajectory planning and the uncertainty
handling. Then, the system dynamics in (1) can be separated
into a nominal dynamics and an error dynamics as

sk+1 = Ask +Bvk, (4a)
ek+1 = Aclek + wk, (4b)

where the nominal state is denoted by sk ∈ Rn and the nomi-
nal input by vk ∈ Rm. Without loss of generality, the feedback
gain K is chosen as the solution of the linear quadratic
regulator (LQR) problem for the dynamics sk+1 = Ask+Bvk
to ensure that Acl = A + BK is stable. The state feedback
control law is used as in DTMPC

uk = Kek + vk. (5)

The state error ek between the actual state xk and the nominal
state sk, and the input error euk = Kek between the control
input uk and the nominal input vk are defined as

ek = xk − sk, (6a)
euk = uk − vk. (6b)

B. Probabilistic Reachable Set

Suppose that Ew1−ε is a confidence region of probability level
1− ε for the uncertainty w, where ε ∈ (0, 1). Then

Pr(w ∈ Ew1−ε) ≥ 1− ε (7)

follows from Definition 3. The formulation methods for confi-
dence region of uncertainty, such as the Chebyshev inequality
method [15], the Scenario generation method [20], the Box-
shaped method and the Ellipsoidal method [32], can be incor-
porated with the proposed tube-based SMPC scheme.

Suppose that the confidence region Eek1−ε is a k-step PRS
of probability level 1− ε for the state error dynamics in (4b),
where ε ∈ (0, 1). Then,

Pr(ek ∈ Eek1−ε) ≥ 1− ε, k ∈ N0, (8)

follows from Definition 4 directly. The k-step PRS of proba-
bility level 1−ε for the input error can be calculated as KEek1−ε
due to euk = Kek. Then

Pr(euk ∈ KE
ek
1−ε) ≥ 1− ε, k ∈ N0, (9)

is derived.
Any method to compute nested PRS, namely Eek1−ε ⊆ E

ek+1

1−ε ,
k ∈ N0, can be combined with the proposed tube-based
SMPC scheme. For instance, the Ellipsoidal method and
Half-space method [27] can be adopted to produce the PRS
for uncertainties with mean and variance information. For
uncertainty of any type, provided that samples can be obtained,
the Scenario approach [35] can be used to formulate the PRS.
And the above formulated k-step PRS has the property that
Eek+1

1−ε ⊆ AclE
ek
1−ε ⊕ Ew1−ε, k ∈ N0 [32].

Especially, consider that the uncertainty w follows the
normal distribution w ∼ N (0,W ). Let 1−ε be the confidence
coefficient of the uncertainty, where ε ∈ (0, 1). Then the
quantile value corresponding to 1−ε is α = Φ−1(1−ε), where
Φ−1 represents the quantile function of the standard normal
distribution [16]. Then, the uncertainty confidence region of
probability level 1− ε can be obtained as

Ew1−ε , {w : −αW 1/2 ≤ w ≤ αW 1/2}. (10)

Since the error dynamics in (4b) is linear, the distribution of ek
is still normal. Then, the variance propagation of uncertainty
can be evolved as

Σk+1 = AclΣkA
T
cl +W,k ∈ N0, (11)

where Σ0 = W . In addition, Σk+1 ≥ Σk follows from the
expanded representation of above equation. The k-step PRS
of probability level 1− ε can be defined as

Eek1−ε , {e : −αΣ
1/2
k ≤ e ≤ αΣ

1/2
k }, (12)

which is the error confidence region of probability level
1 − ε, and Ee01−ε = Ew1−ε. Allowing for Σk+1 ≥ Σk, the
corresponding probabilistic reachable sets are nested, namely,
Eek1−ε ⊆ E

ek+1

1−ε . Another property of the k-step PRS see the
following lemma.

Lemma 1. Consider w ∼ N (0,W ). Let Ew1−ε be the uncer-
tainty confidence region defined in (10). Let Eek1−ε be the k-step
PRS defined in (12). Then Eek+1

1−ε ⊆ AclEek1−ε ⊕ Ew1−ε, k ∈ N0,
holds.

Proof: According to (11) and (12), we get that
Eek+1

1−ε = {e : −αΣ
1/2
k+1 ≤ e ≤ αΣ

1/2
k+1} =

{e : −α(AclΣkA
T
cl +W )1/2 ≤ e ≤ α(AclΣkA

T
cl +W )1/2}.

According to (10) and (12), AclEek1−ε ⊕ Ew1−ε =

{e : −αAclΣ1/2
k − αW 1/2 ≤ e ≤ αAclΣ

1/2
k + αW 1/2} is

deduced. Then, Eek+1

1−ε ⊆ AclE
ek
1−ε ⊕ Ew1−ε can be obtained.



4

C. Constraint Handling

Because Eek+1

1−ε ⊆ AclEek1−ε ⊕ Ew1−ε, k ∈ N0, then Eek1−ε ⊆
k∑
i=0

⊕AiclEw1−ε follows from the recursively expanding. We

define the relaxed PRS as

Dk ,
k∑
i=0

⊕AiclEw1−ε, k ∈ N0. (13)

Then, Eek1−ε ⊆ Dk ⊆ Dk+1 follows directly. And

Pr(ek ∈ Dk) ≥ 1− ε, k ∈ N0, (14)

can be gained from (8), and

Pr(euk ∈ KDk) ≥ 1− ε, k ∈ N0, (15)

can be inferred from (9).
To guarantee the chance constraints, we propose a strategy

to formulate the chance constraint sets as the time-varying
deterministic constraints by using the relaxed PRS in (13).
Construct the time-varying tightened state constraint set at step
k as

C̃k , X	Dk, k ∈ N0. (16)

Then, C̃k+1 ⊆ C̃k holds owing to Dk ⊆ Dk+1. It can be
seen that, if the nominal state sk ∈ C̃k, then the state chance
constraint in (3a) is satisfied, i.e., Pr(xk = sk + ek ∈ X) ≥
1− ε can be guaranteed by (14).

The satisfaction of input chance constraint in (3b), i.e.,
Pr(uk = vk + euk ∈ U) ≥ 1 − ε can be guaranteed by
constructing the tightened input constraint set at step k as

Ṽk , U	KDk, k ∈ N0. (17)

Similarly, if the nominal input vk ∈ Ṽk, then the input chance
constraint in (3b) is satisfied according to (15).

Furthermore, let the minimal robust positively invariant
(mRPI) set

Z ,
∞∑
i=0

⊕AiclEw1−ε (18)

for the error dynamics in (4b) with w ∈ Ew1−ε be computed
as the outer approximation using the strategy in [36]. Then,
Dk ⊆ Z and KDk ⊆ KZ can be derived from (13).

D. Formulation of pTTSMPC

For the cost function, we adopt the stage cost `(sk, vk) =
‖sk‖2Q + ‖vk‖2R, and the terminal cost Vf = ‖s‖2P , where
Q � 0, R � 0, and P is the solution of the algebraic Lyapunov
equation

(A+BK)TP (A+BK)− P = −Q−KTRK.

To ensure the feasibility, we construct the terminal con-
straint set as the maximal output admissible set [37]

X̃f , {s ∈ Rn : sk ∈ C̃k,Ksk ∈ Ṽk, k ∈ N0}. (19)

In this case, X̃f satisfies the axioms [38]:
A1: AclX̃f ⊂ X̃f , X̃f ⊂ X	 Z,KX̃f ⊂ U	KZ.
A2: Vf (Aclx) + `(x,Kx) ≤ Vf (x),∀x ∈ X̃f .

On the basis of the time-varying constraint tightening
method and the DTMPC framework in [11], the probabilis-
tic time-varying tube-based stochastic finite horizon optimal
control problem PttsmpcN (xt) to be solved at each time instant
t is formulated as follows:

min
s0|t,vt

N−1∑
k=0

(‖sk|t‖2Q + ‖vk|t‖2R) + ‖sN |t‖2P (20a)

s.t. sk|t = Ask|t +Bvk|t, (20b)

sk|t ∈ C̃k+t, k ∈ NN−11 , (20c)

vk|t ∈ Ṽk+t, k ∈ NN−10 , (20d)
xt − s0|t ∈ Dt, (20e)

sN |t ∈ X̃f . (20f)

The optimal solution of PttsmpcN (xt) consists of nominal
state s∗0|t and input sequence v∗(xt) = [v∗0|t, v

∗
1|t, · · · , v

∗
N−1|t],

and the associated optimal state sequence for the nominal
system is s∗(xt) = [s∗0|t, s

∗
1|t, · · · , s

∗
N |t].

At each time instant, PttsmpcN (xt) is solved to generate
v∗(xt) and s∗0|t, and the optimal control law is designed as:

u∗(xt) = K(xt − s∗0|t) + v∗0|t. (21)

The entire process of the probabilistic time-varying tube-
based SMPC is repeated for all t > 0 to yield a receding
horizon control strategy.

E. Properties of pTTSMPC

In this section, the feasibility of the designed pTTSMPC
scheme is first presented, then the closed-loop chance con-
straint satisfaction is verified, and the stability results of the
closed-loop system are also provided. Before that, a lemma
for developing the feasibility result is presented.

Lemma 2. Let Eet1−ε be the t-step PRS of probability level
1 − ε for the state error dynamics in (4b) with wt ∼ Qw.
For xt+1 = Axt +But + wt, and sk+1|t = Ask|t +Bvk|t, if
xt ∈ s0|t ⊕Dt and ut = K(xt − s0|t) + v0|t, then Pr(xt+1 ∈
s1|t ⊕Dt+1) > 1− ε for all wt ∼ Qw.

Proof: The proof follows the similar line of reasoning as
Proposition 1 in [10]. In (6a) we have defined et = xt − s0|t
and et+1 = xt+1 − s1|t. Due to xt ∈ s0|t ⊕ Dt, it follows
that et = xt − s0|t ∈ Dt. Since, according to (4b), (7) and
(13), Pr(et+1 = Aclet + wt ∈ AclDt ⊕ Ew1−ε) > 1 − ε and
Dt+1 = AclDt ⊕ Ew1−ε hold, then Pr(xt+1 = s1|t + et+1 ∈
s1|t ⊕Dt+1) > 1− ε follows.

Based on Lemma 2, the probabilistic resolvability result is
reported as follows.

Theorem 1 (Probabilistic Resolvability). Consider the op-
timal control problem PttsmpcN (xt) in (20) for the system
dynamics in (1) under the control law in (21). If Mt =
[s∗0|t, v

∗
0|t, v

∗
1|t, · · · , v

∗
N−1|t] is feasible for the problem at time

instant t, then applying the control law in (21) gives the
probabilistic resolvability at time instant t+ 1.

Proof: The proof follows the similar line of reason-
ing as Proposition 3 in [11]. Since Mt is feasible for the
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problem PttsmpcN (xt), the constraints (20c)-(20f) are satisfied
by v∗(xt) and s∗(xt). The shifted input sequence of v∗(xt)
is denoted as ~v∗(xt) = [v∗1|t, · · · , v

∗
N−1|t,Ks

∗
N |t] and the

shifted state sequence of s∗(xt) is denoted as ~s∗(xt) =
[s∗1|t, · · · , s

∗
N |t, Acls

∗
N |t]. We choose the candidate solution

Mt+1 = [s∗1|t, v
∗
1|t, · · · , v

∗
N−1|t,Ks

∗
N |t]. Hence, the first N

elements of ~s∗(xt) satisfy the time-varying tightened state
constraints (20c) owing to the fact that if s∗k+1|t ∈ C̃k+1+t,
then s∗k+1|t ∈ C̃k+t as C̃k+1+t ⊆ C̃k+t. And the first N − 1

elements of ~v∗(xt) satisfy the time-varying tightened input
constraint (20d) analogously. Because s∗N |t ∈ X̃f , it follows
from A1 that Acls∗N |t ∈ X̃f and Ks∗N |t ∈ U 	 KZ. So the
last element Acls∗N |t of ~s∗(xt) satisfies the terminal constraint
(20f). Allowing for KDt+N ⊆ KZ, thus Ks∗N |t ∈ U	KZ ⊆
U	Dt+N follows. Therefore, the last element Ks∗N |t of~v∗(xt)
satisfies constraint (20d). Moreover, from Lemma 2 we have
that if xt ∈ s∗0|t ⊕ Dt, then Pr(xt+1 ∈ s∗1|t ⊕ Dt+1) > 1 − ε
for all wt ∼ Qw, i.e., the initial constraint (20e) is satisfied
with the probability no less than 1 − ε. Summarizing the
satisfaction status of the state constraint (20c), the input
constraint (20d), the initial constraint (20e), and the terminal
constraint (20f), Mt+1 is probabilistically resolvable for the
problem PttsmpcN (xt+1).

Suppose that the problem PttsmpcN (xt) is feasible, then the
satisfaction of closed-loop chance constraints follows directly,
which is shown in the Theorem 2.

Theorem 2 (Chance Constraint Satisfaction). Consider the
optimal control problem PttsmpcN (xt) in (20) for the system
dynamics in (1) under the control law in (21). Suppose
PttsmpcN (xt) is recursively feasible, then the closed-loop state
chance constraint in (3a) and input chance constraint in (3b)
are satisfied.

Proof: From the feasibility of the optimal control problem
PttsmpcN (xt) in (20) we have that et = xt− s∗0|t ∈ Dt, t ∈ N0.
Using the fact Dt+1 = AclDt ⊕Ew1−ε, we can get Pr(Aclet +
wt ∈ Dt+1|et ∈ Dt) ≥ 1− ε for all wt ∼ Qw following from
(7). Since s∗1|t ∈ C̃t+1, Pr(s∗1|t+Aclet+wt ∈ C̃t+1⊕Dt+1|et ∈
Dt) ≥ 1− ε holds. Consequently, as xt+1 = s∗1|t+Aclet+wt

and X = C̃t+1 ⊕Dt+1, it follows that Pr(xt+1 ∈ X) ≥ 1− ε,
t ∈ N0. The same argument holds for the input constraint,
namely, Pr(ut+1 ∈ U) ≥ 1− ε, t ∈ N0.

Finally, the stability result is presented in the following
theorem.

Theorem 3 (Stability). Consider the optimal control problem
PttsmpcN (xt) in (20) for the system dynamics in (1) under the
control law in (21). Suppose that Z is the mRPI set for the
error dynamics in (4b) and PttsmpcN (xt) is recursively feasible,
the following hold.
(a) Z is probabilistically stable for the closed-loop system.
(b) If the uncertainty has zero mean, the closed-loop system

is almost surely asymptotically stable in the mean.

Proof: Denote the cost function as J(st, vt) =
N−1∑
k=0

(‖sk|t‖2Q+‖vk|t‖2R)+‖sN |t‖2P , and the optimal cost value

as J∗(st, vt) = min J(st, vt). From the Proposition 3 in [11]

we have that J∗(st+1, vt+1)−J∗(st, vt) ≤ −‖s0|t‖2Q−‖v0|t‖2R.
Summing both sides of above inequality over all t ≥ 0

gives the closed-loop performance bound as
∞∑
t=0

(‖s0|t‖2Q +

‖v0|t‖2R) ≤ J∗(s0, v0) − J∗(s∞, v∞). The left hand side of
the inequality is the cost value along the nominal trajectory.

Since J∗(st, vt) ≥ 0 for all t, it follows that
∞∑
t=0

(‖s0|t‖2Q +

‖v0|t‖2R) ≤ J∗(s0, v0). Given that the optimal cost is neces-
sarily finite if the problem PttsmpcN (xt) is feasible, and since
each term on the left hand side of the above inequality is non-
negative, lim

t→∞
(‖s0|t‖2Q + ‖v0|t‖2R) = 0 follows. Furthermore,

since Q � 0, R � 0, it implies that lim
k→∞

sk|t = 0 following
from Theorem 2.7 in [1]. Consequently, the nominal origin s =
0 is exponentially stable for the nominal dynamics by follow-
ing from Theorem 2.8 in [1]. Moreover, Pr(et+k ∈ Z) > 1−ε
holds, due to Pr(et+k ∈ Dt+k) > 1−ε and Dt+k ⊆ Z, hence
Pr( lim

k→∞
xt+k = lim

k→∞
(sk|t+et+k) = lim

k→∞
et+k ∈ Z) > 1−ε.

This completes the proof for part (a).
The proof of part (b) is as follows. Since the uncer-

tainty is zero-mean, allowing for the error dynamics in
(4b), Pr( lim

k→∞
E(et+k) = 0) = 1 is derived directly. Then

Pr( lim
k→∞

E(xt+k) = 0) = Pr( lim
k→∞

E(sk|t + et+k) = 0) =

Pr( lim
k→∞

E(et+k) = 0) = 1. Thus, according to Definition 6,
the closed-loop system is almost surely asymptotically stable
in the mean.

F. Enhanced Feasibility

In order to avoid possible infeasibility when violation oc-
curs, the slack variable can be imposed on the state constraints
[16], [39], [40]. However, here, we only impose the slack
variable λ on the flexible initial state constraint in (20e), such
that

xt − s0|t ∈ λDt, λ ≥ 1. (22)

And a finite penalty term

ψ(λ) = γ(
1

1 + e−(λ−1)
− 1

2
) (23)

is added to the cost function in (20a) to force λ to tend
towards 1, so that the distance between the actual state and the
nominal state will be as close as possible while maintaining
the feasibility. The weight γ is chosen large enough so that
ψ(λ) makes the best of the penalty function [41]. As a result,
the probabilistic resolvability of the optimal control problem
PttsmpcN (xt) is enhanced to strong feasibility by using the
soft initial state constraint in (22) and the penalty term in
(23). Moreover, this approach allows for solving a single
optimisation problem instead of having to verify feasibility
and decide which MPC problem to be solved accordingly, as
is the case in [15], [25], [26].

IV. PROBABILISTIC CONSTANT TUBE-BASED SMPC

A. Probabilistic Positively Invariant Set

The relationship between the RPI set and the PPI set is
presented in the following proposition.
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Proposition 1. [32] Let Z be a RPI set for the error dynamics
in (4b) with w ∈ Ew1−ε, where Ew1−ε is the confidence region of
probability 1− ε for w. If Eek+1

1−ε ⊆ AclE
ek
1−ε ⊕ Ew1−ε, k ∈ N0,

then Z is also a PPI set of probability level 1−ε for the error
dynamics in (4b) with w ∼ Qw.

Let Z be the mRPI set for the error dynamics in (4b) with
w ∈ Ew1−ε computed as in (18). If Ew1−ε is a box-shaped or
an ellipsoidal confidence region, then Z is also the minimal
probabilistic positively invariant (mPPI) set of probability level
1− ε for the error dynamics in (4b) with w ∼ Qw [32].

Especially, when the uncertainty w follows the normal
distribution w ∼ N (0,W ), the following property holds.

Corollary 1. Let Z be the mRPI set for the error dynamics
in (4b) with w ∈ Ew1−ε, where Ew1−ε is defined in (10). Then
Z is also the mPPI set of probability level 1− ε for the error
dynamics in (4b) with w ∼ N (0,W ).

Proof: According to Lemma 1, Eek+1

1−ε ⊆ AclE
ek
1−ε⊕Ew1−ε,

k ∈ N0. Thus, the claim follows from the Proposition 1.

B. Formulation of pCTSMPC

Since Z is the mPPI set of probability level 1 − ε for the
error dynamics in (4b) with w ∼ Qw, then

Pr(ek ∈ Z) ≥ 1− ε, k ∈ N0, (24)

follows from Definition 2 directly. And

Pr(euk ∈ KZ) ≥ 1− ε, k ∈ N0, (25)

can be derived from euk = Kek subsequently.
Construct the constantly tightened state constraint set as

C̄ , X	 Z, (26)

then, the chance constraint in (3a) is satisfied. The reason is
that, if the nominal state sk ∈ C̄, then, Pr(xk = sk + ek ∈
X) ≥ 1− ε can be guaranteed by (24).

The satisfaction of Pr(uk = vk + euk ∈ U) ≥ 1 − ε can
be guaranteed by constructing the constantly tightened input
constraint set as

V̄ , U	KZ, k ∈ N0. (27)

Thus, if the nominal input vk ∈ V̄ , then the input chance
constraint in (3b) is satisfied according to (25).

Furthermore, to ensure the feasibility, we construct the
terminal constraint set as

X̄f , {s ∈ Rn : sk ∈ C̄,Ksk ∈ V̄, k ∈ N0}, (28)

which satisfies the axioms A1 and A2 similar with (19).
On the basis of the constant constraint tightening method

and the DTMPC framework in [11], the probabilistic constant
tube-based stochastic finite horizon optimal control problem

PctsmpcN (xt) to be solved at each time instant t is formulated
as follows:

min
s0|t,vt

N−1∑
k=0

(‖sk|t‖2Q + ‖vk|t‖2R) + ‖sN |t‖2P (29a)

s.t. sk|t = Ask|t +Bvk|t, (29b)

sk|t ∈ C̄, k ∈ NN−11 , (29c)

vk|t ∈ V̄, k ∈ NN−10 , (29d)
xt − s0|t ∈ Z, (29e)
sN |t ∈ X̄f . (29f)

The optimal control law is designed as in (21). At each
time instant, PctsmpcN (xt) is solved to generate input sequence
v∗(xt) and nominal state s∗0|t. The entire process of the
probabilistic constant tube-based SMPC is repeated for all
t > 0 to yield a receding horizon control strategy.

Using the similar argument as in pTTSMPC, we can prove
that the optimal control problem PctsmpcN (xt) in (29) is prob-
abilistically resolvable with the probability no less than 1− ε.
Suppose that the problem PctsmpcN (xt) is recursively feasible,
then the satisfaction of closed-loop chance constraints can be
guaranteed, and Z is probabilistically stable for the closed-
loop system. Moreover, if the uncertainty has zero mean, the
closed-loop system is almost surely asymptotically stable in
the mean.

Besides, in order to avoid possible infeasibility when vio-
lation occurs, we impose the slack variable λ on the flexible
initial state constraint in (29e), such that

xt − s0|t ∈ λZ, λ ≥ 1. (30)

And a finite penalty term as in (23) is added to the cost
function in (29a) to force λ to tend towards 1. As a result,
the probabilistic resolvability of the optimal control problem
PctsmpcN (xt) is enhanced to strong feasibility by using the soft
initial state constraint in (30).

Remark 1. In both the pTTSMPC and the pCTSMPC schemes,
all the constraint sets can be calculated offline, therefore,
the resulting SMPC algorithms require the comparable online
computational load with the DTMPC algorithm.

V. NUMERICAL SIMULATION

In this section, the control effects of the proposed proba-
bilistic tube-based SMPC schemes are first illustrated. Then,
the chance constraint violation of the proposed methods are
compared. In the simulations, the feasible regions in the
figures are caculated by using the algorithm in [42], the
implementations of the algorithms and the computations of
C̃k, Ṽk, C̄, V̄ and Z are performed by using the MPT3 toolbox
[43].

Consider a discrete-time LTI system in [30] subject to
additive uncertainties with unbounded support

xk+1 =

[
1 0.0075

−0.143 0.996

]
xk +

[
4.798
0.115

]
uk + wk, (31)

where X ,

{
x ∈ R2 :

[
−2
−3

]
≤ x ≤

[
2
3

]}
, U , {u ∈ R :

|u| ≤ 0.2}, and wk ∼ N (wk, 0.042). The state and input
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constraints are Pr(xk ∈ X) ≥ 0.8 and Pr(uk ∈ U) ≥ 0.8,

k ∈ N0. The weights of the cost functions are Q =

[
1 0
0 10

]
and R = 1, respectively. K is the LQR feedback gain for the
unconstrained optimal problem (A,B,Q,R). The prediction
horizon is N = 8, the simulation step is Nsim = 15 and the
initial state x0 = [2.5, 2.8]T . Set the weight γ = 100 in the
cost function of the strongly feasible SMPC approaches.

The simulation of the pTTSMPC, pTTSMPC with en-
hanced feasibility (denoted as pTTSMPC-en), pCTSMPC and
pCTSMPC with enhanced feasibility (denoted as pCTSMPC-
en) for the system in (31) are conducted. The results are as
follows.

A. Control Effects

Figs. 1-4 present the closed-loop state trajectories and the
relevant initial tubes at time instant t, t ∈ NNsim−1

0 , of the
four probabilistic tube-based SMPC schemes, respectively. In
the figures, the solid-circle line (red) represents the actual
trajectories, while the dash-dot line (blue) is the nominal
trajectories. The initial tubes s0|t ⊕ Eet1−ε and s0|t ⊕ λEet1−ε
at time instant t are shown as the small hexagons along the
nominal trajectories in Fig. 1 and Fig. 2. It can be seen that the
tubes are varying over time to guarantee the feasibility. And
the tube of the pTTSMPC-en approach is almost the same as
that of the pTTSMPC version at the same time instant, which
means the slack variable λ is enforced to tend towards 1 at all
the simulation time instants.

-0.5 0 0.5 1 1.5 2 2.5
-0.5

0

0.5

1

1.5

2

2.5

3
pTTSMPC nominal trajectory

pTTSMPC actual trajectory

terminal point

Fig. 1. Closed-loop state trajectories of the pTTSMPC.

Analogously, the initial tubes s0|t ⊕ Z and s0|t ⊕ λZ are
shown as the small hexagons along the nominal trajectories
in Fig. 3 and Fig. 4, respectively. Here, the tubes of the
pCTSMPC approach are constant over time. And the relevant
time instant tubes of the pCTSMPC-en approach are almost the
same as that of the pCTSMPC version, which means the slack
variable λ is enforced to tend towards 1 at all the simulation
time instants.

Furthermore, in order to confirm the feasibility of the
proposed probabilistic tube-based SMPC schemes, we conduct
Ns = 10000 simulations based on the same parameter setup.
The feasibility ratio is defined as the comparative value of the
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Fig. 2. Closed-loop state trajectories of the pTTSMPC-en.
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Fig. 3. Closed-loop state trajectories of the pCTSMPC.
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Fig. 4. Closed-loop state trajectories of the pCTSMPC-en.
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number of feasibility nf to the total simulation number Ns,
i.e.,

rf =
nf
Ns
× 100%.

Table I illustrates the feasibility ratio of the four approaches.
Unexpectedly, the experimental feasibility ratios of all the
probabilistic tube-based SMPC algorithms for the system in
(31) are 100%, that is to say all the schemes possess good
practical feasibility.

TABLE I
FEASIBILITY RATIO OF PROBABILISTIC TUBE-BASED SMPC

ALGORITHMS WITH 10000 REALIZATIONS

algorithm pTTSMPC pTTSMPC-en pCTSMPC pCTSMPC-en

rf 100% 100% 100% 100%

B. Constraint Violation

To verify the chance constraint satisfaction of the proposed
probabilistic tube-based SMPC schemes, we introduce three
definitions, namely, the empirical maximum constraint viola-
tion ratio, the empirical minimum constraint violation ratio and
the empirical average constraint violation ratio. The number
of violation at time instant t over Ns simulations is denoted
as nv(t). Then the empirical maximum constraint violation
ratio is defined as rmaxv , max rv(t), t ∈ NNsim−1

0 , with the
constraint violation ratio at time instant t

rv(t) =
nv(t)

Ns
× 100%.

The empirical minimum constraint violation ratio is defined
as rminv , min rv(t), t ∈ N6

1. And the empirical average
constraint violation ratio r̄v of the proposed algorithms for
the system in (31) are calculated as the mean of the constraint
violation ratios at the first 6 time instants.

Table II illustrates the empirical average constraint violation
ratio r̄v , the empirical maximum constraint violation ratio
rmaxv , the empirical minimum constraint violation ratio rminv

and the total time consumption of the probabilistic tube-based
SMPC algorithms for Ns = 10000 simulations with the same
parameter setup. From the table we can see that: 1) All the
proposed probabilistic tube-based SMPC algorithms can guar-
antee the chance constraint satisfaction. 2) The ratios r̄v , rmaxv ,
rminv of the strongly feasible tube-based SMPC algorithms are
smaller than those of the related probabilistically resolvable
versions due to the slackness of the state initializations.
3) Because of the conservatism of the constant tightening,
the constant tube-based SMPC approaches give smaller r̄v ,
rmaxv , rminv than the corresponding time-varying tube-based
SMPC versions. 4) In spite of resulting in more conservatism,
the constant tube-based SMPC approaches require less time
consumptions than the corresponding time-varying tube-based
SMPC approaches.

To clearly illustrate the constraint violation of the four
algorithms, Figs. 5-8 report the simulation results of them
with 100 realizations, respectively. For each figure, the left
part demonstrates the closed-loop trajectories with 15-step

TABLE II
CONSTRAINT VIOLATION AND TIME CONSUMPTION OF PROBABILISTIC

TUBE-BASED SMPC ALGORITHMS WITH 10000 REALIZATIONS

algorithm pTTSMPC pTTSMPC-en pCTSMPC pCTSMPC-en

r̄v 19.71% 19.58% 18.09% 17.97%
rmax
v 20.88% 20.45% 18.42% 18.08%
rmin
v 18.66% 18.62% 17.92% 17.77%

time(s) 17042 18453 14853 13449

simulation, while the right part exhibits the detailed constraint
violation. It can be seen that, in addition to the satisfaction
of chance constraint, the closed-loop trajectories of the actual
state will stay in the mPPI set ultimately with a probability
greater than the prescribed 80%.
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Fig. 5. Chance constraint violation of pTTSMPC.
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Fig. 6. Chance constraint violation of pTTSMPC-en.

C. Comparison of pTTSMPC Schemes with Different Initial-
ization Methods

To verify the advantage of the proposed flexible initial-
ization method over the existing ones, we further compare
the control performance of pTTSMPC schemes with different
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Fig. 7. Chance constraint violation of pCTSMPC.
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Fig. 8. Chance constraint violation of pCTSMPC-en.

initialization methods. That is to say, the optimal control
problem in (20) with different initial state constraints will be
demonstrated for the system in (31) under the same parameter
setup. Before that, we define four initialization methods as
follows.

Case1: The proposed flexible initialization in (20e), namely
xt − s0|t ∈ Dt.

Case2: The initial nominal state is set to be the predicted
value at the previous time instant, namely s0|t =
s1|t−1.

Case3: The initialization for the nominal state is set as the
predicted value at the first time instant as in [27], i.e.,
s0|t = st|0.

Case4: The initialization for the nominal state is chosen from
the alternative strategies as in [15], [25], [26]. That
is, s0|t = xt whenever feasible and s0|t = s1|t−1
otherwise.

Table III illustrates the empirical average constraint vio-
lation ratio r̄v , the empirical maximum constraint violation
ratio rmaxv , the empirical minimum constraint violation ratio
rminv and the total time consumption of the four pTTSMPC
algorithms with different initialization methods based on Ns =

10000 simulations. From the table we can see that: 1) Case1
gives the largest empirical constraint violation ratios, which
is less conservative than other cases. Meanwhile, the time
consumption of Case1 is heavier than those of other cases.
2) For the other three cases, the computational loads are
comparable. The violations of Case2 and Case3 are obviously
lower than those of Case1 due to the lack of feedback
information from the recently measured state. Case4 is the
most conservative one in comparison with others and suffers
possible infeasibility owing to the fully feedback.

TABLE III
PERFORMANCE OF PTTSMPC SCHEMES WITH DIFFERENT

INITIALIZATION METHODS - 10000 REALIZATIONS

algorithm Case1 Case2 Case3 Case4

r̄v 19.71% 12.70% 6.90% 0.007%
rmax
v 20.88% 16.32% 12.09% 0.02%
rmin
v 18.66% 0% 0% 0%

time(s) 17042 13670 13677 14041

VI. CONCLUSION

Utilizing the concept of PRS, two probabilistically resolv-
able tube-based stochastic MPC approaches have been devel-
oped for linear constrained system with additive unbounded
stochastic uncertainties. The results on the feasibility and
closed-loop stability are presented. In comparison with exist-
ing result, the proposed method can reduce the conservatism in
chance constraints satisfaction. The simulation studies verified
the feasibility and advantage of the proposed methods. The
future work will be the stochastic MPC for nonlinear systems
with unbounded disturbances.
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