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Abstract

Monitoring activities over edge resources and services are essential in today’s

applications. Edge nodes can monitor their status and end users/applications

requirements to identify their ‘matching’ and deliver alerts when violations are

present. Violations are related to any disturbance of the desired Quality of Ser-

vice (QoS). QoS values depend on a number of performance metrics and can

differ among applications. In this paper, we propose the use of an intelligent

mechanism to be incorporated in monitoring tools adopted by edge nodes. The

proposed mechanism continually observes the realizations of performance pa-

rameters that result in specific QoS values and decides when it is the right time

to ‘fire’ mitigation actions. Hence, edge nodes are capable of changing their con-

figuration to secure the desired QOS levels as dictated by end users/applications

requirements. In our work, a mitigation action could involve either upgrades

in the current services/resources or offloading tasks by transferring computa-

tional load and data to peer nodes or the Cloud. We present our model and

provide formulations for the solution of the problem. A high number of simula-

tions reveal the performance of the proposed mechanism. Our experiments show

that our scheme outperforms any deterministic model defined for the discussed

setting as well as other efforts found in the respective literature.
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Optimal Stopping Theory

1. Introduction

In a Cloud computing setting, end users try to acquire remote access to a

number of resources. Resources include hardware as well as software applica-

tions. Cloud services provide specific functionalities to users over the underly-

ing hardware infrastructures. However, the advent of various technologies like

the Internet of Things (IoT) [7], Mobile Edge Computing (MEC) [3], Network

Function Virtualization (NFV) [42] and Software Defined Networking (SDN)

[31] challenges the Cloud Computing model. For instance, if we realize the

data processing activities close to end devices, we can reduce the latency in the

provision of the requested services (the use of Cloud resources is characterized

by increased latency [12]). Hence, the paradigm of Fog and Edge computing

come into the scene [61]. Both, Edge and Fog computing involve the transfer

of storage and processing at the edge of the network, where data are collected.

End users/applications asking for analytics can be served in the minimum time,

thus, supporting their requirements for getting a response in real time. However,

these two technologies are not identical. The OpenFog Consortium identifies

that Edge computing is often erroneously called Fog computing [60]. The focus

of this distinction is mainly based on the hierarchical relation between them

and the services that can provide. Fog computing can provide computing, net-

working, storage, control, and acceleration at multiple points of the hierarchy

starting from Cloud and reaching the end devices while Edge computing tends

to be limited to the provision of services at the edge of the network [60]. In

short, the differences that the OpenFog Consortium detects between the two

technologies are [43]: (i) Fog works with the Cloud while Edge is defined by the

exclusion of Cloud; (ii) Fog is hierarchical, where Edge tends to be limited to

a small number of layers; (iii) In additional to computation, Fog also addresses

networking, storage, control and acceleration. The problem in Edge comput-

ing is the limited computational capabilities of Edge Nodes (ENs) compared to
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the Cloud infrastructure and Fog nodes. Usually, the storage and processing

can be performed in small edge servers or even more in end devices themselves.

The critical issue is that ENs are connected with a high number of devices,

thus, making imperative the need of monitoring their performance in order to

efficiently support end users/applications processing tasks and data collection.

A monitoring service is the key element of any management system [1]. The

reason is that management systems try to automate various processes in the

infrastructure, thus, an autonomous module should supervise the independent

components. In any case, services executed in ENs should be characterized

by high Quality of Service (QoS) to efficiently support end users/applications.

QoS characteristics may involve the performance of the underlying hardware as

well as the performance of the execution of specific software solutions. In the

relevant literature, one can find definitions for a number of parameters affect-

ing QoS like CPU performance [22], response time, completion time, through-

put, network utilization, mean-time between failures, mean-time to switchover,

mean-time system recovery, etc [28], [37], [41], [57]. However, meeting the de-

sired QoS levels does not depend only on the provided services. It also depends

on users’/applications’ requirements that could be updated over time. When

a user/application adopts a ‘public’ EN to host or consume a critical service,

performance variability and availability become a major concern [2]. Therefore,

monitoring tools at ENs are essential in maintaining QoS at high levels and

sustaining the performance of every application [6].

So far, monitoring services are offered by Cloud providers or third party

companies. In Edge computing, the functionalities that should be adopted by

such monitoring mechanisms are related to specific performance metrics for the

software/hardware and users/applications requirements. Alerts can be produced

to inform ENs for possible malfunctions and the need for applying a mitigation

plan. In this paper, we propose a model to be adopted in a monitoring module

that will be responsible to deliver alerts when potential QoS violations could

be present in an EN. The proposed scheme is ‘node-’ and ‘user/application-

oriented’ at the same time. If an EN cannot efficiently support the desired
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level of QoS, a mitigation action should be initiated. Such an action may lead

to the offloading of processing tasks and data to Cloud, Fog or peer nodes, if

possible [29]. The ‘user/application-oriented’ aspect of our scheme deals with

the monitoring activities performed to detect updates in users’/applications’

requirements relying on ENs to enjoy the provided services. The discussed

mechanism works in a pro-active manner trying to handle the problem before it

is realized in contrast to the majority of the available monitoring mechanisms.

We assume that the mechanism is connected with a component that results

in a QoS realization based on the set of values for the performance metrics

under consideration. The mechanism should wait to secure that QoS is not

violated. Nonetheless, the decision should be immediate as users/applications

desire to have a high QoS and an uninterrupted execution. In this paper, we

adopt the principles of Optimal Stopping Theory (OST) [44] to determine the

right time for a meaningful decision on a mitigation action over sequentially

observed QoS values. We model the discussed scenario and build an optimal

stopping decision making mechanism. Based on the sequentially received QoS

values realized through a set of Key Performance Indicators (KPIs), our mech-

anism identifies the appropriate time to stop the monitoring process and ‘fire’

a mitigation action. As noted, our aim is to update the configuration of ENs,

offload the specific task or any other action that will secure the QoS at high

levels. The significant is that our mechanism tries to ‘match’ the performance

of an EN with the updates in the requirements of users/applications, thus, to

pro-actively take the appropriate measures. We propose an efficient mecha-

nism that maintains the status of ENs to the appropriate one to continuously

meet end users/applications requirements. In the following list, we present the

contributions of our work:

• we support a monitoring mechanism to be applied at the edge of the net-

work and assist ENs to monitor their performance and end users/applications

requirements;

• we provide a decision making mechanism for ENs that results the appro-
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priate time for applying mitigation actions towards securing the QoS at

high levels;

• we adopt the principles of OST and present a generalized optimal stopping

rule for firing mitigation actions. Our model focuses on time-optimized

decisions, i.e., to find the appropriate time to apply mitigation actions.

ENs should delay their decision to collect more contextual data, however,

should not wait for long as any heavy disturbance of QoS will limit the

performance of applications;

• we propose a mechanism responsible to continuously ‘align’ the perfor-

mance of ENs with end users/applications requirements. The proposed

model takes into consideration both aspects of the problem, thus, it tries

to ‘match’ them and take the most appropriate decision;

• we provide an experimental evaluation of our model and a comparative

assessment targeting to reveals its pros and cons.

The proposed mechanism could be combined with a system responsible to handle

the life cycle of applications. This combination is beyond the scope of this paper

and left for future work.

The paper is organized as follows. The related work is presented in Section 2

while in Section 3, we present our scenario and describe our setting. In Section 4,

we analytically describe the proposed mechanism. In Section 5, we present the

performance of our mechanism based on a high number of simulations. Finally,

in Section 6, we conclude our paper by describing future extensions of our work.

2. Related Work

In recent years, researchers’ attention is paid on the delivery and the com-

bination of new services over the available infrastructure. The main focus is

on providers’ side meaning that main research results are related to the perfor-

mance of services. Many efforts focus on services composition [5], [8], [13], [16],
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[18], [30], [33], [48], [59], [62], while others focus on resource selection and de-

ployment in Cloud [9], [45], [47]. Semantic techniques, planning algorithms and

evolutionary approaches are some of the adopted techniques. The aim is to have

new services through a combination of already provided, some times incompat-

ible, components. The performance of such ‘complex’ services depends on the

performance of their parts. The most difficult scenario is when these parts are

offered by different providers. This is more intense when a user wants to monitor

the performance of services to secure that the QoS is at high levels. The reason

is that users should monitor a number of metrics for a set of providers. One can

find commercial and open source tools offering Cloud services monitoring. An

extensive survey in the field is available in [2]. Apart from these tools, users can

build their own models. However, significant attention should be paid on the

underlying resource management. An extensive survey on the Cloud resource

management techniques can be found in [38].

In our review of the relevant literature, we start with the virtual resources

monitoring in Cloud. For a full survey, the interested reader cal refer in [52].

The approach of providing Monitoring-as-a-Service (MaaS) [4] is usable for both

providers and end users. Such an approach offers the monitoring software as

a part of the Cloud infrastructure capable of performing monitoring activities

even in federated Clouds. The requirement is to have all the involved infras-

tructures applying the same monitoring mechanism. Other approaches involve

dashboards where users can observe the collected performance metrics realiza-

tions [32]. Usually, such tools are devoted to monitor the available hardware like

the CPU, memory, storage and so on and so forth. Software agents can be also

adopted for monitoring purposes [40]. Agents can undertake the responsibility

of observing the performance of specific metrics and transfer the relevant data

to an application that will decide if a potential QoS violation is present. In any

case, the centralized approach in the decision making adds obstacles towards

having a mechanism that is fully adapted to the needs of any local processing

unit. Lattice, proposed in [14], aims at providing observation functionalities

over virtual infrastructures. The framework provides an API and the necessary
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interfaces to be adopted by software components that may want to support cus-

tomized solutions. iOverbook, presented in [11], is an intelligent, autonomous

tool capable of supporting monitoring activities in virtualized, however, hetero-

geneous environments. The basis of the tool is the decision making on top of a

neural network that is responsible to deliver forecasting of the resources’ usage.

The tool can have a view on the future trends of the usage, thus, it can act

proactively in identifying any potential problems.

Another form of virtualization that demands less resources are containers

[50]. Containers can be uploaded in different hosts without the requirement of

adopting a specific operating system. In Edge computing, there is the need of

monitoring such container based installations at the ENs. In [51], the authors

propose a distributed self-adaptive model that is applied on the Edge computing

setting to ensure the QoS in time critical applications. The same image can

be uploaded in different locations. The evaluation of docker containers is the

subject of [46]. The performance of dockers is evaluated in terms of the hardware

performance approximating the performance of a native environment. Securing

the QoS levels in time critical applications on top of dockers is the focus of

[19]. A priority scheme is adopted to manage the access to the network for any

docker. The main focus is paid on scenarios where multiple dockers are present

in the same host.

Additionally, a set of efforts focuses on the monitoring of applications per-

formance [20], [21], [27], [34], [39], [49], [53], [58]. Such frameworks mainly aim

to observe specific KPIs in a distributed manner facilitating scale in/out ac-

tions to be aligned with end users requirements. Applications can be separated

into a number of parts hosted in different e.g., containers. The management

of this distributed nature of the approach should be accompanied by a power-

ful coordination mechanism. Meeting end users requirements is imperative in

environments where time critical applications should be provided. A proactive

mechanism based on intelligent techniques (e.g., neural networks) may be ap-

plied and satisfy users future demands [26]. Performance data can be seen as

time series and their processing should be concluded in real time. Such data
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cover the entire set of ‘points’ where the attention should be paid, e.g., the CPU

performance, the remaining storage capacity, the memory usage and so on and

so forth.

Monitoring systems are also proposed to be adopted by the edge infrastruc-

ture trying to deal with several challenges in the domain. Edge computing has to

do with a very dynamic infrastructure where nodes may join and leave the net-

work frequently. In addition, tasks scheduling and resource provisioning require

monitoring KPIs with very low and predictable latency to make fast decisions

[10]. To reduce the latency, instead of sending the monitored data to the Fog

or Cloud, ENs may store them for local processing. Such an approach may as-

sist in the efficient management of data and performance intensive applications

like online games and Augmented Reality. In such cases, applications endpoints

should be close to end users together with the management of location context

[15]. In [56], the authors propose a monitoring approach for Fog systems in a

cyber-manufacturing scenario incorporating multiple technologies like Wireless

Sensor Networks (WSNs), communication protocols, and predictive analytics.

PyMon [23] is another monitoring framework fully aligned with the edge infras-

tructure needs. The proposed system is lightweight designed to be hosted by

nodes with limited computational capabilities. The authors of [10] present the

requirements of edge monitoring tools and propose the FMonE framework. This

framework allows the deployment of monitoring workflows in the edge infras-

tructure. In [24], the authors propose a scheme for the detection of key nodes

and their influence on the status of the entire network. Based on these nodes,

the proposed approach tries to identify links that are not monitored, thus, it is

able to setup monitoring activities in key locations of the network. The Edge

NOde Resource Management (ENORM) framework, presented in [54], aims at

the provisioning of auto-scaling edge resources. The auto-scaling actions are a

type of mitigation actions when increased resources should be devoted to effi-

ciently service applications. The benefits are related to a reduced latency and

reduced data transfer between ENs and Cloud. Finally, in [55], the authors dis-

cuss an optimization platform that deals with the end-to-end throughput in real
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time. The optimal throughput is achieved by adopting a set of components, i.e.,

a dynamic routing engine, a performance monitoring scheme and an information

exchange model.

To the best of our knowledge, the available monitoring tools (mainly pro-

posed to be used in Cloud) do not offer an automated intelligent mechanism that

assists ENs to decide when it is the appropriate time to proceed to a mitigation

action (pro-active action). The majority of the related efforts deal with mech-

anisms that provide alerts when violations in specific constraints are present.

However, the envisioned pro-active response is very important in the case of

composite services as multiple providers are involved, thus, the monitoring tool

should take decisions based on a large number of KPIs originated in different

providers.

3. Rationale and Preliminaries

3.1. Performance Monitoring

Each user/application ci selects a service or a set of services (e.g., data col-

lection service, data processing tasks) offered by an EN pk. We focus on the

monitoring process of a specific service sj offered by pk. Our mechanism will

monitor the status of a service assignment A(ci, sj) which connects ci with

sj . Each A(ci, sj) is configured with the ci profile and sj end reference point.

We have to notice that our model can be applied in any setting that monitors

the aforementioned assignments. The mathematical analysis that we provide

in this effort will be the same, however, the adopted assumptions and param-

eters are aligned with the Edge computing infrastructure. In Edge computing,

assignments are more dynamic compared to the remaining cases (i.e., Fog and

Cloud). Monitoring needs differ as edge based resources are highly dynamic and

the executed tasks exhibit a short lifecycle while being frequently instantiated

[1]. In addition, migration activities may need to be performed more frequently

compared to Cloud and Fog. Finally, IoT devices mobility can also affect the

services execution at the edge. All these issues affect the envisioned assignments

making imperative the need for our monitoring mechanism. QoS violations may
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be more frequent making us to be based on the specific assumptions and pa-

rameters as defined throughout our paper.

Our system registers A(ci, sj) and defines an ‘observer’ responsible to re-

ceive QoS values for A(ci, sj). The ‘observer’ has two interfaces: (a) with

end users/applications and (b) with a component resulting the final QoS value

based on a specified set of KPIs. The ‘observer’ monitors any changes to

users/applications’ requirements (e.g., increased data delivery rate, demand for

additional services) or in services performance (e.g., latency for delivering data

processing results). The aim is to have an insight of when the assignment

A(ci, sj) will be ‘violated’. The assignment A(ci, sj) is ‘violated’ when:

• the system observes user/application requirements and ‘sees’ that the

user/application requires a higher or a lower QoS compared to the current

setting. For instance, if the user/application needs a low QoS, the system

could devote less resources and ‘migrate’ resources to other users/applications.

• the system observes the performance of services and decides when the

desired QoS level is not fulfilled. For each application, we can easily

define a QoS threshold based on the specific requirements. For instance, if

we focus on Augmented Reality applications, QoS should reach the upper

bound (unity, if we consider that QoS is in the interval [0,1]).

3.2. Problem Formulation

We assume that the time is divided in slots of duration d, e.g., the sampling

interval could be d = 1 time unit. The ‘observer’, at each time slot, receives

values for the desired KPIs and determines the final QoS. That is, at each

time slot, a QoS value is calculated, thus, we obtain a sequence of QoS values.

Without loss of generality, we consider the parameter QoSv indicating the QoS

violation for a specific service. QoSv is represented through a non-negative

integer, which is assumed to be Poisson distributed with parameter λ. The QoSv

value is desired to be as small number as possible, with QoSv = 0 representing

the highest QoS level. The QoSv value, Sn, is observed in the interval ((n −
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1)d, nd], n > 0 is s with probability

Pd{Sn = s} =
e−λd(λd)s

s!
.

We now consider the stochastic process Xn, n ≥ 0, which represents the

accumulated QoSv values up to nd, i.e., Xn =
∑n
k=0 Sk. We set X0 = 0 and

for n ≥ 1, we define

Xn =



x if the number of accumulated QoSv values x in [0, nd]

satisfy x < Y = y

x{y} if the number of accumulated QoSv values x satisfy

x ≥ Y = y at the end of the interval [(n− 1)d, nd]

whereas at the beginning of the aforementioned

time interval x < Y = y

The random variable Y represents an upper bound of the acceptable tolerance

on the QoSv. Specifically, Y indicates the acceptable sum of QoSv values in

which the QoS is considered satisfiable by the user/application. Once the sum

of QoSv exceeds this value, the mechanism should proceed with a mitigation

decision. In general, Y is random, but can also be a fixed, pre-determined, value

for each application.

{Xn} is a Markov chain with states xy; states x are transient. In the state

space of the monitoring process, we define a function g(·) over the sum of QoSv

values that reflects the cost of the system at the end of the the nth time slot.

Specifically, in this paper we set (if Xn = x)

g(x) = ax− nβ (1)

whereas, if Xn = xy,

g(xy) = G(x, y) (2)

Eq(1) accounts for the cost due to the cumulative QoSv values with a factor

a > 0, whereas, Eq(2) accounts for a gain due to postponing the mitigation

process, with a factor of β > 0. The rationale behind the cost function is that the
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mechanism after observing a sequence of (random) QoSv values, S0, S1, . . . , Sn,

decides whether to stop the monitoring process at time slot n and proceed with a

decision of mitigation due to violations of the corresponding assignment A(ci, sj)

or, continue the service. However, since QoS values are random and the EN has

defined an acceptable bound on the tolerance on QoSv, the mechanism should

deal with this stochasticity to proceed with an ‘optimal’ decision.

The parameter a indicates the ‘penalty’ that we incur if successive high

QoSv values (referring to low degree of quality - QoS) are accumulated with

time. On the other hand, the β parameter indicates the gain of using the

edge services as long as A(ci, sj) is not violated, or the received QoSv values

are within acceptable levels. This implies that the EN desires to postpone a

possible mitigation decision. The meaning of β is that it represents the cost

for a mitigation process, thus, once the mechanism decides at n not to proceed

with a mitigation decision, a ‘reward’ of −β incurs due to this postponing.

Nonetheless, once a mitigation decision is needed, then we incur a cost, which

might be a function of the current cumulative QoSv values Xn (i.e., the up to

now behavior of the invoked service in terms of QoS) and the tolerance on QoSv

represented by Y . This cost is expressed in Eq(2) and refers to the maximum

tolerance that can be accepted by the EN. Hence, the problem is to find the

right time (i.e., nth time slot) to proceed with one of the two following decisions:

D1 Continue the invocation of the service and observe its QoSv value at the

next time slot n + 1 without proceeding with a mitigation process with

cost β;

D2 Stop the monitoring process and proceed with a mitigation action incur-

ring a cost equal to β.

We formalize our problem as follows:

Problem 1. Given a tolerance Y on QoSv values and a maximum tolerance

G(Xn, Y ), with Xn be the cumulative sum of QoSv values up to n, determine a

right time (optimal stopping time), which minimizes the cost function in Eq(1)

and Eq(2).
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We treat Problem 1 through the OST, since the observed QoSv values are

random and a decision is desired for minimizing the rational cost defined in

Eq(1) and Eq(2). The only information we have in our hands is QoSv values

observed up to n and the tolerance on QoSv for the considered service. The

derived optimal stopping time is that which minimizes the cost function g(·)

based on the two above-mentioned decisions D1 and D2.

3.3. Optimal Stopping Theory

The Optimal Stopping Theory (OST) [44], concerns finding the right time to

take an action (decision) based on sequentially observed random variables. The

final aim is to minimize the expected cost. The optimal stopping problem is

defined by a sequence of random variables X1, X2, . . . whose joint distribution is

known and a sequence of real-valued cost functions g0, g (x1) , g (x1, x2) , g (x1, x2, x3) , . . ..

Let (Ω, B, P ) be the probability space, and Gt be the sub-σ-field of B generated

by X1, . . . , Xn. We have a sequence of σ-fields as G1 ⊂ G2 ⊂ . . .Gn ⊂ B. A

stopping time is defined as a random variable N ∈ {0, 1, . . . ,∞} such that the

event {N = n} is in Gn. The aim is to choose an optimal stopping time n∗ to

minimize the expected cost E[gn∗ ]. If there is no bound on the number of steps

at which one has to stop, this is an infinite horizon problem and the optimal

return can be computed via an optimal stopping rule.

4. Time-Optimized Performance Monitoring

4.1. A generalized optimal stopping rule

In the following, we provide the optimal stopping rule for Problem 1. Specif-

ically, we find the optimal policy of postponing the mitigation action due to

‘good’ QoSv values for Problem 1.

We first describe the transition probabilities for the Markov chain {Xn}. Let

us denote P = Pd{s} F̄Y (x+s)
F̄Y (x)

. Then, we obtain

p{x+ s |x} = P, 0 ≤ s, x+ s < y

p{(x+ s){y} |x} = Pd{s}P{Y=y}
F̄Y (x)

, x < y ≤ x+ s

p{x{y} |x{y}} = 1, y ≤ x

(3)
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where Y = y is a realization value of Y and F̄Y (x) = 1 − FY (x) (cumulative

distribution function of Y ), that is

F̄Y (x) =

∞∑
m=x+1

P{Y = m}

F̄Y (x+ s) =

∞∑
`=x+s+1

P{Y = `}

The previous transition probabilities should sum to unity given that Xn = x.

For Xn = x{y} it is obvious. For Xn = x, we have that

∞∑
s=0

p{x+ s |x}+

∞∑
s=0

x+s∑
y=x+1

p{(x+ s){y} |x}

=

∞∑
s=0

Pd{s}
F̄Y (x+ s)

F̄Y (x)
+

∞∑
s=0

x+s∑
y=x+1

Pd{s}
P{Y = y}
F̄Y (x)

=

∞∑
s=0

P +

∞∑
s=0

Pd{s}
x+s∑

y=x+1

P{Y = y}
F̄Y (x)

=

∞∑
s=0

P +

∞∑
s=0

Pd{s}
F̄Y (x)− F̄Y (x+ s)

F̄Y (x)

= 1

The expected cost at Xn = x is given by

C(x) = EY [g(x)] =

∞∑
m=x+1

g(x)
PY = m

F̄Y (x)
(4)

whereas, at Xn = xy, the expected cost is simply

C(xy) = g(xy) = G(x, y). (5)

Let now C(x) represent the expected cost under an optimal policy given that

we take a decision at x. Using the one-stage look ahead rule [44], C(x) should

satisfy the following functional equation (optimality equation):

C(x) = min{C(x), PC(x)}. (6)

The operator P denotes that one more step is taken by the mechanism, that is,

we postpone the mitigation action in the next interval. Thus,

PC(x) =

∞∑
s=0

C(x+s)p{x+s |x}+

∞∑
s=0

x+s∑
y=x+1

C((x+s){y})p{(x+s){y} |x} (7)
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The rationale behind Eq(7) is that it is optimal to stop (decision D2) at the

current time where we have accumulated x, if C(x) is less or equal to PC(x).

Otherwise, it is optimal to continue the monitoring process, i.e., decision D1.

Theorem 1. If at n, QoSv values sum up to Xn, the optimal stopping rule

for Problem 1 is provided by:

∞∑
m=Xn+1

∞∑
s=m−Xn

(G(Xn+s, y)−a(Xn+s)+(n+1)β)Pd{s}
P{Y = m}
F̄Y (Xn)

≥ β−aλd.

Proof. Substituting (5), (6) in (8) we obtain

PC(x) =

∞∑
s=0

∞∑
m=x+s+1

(a(x+ s)− (n+ 1)β)
P{Y = m}
F̄Y (x+ s)

P +

∞∑
s=0

x+s∑
m=x+1

G(x+ s, y)R,

where R = Pd{s}P{Y=m}
F̄Y (x)

. Therefore,

PC(x) =

∞∑
s=0

∞∑
m=x+s+1

(a(x+ s)− (n+ 1)β)
P{Y = m}
F̄Y (x)

Pd{s}+

∞∑
s=0

x+s∑
m=x+1

G(x+ s, y)R

=

∞∑
s=0

∞∑
m=x+1

(a(x+ s)− (n+ 1)β)R−
∞∑
s=0

x+s∑
m=x+1

(a(x+ s)− (n+ 1)β)R

+

∞∑
s=0

x+s∑
m=x+1

G(x+ s, y)R

=

∞∑
s=0

∞∑
m=x+1

(ax− nβ)R+

∞∑
s=0

∞∑
m=x+1

(as− β)R

+

∞∑
s=0

x+s∑
m=x+1

(G(x+ s, y)− a(x+ s) + (n+ 1)β)R

= C(x) + aλd− β +

∞∑
s=0

x+s∑
m=x+1

(G(x+ s, y)− a(x+ s) + (n+ 1)β)R.

Therefore, it is optimal to stop if the following condition holds true:

∞∑
s=0

x+s∑
m=x+1

(G(x+ s, y)− a(x+ s) + (n+ 1)β)R ≥ β − aλd (8)

Changing the sum limits
∑∞
s=0

∑x+s
m=x+1(·) =

∑∞
m=x+1

∑∞
s=m−x(·) results

in the following criterion:

∞∑
m=x+1

∞∑
s=m−x

(G(x+ s, y)− a(x+ s) + (n+ 1)β)R ≥ β − aλd. (9)
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The criterion in inequality (10) refers to the optimal stopping rule, at which

the mechanism makes decision D2 in a time slot n where we have accumulated

QoSv values Xn = x with which the inequality (10) holds true. Otherwise, it is

optimal to continue, i.e., decision D1.

4.2. A simplified optimal stopping rule

In the discussed setting, we should specify G(x, y) and P{Y = m}. For

further simplifications, we assume a fixed maximum tolerance and a fixed ac-

ceptable tolerance upper bound on QoSv. That is, we set G(x, y) = G and

P{Y = y} = 1 if y = D; otherwise 0, with G > 0 and D > 0. In this case, the

optimal stopping rule of inequality (10) is simplified to:

∞∑
s=D−x

(G− a(x+ s) + (n+ 1)β)Pd{s} ≥ β − aλd (10)

with x+ 1 < D <∞.

Since Xn = Xn−1 + Sn, we can define the recursion:

∞∑
s=D−Xn

Pd{s} =

D−(Xn−1+1)∑
s=D−Xn

Pd{s}+

∞∑
s=D−Xn−1

Pd{s}

with X0 = 0, thus, initially, we obtain

∞∑
s=D

Pd{s} = 1−
D−1∑
s=0

Pd{s}.

Moreover, since
∑∞
s=0 sPd{s} = λ, in a similar way, we can define the recursion

∞∑
s=D−Xn

sPd{s} =

D−(Xn−1+1)∑
s=D−Xn

sPd{s}+

∞∑
s=D−Xn−1

sPd{s}

with X0 = 0, thus, initially, we obtain

∞∑
s=D

sPd{s} = λ−
D−1∑
s=0

sPd{s}.

Based on the above recursions, the criterion in inequality (10) for stopping at

Xn is written as:
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[G− aXn + (n+ 1)β]

∞∑
s=D−Xn

Pd{s} − a
∞∑

s=D−Xn

sPd{s} ≥ β − aλd. (11)

Based on the above analysis, the simplified algorithm that our ‘observer’

adopts to instruct the initiation of mitigation actions is as follows:

Algorithm 1: The monitoring algorithm

input : A (ci, sj)

output: The invocation of mitigation actions

n = 0;

Xn = 0 ;

while true do

n+ + ;

QoS = getQoS(A (ci, sj)) ;

Sk = calculateQoSViolation(QoS) ;

Xn += Sk ;

if Inequality (10) is satisfied then

Decision D2 ;

n = 0 ;

Xn = 0 ;

else

Decision D1 ;

end

end

5. Performance Assessment

We report on the performance of the proposed mechanism through a set of

simulations. We provide numerical results and give an insight on the strengths

and weaknesses of the proposed model.
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5.1. Performance Metrics & Simulation Set-up

Initially, we compare the proposed time optimized mechanism with a Deter-

ministic Stopping Rule (DSR) in order to demonstrate the optimality achieved

by our Optimal Stopping Rule (OSR) in Section 4.2. Specifically, a mechanism

that is based on a DSR proceeds with a stopping decision (i.e., decision D2)

iff the accumulated QoSv values up to time slot n, Xn = x, exceeds a fixed

threshold z. The DSR then:

D1 Continues the monitoring process at the next time slot n+ 1, if Xn < z;

D2 Stops and proceeds with a mitigation process, if Xn ≥ z.

We evaluate our OSR with the DSR for diverse values of z, z ∈ [1, D), to examine

the cases where OSR results in better optimization of the g(·) function than the

DSR. The evaluation of each mechanism (OSR and DSR) refers to the expected

cost E[gn] with gn∗ = aXn∗−n∗β for the OSR, where n∗ is the optimal stopping

time at which inequality (10) holds true, and gn# = aXn# − n#β for the DSR,

where n# is the stopping time based on the above-mentioned deterministic rules,

respectively.

In addition, we compare our model with schemes found in the relevant lit-

erature and more specifically, with three other schemes adopted for predicting

future QoS values. In their recent study, the authors of [25] present an analysis of

multiple technologies aiming at the prediction of services QoS violation. Among

them, they propose the use of: (i) the Exponential Smoothing Model (ESM); (ii)

the Moving Average Model (MAM); and, (iii) the Holt-Winter Double Exponen-

tial Smoothing Model (DESM). For comparing our OST Model (OSTM) with

those three schemes, we rely on widely used classification KPIs, i.e., precision

ε, recall ζ and accuracy φ. With the adoption of these metrics, we aim at re-

vealing if the aforementioned models are capable of detecting QoS violations as

generated by our synthetic trace. The discussed metrics are defined as follows:

ε = TP
TP+FP , ζ = TP

TP+FN , φ = TP+TN
TP+TN+FP+FN where T refers to ‘true’, P refers

to ‘positive’, F refers to ‘false’, and N refers to ‘negative’. For instance, TP
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refers to true positive events, i.e., identified events that had to be identified,

FP refers to false positive events, i.e., identified events that had to not been

identified, and so on and so forth.

The QoSv value at each time slot is assumed to be Poisson distributed with

parameter λ. However, the proposed optimal stopping mechanism can deal with

any arbitrary QoSv distribution; one can simply replace the Pd{s} in Theorem 1

with the desired probability distribution. We deal with the Poisson distribution

since through the λ parameter, we can generate QoSv referring to low values,

i.e., high degree of quality (QoS), by adopting a low λ value (e.g., λ = 1), or

QoSv values corresponding to a low degree of quality (QoS) by adopting a high

relatively λ value. We experiment with λ ∈ {1, 5, 10}, representing low, medium,

and high degree of quality (QoS). Through this approach, we can examine the

behaviour of the proposed mechanism in dealing with a range of QoSv patterns.

Moreover, we experiment with difference mitigation cost values, i.e., β values, so

as to demonstrate the eagerness of the mechanism to decide on either postponing

or proceeding with a mitigation process. Obviously, as it will be shown, a high

β value along with a stream of low QoSv values (i.e., high degree of quality)

results in postponing a mitigation decision, since the mechanism observes that

the QoSv, and QoS respectively, of the invoked service, is within the acceptable

levels and an immature decision on a mitigation process would cost a lot the EN.

On the other hand, once consecutive QoSv values are relatively high, i.e., low

degree of quality, the mechanism should decide on a mitigation process provided

that β is relatively small. Furthermore, we experiment with different G values to

examine the capability of the proposed mechanism in dealing with a high risk in

terms of receiving a low QoS, referring to consequent unacceptable QoS values

(highQoSv values). This denotes whether the mechanism is able to proceed with

optimal decisions either D1 or D2 to secure QoSv and, respectively, QoS values

within acceptable levels. We set D = 100 in experiments with G = f ·D, with

f ∈ {10, 30, 60}, a = 1, and β ∈ {25, 50, 100, 200}. Without lot of generality,

we consider the sampling period d = 1 time unit. For each experiment, we

execute 1,000 runs and take the Optimal Expected Cost (OEC) and the

19



Deterministic Expected Cost (DEC) for the OSR and DSR mechanisms,

respectively. The z deterministic threshold for the DSR takes values z ∈ [1, D).

5.2. Performance Assessment

In Fig. 1, we plot OEC and DEC values for different λ; note that OEC

is independent of z. The smaller the values are, the higher the reward is for

remaining at the same setup. In these cases, the system receives low a QoSv and

respectively, it gains high quality services (QoS). The DSR mechanism performs

worse than the OSR, especially for z ≤ 90. This stands for λ = 1. When the

mechanism receives high quality services, the appropriate decision is to remain

at the same setup and avoid the mitigation process. The greater the λ is, the

smaller the reward becomes for remaining at the same setup. This is natural

as the mechanism receives consecutive high QoSv values and respectively gains

low quality services. Additionally, when λ = 10, the DSR and the OSR have

similar performance when z ≥ 65. In the discussed scenario, the difference

of the performance between the OSR and the DSR mechanisms (we consider

the minimum DEC value which corresponds to the maximum performance) is

6.93%, 7.27% and 1.33% for λ = 1, λ = 5 and λ = 10, respectively. Note that,

there is a region of z values close to D in which the DSR approaches the OSR

in terms of cost. Specifically, as z → D the DSR relaxes its tolerance, thus, it

delays a mitigation decision. This results in minimizing the cost since n assumes

relatively high values. However, given the stochasticity of QoS values, as long as

z → D, there is a high likelihood that a ‘next’ QoSv value will result in exceeding

theD tolerance, thus, incurring a cost ofG. This indicates the incapability of the

DSR to handle the stochastic nature of QoS in decision making, thus, resulting

in high cost values close to the tolerance D. On the other hand, OSR takes

into consideration the random nature of QoSv through the optimal stopping

rule. OSR relies its decision making on the behaviour/trend of the sequence

of QoSv through the cumulative sum Xn. In this context, OSR achieves the

minimization of the cost function by using random stopping times (and not fixed

as defined in DSR) that are governed by the stochasticity of QoSv, as presented
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in Theorem 1.

Figure 1: OSR vs. DSR for different λ.

In Fig. 2, we plot our results for different β values. Recall that β represents

the mitigation cost. We observe similar results as in Fig. 1. The OEC defines

the optimal limit as already discussed. The difference in the performance is

significantly high especially when z ≤ 85. It is worth noting that when β = 50

and z ∈ [85, 90], the DSR mechanism performs better than the OSR. In this

case, we obtain 4.95% reduction in the optimal expected cost. In the remaining

cases (β ∈ {25, 100, 200}), we obtain 7.27%, 3.15% and 12.89% higher values

(performance) from the OSR mechanism.
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Figure 2: OSR vs. DSR for different β.

In Fig. 3, we experiment with various tolerance values. Similar results are

also obtained for this set of experiments. The OSR mechanism performs better

than the DSR mechanism for the majority of z values. When G = 30 and

z = 90, the DSR achieves a better value compared to the OSR mechanism. The

difference in the performance between the OSR and the DSR mechanisms is

3.15%, -2.17% and 0.04%.
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Figure 3: OSR vs. DSR for different G.

In general, the proposed OSR mechanism minimizes the expected cost of the

mitigation process as revealed from our experiments in terms of high, medium

and low QoSv values, as well as when dealing with low and high mitigation

costs and maximum tolerance values. On average, for the entire set of our

experiments, the OSR achieves 3.49% smaller expected cost compared to the

best achieved expected cost value obtained from any deterministic rule.

In Fig. 4, we provide plots for the probability density function (pdf) of n∗

(the optimal stopping time for OSR) and for different λ. We observe that the

smaller the λ is, the greater the n∗ becomes. This is natural, as small λ means

that the mechanism receives low QoSv values and, respectively, it enjoys high

quality services (high QoS). Hence, the EN should remain at the same setup

and avoid any mitigation action. When λ = 10, users/applications enjoy low

quality services (low QoS), thus, the mechanism results a mitigation action. In

this case, n∗ values are around 10 which is 89.5% lower than n∗ values for λ = 1.
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Figure 4: n∗ pdf for the OSR mechanism.

In Fig. 5 and 6, we depict the pdf of n# for the DSR model (z = 10 and

z = 50 respectively). We observe a similar performance as in the OSR case.

The n# values are affected, as natural, by λ. A high λ leads to low n#, thus, a

mitigation action is the immediate decision. The interesting is that a low z leads

to low n# as the threshold is immediately violated and the system decides the

mitigation action. This observation stands for all λ realizations. Low z results

a very low n# (below 15) which means that the system decides the mitigation

in a short time. This is judged as inefficient because the EN will continually

proceed to a mitigation action.
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Figure 5: n# pdf for the DSR mechanism (z = 10).

Figure 6: n# pdf for the DSR mechanism (z = 50).

Let us now compare n∗ and n#. n∗ is seven (7), four and a half (4.5) and

four (4) times larger than n# for λ = {1, 5, 10}, respectively. These results are

obtained for z = 10. When z = 50, n∗ is 90%, 72.7% and 66.7% greater than n#

for λ = {1, 5, 10}. The OSR results higher optimal stopping times compared

to DSR. The OSR observes QoSv values and only when there is the need, it

decides the mitigation action. It concerns an efficient mechanism as it tries to

avoid unnecessary mitigation actions.
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In Tables 1, 2 & 3, we provide our comparison results between the proposed

OSTM and ESM, MAM and DESM. These results are retrieved for different λ

realizations. Recall, that λ affects the ‘generation’ of QoS violations, i.e., when

λ → 0, we get low QoSv values which represent a high QoS and no frequent

violations. The opposite, i.e., high QoSv and frequent violations, stands for a

high λ realization. In the aforementioned tables, we can see that the OSTM

outperforms the remaining models that are affected by the statistical process

adopted to deliver the final result. When λ = 1, the OSTM does not produce

any FP or FN events which means that it is able to detect QOS violations and

correctly infer the corresponding mitigation actions. However, the remaining

models (ESM, MAM, DESM) also exhibit a good performance even if they

produce a few FP and FN events. When we adopt λ = 5 (the frequency of

violations reduces as already explained), we observe that all models produce

a higher FN events number compared to the previous experimental scenario

which means that they are not able to detect the entire set of violations. Our

model results a high ζ compared to the remaining models. The MAM and the

DESM are heavily affected by the adopted statistical model that dictates to

process multiple historical values before they provide the final result. When

λ = 10, only a few events are realized though our synthetic trace and, again,

ESM, MAM & DESM increase the number of FN events leading to a limited

performance concerning ζ. The OSTM manages to keep its performance at high

levels exhibiting its ability to proactively detect the upcoming violations and

‘fire’ the relevant mitigation actions.

Table 1: Comparison results for λ = 1

OSTM ESM MAM DESM

ε 1.000 0.750 0.875 0.417
ζ 1.000 0.750 0.875 0.625
φ 1.000 0.996 0.998 0.990
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Table 2: Comparison results for λ = 5

OSTM ESM MAM DESM

ε 1.000 1.000 0.500 0.272
ζ 0.981 0.187 0.188 0.188
φ 0.997 0.987 0.984 0.979

Table 3: Comparison results for λ = 10

OSTM ESM MAM DESM

ε 1.000 1.000 0.475 0.231
ζ 0.980 0.031 0.198 0.063
φ 0.998 0.907 0.902 0.890

6. Conclusions and Future Work

In an edge computing setting, end users through their devices as well as

applications adopt the desired services to be capable of uploading their data

and utilizing edge nodes software solutions. The most critical issue is to secure

QoS values at high levels. QoS values define the quality level of the edge nodes

and their services and secure the efficient execution of applications. Services

monitoring functionalities are necessary in order to identify QoS violations. In

this paper, we propose a model that has the responsibility of observing QoS

values and progressively deciding whether violations are present. If so, probably

the best solution is to select a mitigation action which is represented by data and

tasks offloading to the Cloud or to peer nodes. We model the discussed problem

and propose a solution adopting the principles of the Optimal Stopping Theory

(OST). The proposed mechanism identifies the right time to take a mitigation

decision based on sequentially observed values indicating QoS violations. The

optimal stopping mechanism can deal with any arbitrary distribution. A set

of simulations reveal the strengths of the proposed approach. Our mechanism

consists of an efficient solution that outperforms a deterministic model as well

as other schemes proposed in the relevant literature. On average, the optimal

stopping scheme achieves better results concerning the expected mitigation cost

compared to any deterministic model.
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Future extensions of our work incorporate the connection of the proposed

mechanism with a real monitoring tool. This tool could be responsible for simple

as well as more complex services (composition of services). An optimal stopping

scheme for manipulating composite services is also in our future research agenda.

In this case, the mechanism will receive multiple QoS values and should decide

when it is the right time to decide the mitigation for the entire set of services

(the composite service) or for a subset of them.
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