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Abstract

Future wireless systems are expected to provide a wide range of services to more and more users. Advanced scheduling
strategies thus arise not only to perform efficient radio resource management, but also to provide fairness among the
users. On the other hand, the users’ perceived quality, i.e., Quality of Experience (QoE), is becoming one of the main

) drivers within the schedulers design. In this context, this paper starts by providing a comprehension of what is QoE
N and an overview of the evolution of wireless scheduling techniques. Afterwards, a survey on the most recent QoE-based
O scheduling strategies for wireless systems is presented, highlighting the application/service of the different approaches
O\l reported in the literature, as well as the parameters that were taken into account for QoE optimization. Therefore, this
B paper aims at helping readers interested in learning the basic concepts of QoE-oriented wireless resources scheduling, as

well as getting in touch with its current research frontier.
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1. Introduction

] 14 M

Z_ Wireless resources scheduling comprises the allocation
of physical radio resources among users and the determi-
nation of the users’ serving order (also known as priori-
tization). The goal is to fulfill some service requirements
(") such as fairness (including avoiding greedy users, where
one user consumes all or almost all system resources) or
congestion, along with other constrains like delay or packet
loss rate.
Compared to wired networks, wireless channels have
Q time-varying behaviors, hence more complex scheduling
L) schemes are required for the latter. However, since the
O scheduling process allows to save resources, wireless sched-
ulers play a crucial role in efficient management of scarce
. . radio resources.
= In order to improve the service level, wireless systems
->2 have adopted in the past years schedulers that provide
Quality of Service (QoS), i.e., the network’s capability to
a guarantee a certain level of performance to a data flow.
Since QoS is usually evaluated in terms of delay, packet
loss rate, jitter or throughput, QoS can be regarded as a
service quality characterization that is network-centric.
Despite the popularity of QoS-oriented schedulers de-
sign, the end-users — humans — have the decisive judg-
ment about the received service quality. In literature,
some pioneering authors (Khan et al., [2007; [Saul, 2008;
Saul and Auer, |2009; Thakolsri et al., |2009)) showed that
the application of a subjective-based approach may lead
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to significant improvements on user perceived quality, i.e.,
Quality of Experience (QoE), compared to network-centric
approaches, such as maximization of the system through-
put (i.e., the sum of the data rates that are delivered to
all terminals). Hence, a shift from QoS- to QoE-oriented
mechanisms design has been observed in recent years.

QoE is a concept that tries to cover everything that a
user experiences when dealing with multimedia services
and systems (Brunnstrom et al., |2013); it takes into ac-
count not only the usability of a multimedia service or
system, but also the information content. Consequently,
QOE can be regarded as a user-centric characterization of
the service quality.

As the number of dimensions involved in the users’ sub-
jective evaluation is immense, QoE-based techniques are
becoming progressively more complex and sophisticated
than the previous QoS-oriented algorithms. Schedulers
that make use of QoE features consequently try to directly
reflect the subjective experiences of the users, resulting in
their resource allocation and prioritization techniques to
be more efficient in terms of satisfying the users than the
schedulers that adopt conventional metrics. This efficiency
can be achieved by avoiding wasting resources in situations
where there is a small or even no impact on the user expe-
rience. Therefore, QoE-oriented wireless resources sched-
ulers aim to fulfill the mobile system users expectations:
watch/listen what I want, anywhere, anytime.

Considering the existing literature, it was recognized a
lack of a proper comprehensive guide regarding wireless
schedulers design that take QoE into account (cf. Table:
some works survey QoE models and assessment methods
for a variety of services, but they do not consider QoE pro-



Table 1: Related existing surveys.

Focus References

Remarks

QoE  estimation | |Chikkerur et al.l d2011l); Lin and Kuo
for different types 2011); |Chen et al.| (2015c¢); [ Juluri et al.
of services 2016); (Tsolkas et al.[ (2017

These works address QoE assessment models for several applica-
tions (e.g., video streaming, conversational voice, web browsing,
file download), but disregard QoE provisioning methodologies.

QoE  challenges | |Barakovi¢ and Skorin—Kapovl 2013));
with respect to | |Siris et al.|(2014)); [Liotou et al| (2015);
mobile networks Zhang et al.[ (2018)

QoE monitoring and optimization issues are considered, although
without fully addressing the scheduling of wireless resources.

So-In et al.| (2009); Afolabi et al|(2013);
Wireless resources | |[Asadi and Mancuso| (2013)); |Capozzi
scheduling et al| (2013)); |Abu-Ali et al| (2014);
Castarieda et al.[ (2017)

Only QoE-unaware strategies are contemplated.

visioning algorithms; other works focus on mobile networks
and provide insights on QoE management issues, yet they
do not perform an in-depth study of wireless resources
schedulers; finally, some surveys addressed precisely the
scheduling of wireless resources, but no QoE-aware proce-
dures were reviewed. Accordingly, this survey paper aims
at filling this gap by giving an extensive overview of the
key facets of QoE-oriented wireless resources scheduling.
Its main contributions are:

e A taxonomy and classification of approaches for QoE-
oriented resource scheduling in wireless networks;

e A survey of existing work, including the classification
according to the aforementioned taxonomy;

e A brief discussion of each approach, giving the readers
an idea about which parts of existing literature might
be of interest to their requirements.

Therefore, this survey serves as a reference for those who
want to implement QoE-aware wireless resource schedulers
and also aims to be a valuable contribution for those who
want to perform research within this topic.

This paper is organized as follows (cf. Fig. [1). The
first two sections that follow this introduction provide a
contextualization regarding what is QoE and how tradi-
tional schedulers work: in Section[2} the factors that influ-
ence the QoE in multimedia services over communication
systems are presented, along with some QoE estimation
methods; Section [3]illustrates some scheduling algorithms,
ranging from the simplest ones to QoS-aware approaches,
followed by the introduction of QoS-QoE mapping strate-
gies and utility-based optimization. Section [d provides the
main contribution of this survey, namely the presentation
of recent research directions regarding QoE-oriented wire-
less resources scheduling — state-of-the-art QoE-aware
scheduling methods are discussed and classified based on
the adjustments required, at the end-user devices, in order
to implement the different scheduling strategies on wire-
less systems. Some of the important open challenges and
future research opportunities are discussed in Section
Finally, Section [6] concludes the paper.
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Figure 1: Structure of this paper.

2. Understanding QoE

The Qualinet white paper on definitions of QoE states
that “QokE is the degree of delight or annoyance of the user
of an application or service. It results from the fulfillment
of his or her expectations with respect to the utility and /or
enjoyment of the application or service in the light of the
user’s personality and current state” (Brunnstrom et al.l
2013).

As far as communication systems are concerned, QoE
can be affected by factors such as multimedia content, ap-
plication, service, end-user device, network and context
of use. For instance, Sumby and Pollack| (1954) showed
that if supplementary visual observation of the speaker’s
facial and lip movements are also utilized besides the oral
speech, higher levels of noise interference can be tolerated
by humans than if no visual factors were taken into ac-
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Figure 2: Quality assessment domains in multimedia content delivery.

count. Hence, QoE assessment operations are performed
in a broader domain when compared to QoS measurements
— cf. Fig.

The following subsections provide some details about
the factors that influence the user experience, as well as
some QoE estimation methods regarding multimedia ser-
vices over communication systems.

2.1. Factors Influencing QoFE

According to the Qualinet white paper (Brunnstrom
2013)), an influence factor is defined as “any charac-

teristic of a user, system, service, application, or context
whose actual state or setting may have influence on the
QoE for the user”. Factors influencing QoE may be cate-
gorized as human, system, and context factors.

2.1.1. Human factors

The characteristics of the users such as gender, age, and
visual and auditory acuity are examples of human phys-
ical factors that may impact the users’ perceived qual-
ity (Laghari and Connelly, [2012). On the other hand,
more variant factors such as motivation, attention level, or
users’ mood, i.e., emotional factors, also play an important
role when addressing the QoE influence factors (Wechsung
. Moreover, even educational background, oc-
cupation, and nationality will affect the QoE (Zhu et al.
2015b). In short, human factors that influence the per-
ceived quality are complex and strongly interrelated, and
their assessment should also take into consideration the
time-dynamic perception of a service (i.e., the memory ef-
fect), where previous experiences also have influence on
the current QoE (HoBfeld et al., [2011)).

2.1.2. System factors

The technology employed for multimedia content trans-
mission may introduce distortions or impairments in the
content, which may affect the users’ QoE. First, the orig-
inal data need to be compressed, so that the multime-
dia content can be transmitted through a capacity-limited

network. This encoding process, which incorporates many
technical decisions such as the chosen bitrate (constant or
variable), video frame rate or spatial resolution, may be
lossless or lossy, meaning that the latter may lead to a
quality degradation (Zinner et al., 2010). In addition, the
transmission network may greatly affect the multimedia
quality, namely due to major factors like packet loss, delay,
and jitter (Minhas et al., [2012). Even with the adoption
of a buffer at the receiver side, these network factors may
cause the need for rebuffering, a streaming state activated
when the playback buffer becomes empty and that leads
to a playout stall, which is usually very annoying for the
users (Pessemier et al., 2013; |Ghadiyaram et al.| [2014)).
Considering non-streaming services, the task completion
(e.g., the non completion of a download) or the excessive
amount of time a service takes to download or to upload
are QoE degrading situations (Dellaert and Kahn| 1999),
which are also caused by packet delay or data flow rate
reduction. Other system factors that may affect the per-
ceived quality are the type of device used at the users’
side (e.g., the screen resolution, user interface capabilities,
audio loudness, computation power, or battery lifetime)
and some system specifications (e.g., interoperability, per-
sonalization, security, or privacy) (Ickin et all 2012) —
the reader is suggested to refer to (Barakovi¢ and Skorin-

Kapovl, [2013} [Siris et al. 2014} [Liotou et al 2015} [Zhang]

et al) 2018) for more examples and details on QoE chal-

lenges concerning mobile networks.

2.1.8. Context factors

Apart from the two aforementioned group of factors,
there are external factors that influence the users’ QoE by
affecting the surrounding environment .
These context factors include temporal aspects, such as
time of the day or day of the week (e.g., a better experi-
ence may be obtained when users are more relaxed, like
during evenings or weekends), duration of the content and
its popularity (e.g., users usually tolerate more distortion
when they are watching popular videos), and service type,



i.e., if it is live streaming or not (where users may have
different quality expectations). The economic context can
be also incorporated in this category of factors influenc-
ing QoE (Martinez et al.,[2015), namely subscription type,
costs, and brand of the system/service (including the avail-
ability of other service providers).

2.2. QoE Estimation Methods

Measuring and ensuring good QoE in multimedia appli-
cations is very subjective in nature. Hence, one way to
assess QoE is to perform subjective tests, which directly
measure the perceived quality by inquiring persons about
their opinion regarding the quality of the multimedia con-
tent that is being tested. The subjective test results can
also be used to validate the objective assessment perfor-
mance, which is another quality assessment methodology.

The Mean Opinion Score (MOS), which is standardized
by ITU-T (ITU, 2016)), is the most widely adopted QoE
measurement. MOS is defined as a numeric value ranging
from 1 to 5 (1-Bad, 2-Poor, 3-Fair, 4-Good, 5-Excellent)
and it corresponds to the arithmetic mean of individual
ratings in a panel of users. This approach has some draw-
backs, namely it is costly, time consuming, and does not
allow real-time evaluations. Moreover, some useful infor-
mation may not be captured (e.g., if an impairment occurs
at a certain moment but affects the overall QoE, this par-
ticular moment may not be detected).

Objective quality methods have been developed in or-
der to obtain a reliable QoE prediction while avoiding
the need to perform subjective tests. The approach is
based on mathematical techniques that yield quantita-
tive measures of the multimedia content or service quality.
Within the objective methods, two types of approaches
can be identified: parameter-based methods and signal-
based methods (Takahashi et al., [2008). The former rely
on network/application parameters, such as viewing time
(Balachandran et al., 2013|), download ratio (Balachan-
dran et all |2014; [Shafiq et al., 2014) or QoS parameters
(Section gives some examples of QoS-QoE mapping
strategies). On the other hand, signal-based methods are
based on the analysis of the signal; in intrusive methods,
the analysis compares the received data with a reference,
which can be the full original data (full reference meth-
ods) or some key features of it (reduced reference meth-
ods); non-intrusive methods, also known as no-reference
methods, do not require access to the original multimedia
content, relying only on the received signal to assess its
quality. Nevertheless, some issues arise when performing
objective assessment. Although intrusive methods are gen-
erally accurate, they are impracticable for monitoring live
transmissions due to the need of the original multimedia
content. Also, objective assessment may not reflect the
perception of the users concerning the delivered service;
for example, although some impairments may cause minor
influence on the users’ QoE, and therefore they could be
disregarded, the same impairments may be detected and
emphasized by the objective methods.

It is also important to mention that the majority of QoE
estimation methods that have been proposed so far address
the specific case of video quality evaluation, mainly due to
the popularity achieved by video streaming services over
the last years — surveys on video quality estimation can
be found in (Chikkerur et al.; |2011; Lin and Kuol 2011)),
which mostly focus on objective quality models, and in
(Chen et al.l |2015¢ [Juluri et all [2016), where the for-
mer work addresses metrics and methodologies relevant to
the traditional video delivery, whereas the latter work fo-
cus on measurement mechanisms that are used to evaluate
the QoE for online video streaming; a survey on paramet-
ric QoE estimation for popular services, such as video-on-
demand streaming, Voice over IP (VoIP), web browsing,
Skype and file download services, can be found in (Tsolkas
et al., [2017).

As can be inferred from what was presented so far, QoE
cannot be easily modeled and assessed due to the fact that
its influence factors are very diverse and they may interre-
late, as well as different users have different quality expec-
tations. In order to attain an enhanced QoE evaluation,
a combination of objective and subjective methods can be
carried out (Rubino et al., 2006; |Chen et al., [2010]).

3. Background on Scheduling Algorithms

Distributing the available wireless resources among the
users, i.e., multi-user scheduling, is one of the most im-
portant tasks that must be implemented in any wireless
communication system. Specifically, a scheduler decides
how users share the wireless channel by allocating radio
resources such as power, time slots, frequency channels,
or a combination of these resources. For instance, Time
Division Multiple Access (TDMA) systems are charac-
terized by having time slots as the radio resources units
that can be assigned to a user; on the other hand, a
scheduler allocates frequency channels in Frequency Di-
vision Multiple Access (FDMA) systems; in Orthogonal
Frequency-Division Multiple Access (OFDMA) systems,
radio resources are scheduled into the frequency/time do-
main — Fig. [3| depicts examples of resource allocation
within TDMA, FDMA and OFDMA; for more detail about
wireless multiple-access schemes, please refer to (Prasad
and Mihovska), 2009; [Molisch, [2011). Nevertheless, from
a conceptual point of view, a scheduler can be designed
in such a generic way that it is agnostic to which partic-
ular radio resources are handled by the underlying wire-
less multiple-access scheme — the scheduler only requires
knowledge of the total amount of available resource units
and the throughput provided by each of these units to each
of the different users. As an example, suppose that each
resource unit of Fig. [3], within its respective multiple-access
scheme, yields the same throughput for all four users,
and suppose also that the depicted time/frequency domain
span corresponds to a single allocation decision. Accord-
ingly, all three scheduling examples could be generated by
the same generic scheduler, namely if the decision was to
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Figure 3: Scheduling examples considering that four users are sharing
the radio channel.

allocate 3/8, 2/8, 2/8 and 1/8 of the maximum achiev-
able system throughput to user 1, to user 2, to user 3 and
to user 4, respectively. For this reason, some of the pro-
posed wireless resource scheduling techniques follow this
generic approach and only point out the percentage of to-
tal resources that should be allocated to each user and who
should be prioritized, leaving out which specific resources
are being handled by the scheduler.

Moreover, designing schedulers for wireless systems
comprises many trade-offs among complexity, efficiency
and fairness:

o Complexity: It is important to limit the process-
ing time of scheduling algorithms, since they usually
have to perform their job under very short periods
of time (e.g., 1 ms is the time that Long Term Evo-
lution (LTE) schedulers have for allocation decisions
m m In addition, scheduling schemes
should be scalable, meaning that low-complexity al-
gorithms should be preferred over very complex and
non-linear solutions, which could be prohibitive in
terms of computational cost, time, and memory us-
age when applied to scenarios with a large number of
users.

e FEfficiency: Since radio resources are scarce, schedul-
ing algorithms must aim at fully taking advantage of
these resources. Performance indicators like the num-
ber of users served simultaneously or the average spec-

tral efficiency of the wireless system are two examples
of efficiency indicators adopted by many schedulers.

e Fuairness: A minimum performance must be also guar-
anteed for all users, in order to avoid unfair sharing
of the wireless resources. Accordingly, implementing
the fairness requirement in the scheduling schemes en-
ables that users experiencing poor channel conditions
(e.g., users that are far away from the base station) are
also served, or that greedy users cannot provoke re-
source starvation in other users within the same wire-
less system.

In addition to the design factors described above, QoS
and QoE provisioning must also be taken into account by
the scheduling algorithms. In this section, some scheduling
algorithms are reviewed, ranging from the simplest ones
to QoS-aware approaches, followed by the introduction of
QoS-QoE mapping strategies and utility-based optimiza-
tion. QoE-based scheduling algorithms are presented in
Section Ml

8.1. QoE-unaware Schedulers

As previously mentioned, any scheduling strategy com-
prises many trade-offs among complexity, efficiency and
fairness. In the case of schedulers that do not take QoE
into account, these trade-offs also result from the signifi-
cance that the different scheduling algorithms give to the
communication channel characteristics and to QoS param-
eters.

8.1.1. Channel-unaware Strategies

The schedulers that implement these approaches as-
sume that the transmission channel is error-free and time-
invariant, which are unrealistic assumptions when dealing
with wireless channels. Nevertheless, these strategies form
the basis for more complex algorithms.

First In, First Out (FIFO), also known as First
Come, First Served (FCFS) (Arpaci-Dusseau and Arpaci-|
, can be regarded as the simplest scheduling
scheme, in which users are served according to the order of
their resource request. Even though this approach is very
easy to implement, it is not fair nor efficient.

The Round-Robin (RR) strategy (Arpaci-Dusseau and|
|Arpaci-Dusseau, 2018) tries to add some fairness to the
FIFO approach, namely by allocating an equal share of
resources to each user in a round-robin manner. Thus,
this scheduling algorithm is fair regarding the channel oc-
cupancy time of each user and can be considered the best
choice if the transmitter does not know anything about the
channel 2011). However, RR schedulers are un-
fair in terms of user throughput because they do not take
into account the radio channel conditions (which have a
major impact on the throughput).




3.1.2. Channel-aware / QoS-unaware Strategies

A wireless resource scheduler can take into account the
channel state information that is usually fed back to the
base stations, so as to enhance the efficiency of its schedul-
ing algorithm.

Maximum throughput (MT) (Prasad and Mihovskal
2009) is an example of a policy that, in each scheduling
period, prioritizes the resources to the user experiencing
the best channel conditions. Accordingly, these schedulers
provide the highest system throughput, so that the best
possible spectral efficiency is attained. Nevertheless, an
MT scheduler is very unfair to users with poor channel
conditions and can even make them suffer of starvation.

The concept adopted by Proportional Fair (PF) sched-
ulers (Kelly}, 1997 provides a compromise between fairness
and spectral efficiency. Within this approach, the average
throughput experienced in the past works as a weighting
factor in an MT-like strategy, i.e., if two users can achieve
the same throughput (taking into account the channel con-
ditions), then the user that has experienced the lower aver-
age throughput is prioritized. This means that users with
poor conditions will always be served after some time.

3.1.8. Channel-aware / QoS-aware Strategies

For the purpose of attaining a certain performance level,
different applications have different requirements, which
are typically mapped into QoS parameters. Accordingly,
scheduling algorithms should also take into account these
QoS parameters. For instance, some scheduling strate-
gies try to guarantee a minimum throughput for the users,
whereas others deal with delay constrains. This last ap-
proach is more common among QoS-aware schedulers,
since many applications, such as real-time flows, video
streaming or VolP calls, require that their packets are de-
livered within a certain deadline.

The Modified Largest Weighted Delay First (M-LWDF)
algorithm (Andrews et al., |2001)) and the Exponential /PF
(EXP/PF) scheme (Rhee et al., 2003) are two of the most
popular QoS-aware scheduling strategies, as they provide a
balanced trade-off among fairness, spectral efficiency and
QoS provisioning. Besides taking service delay require-
ments into account, both algorithms support different ser-
vices and treat differently real-time data flows.

All the above mentioned scheduling strategies, either
channel-unaware or channel-aware (with or without tak-
ing into account QoS requirements), are just an illustra-
tive sample of what can be found in the literature. The
reader is suggested to refer to the surveys by |[So-In et al.
(2009); |Afolabi et al.| (2013); |Asadi and Mancuso| (2013);
Capozzi et al.| (2013); |Abu-Ali et al.| (2014); (Castaneda
et al| (2017) for more examples and details on schedul-
ing algorithms that are not QoE-oriented, namely regard-
ing WiMAX networks, multicast OFDMA systems, oppor-
tunistic scheduling, downlink in LTE networks, uplink in
LTE and LTE-Advanced, and multi-user Multiple-Input
Multiple-Output (MIMO) systems, respectively.

3.2. QoS-QoFE Mapping Strategies

QoS-QoE mapping strategies have been presented to
quantify QoE, thus making a transition from QoS- to QoE-
oriented optimization. QoS-QoE mapping relies on vari-
ous QoS parameters, which can be divided into two levels:
network QoS parameters (e.g., delay or packet loss rate)
and application QoS parameters (e.g., rebuffering events
or buffer level). Therefore, QoS-QoE mapping strategies
try to discover the relationship between QoE and the two
QoS levels, where the network QoS parameters are some-
times first mapped into application QoS parameters — cf.
Fig.[d] Nevertheless, both types of QoS parameters can al-
ways be regarded as objective quality metrics, since their
measurement is always well defined as they do not depend
on any subjective judgment.

Choosing a function ¢ : R — R that establishes a QoS-
QoE mapping, i.e., a mapping between the objective qual-
ity metrics and a subjective score, is not a straightforward
task. A linear mapping relationship could be adopted if a
certain subjective quality difference always corresponded
to the same proportional objective difference (Korhonen
et al., [2012):

QoE = $1(Q0Sm) = a+b- QoS (1)

where a and b represent the parameters determined by lin-
ear fitting the m'™ objective QoS metric versus the mea-
sured subjective scores. However, the perceived quality
ratings usually do not present a linear behavior with re-
spect to the practical objective quality metrics, meaning
that linear mapping functions may lead to an inappropri-
ate assessment of the performance. To overcome this issue,
nonlinear mapping relationships have been adopted, dis-
cussed and compared (Korhonen et al., 2012; |Alreshoodi
and Woods, [2013); the most widely used can be summa-
rized as follows:

e Cubic polynomial (VQEG, 2010; Korhonen et al.l
2012} [[TU| 2015alb):

#2(Q0Sy) = a+b-QoS,, +c- QoS% +d- QoS3 .
(2)

e Logistic functions (ITU| 2004; |[Korhonen et al., [2012;
Song and Tjondronegoro, [2014):

b
S e A
b
P4(@oSm) = a7 exp[c(QoSm +d)] ' W

d
[1 + (c- QOSm)b .

¢5(QoSm) = a+ (5)

e Exponential function (Fiedler et al., [2010; Korhonen
et al., [2012):

d6(QoSm) = a-exp(b- QoS,,) + ¢ - exp(d- QoSy,) .
(6)
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Figure 4: Mapping between QoS levels and QoE.

e Power function (Korhonen et al., 2012):

#7(QoS,) = a - QoSt, + ¢ (7)
e Logarithmic function :
#3(QoSy) = a-log(QoS,, +b) +c. (8)

Considering the most general case, QoS metrics can be
mapped into QoE values by performing a combination of
the previous functions 7, including intermediate non-
linear combinations of QoS metrics, i.e.,

QoE =33 > 6il6;(QoSn). (9)

As can be seen, QoE modeling through the use of QoS
metrics may encompass complex relationships and inter-
dependencies, with a parametrization that constitutes a
non-trivial problem. Moreover, other issues arise when de-
signing QoS-QoE mapping strategies, such as finding out
which are the QoS metrics that are more useful for QoE
prediction or how much data is needed to achieve a cer-
tain accuracy on the estimated QoE. Hence, and in order
to tackle these challenges, some authors have proposed the
use of machine learning techniques, with the final goal of
devising complex models regarding the QoS-QoE relation-
ship (Rubino et al.l 2006; Balachandran et al., 2013, 2014;
|Shafig et all [2014} [Yang et al., 2017; |Casas et all [2017).

In all cases, after computing the predicted QoE values,
correlation analysis should be carried out between these
and ground truth values, so as to assess the goodness of the
mapping strategy. On the other hand, traditional QoS op-
timization techniques can be applied and assessed in QoE
optimization scenarios by making use of QoS-QoE map-
ping strategies. For instance, Alfayly et al| (2012)) inves-
tigated and evaluated the performance of three downlink
schedulers (PF, M-LWDF and EXP/PF) in terms of QoE
metric for VoIP applications over LTE, making it possi-
ble to choose the most suitable one in terms of subjective
experience.

3.8. Utility-based Optimization

The concept of utility functions emerged from microe-
conomics theory and formalizes the relationship between
the service performance and the user perceived experience
and satisfaction (Reichl et al. [2013). More specifically,

the following utility function U : X — R relates all the
resources a user could hypothetically have (set X) to real
numbers, where U(z) > U(y) indicates that the user has
a preference for x over y, with =, y € X.

The utility-based scheduling optimization may then be
regarded as a maximization of the total sum of users’ util-
ities through Network Utility Maximization (NUM) tech-
niques (Chiang et al.L|2007)). In mathematical terms, using
NUM to allocate network resources (such as transmission
power, time slots, etc.) corresponds to perform the follow-
ing maximization:

maximize Z Ui (x;)
i

7 (10)
subject to Z z; < Xinax

where U; corresponds to the utility function of the i*" user,
x; stands for the resources allocated to this user, and X .«
denotes the bounds of the available resources.

In many cases, scheduling can also be regarded as se-
lecting a throughput vector R = [Ry,..., Rk], for all K
users, from the current feasible throughput region R, i.e.,
the set of achievable throughputs expected for each user
according to the respective allocated resources. Thus, the

gradient-based scheduling algorithm (Stolyar}, 2005) can be

applied in order to perform resource allocation decisions:

R* =argmax Y U/(R;)- R;, 11
gme 2; (Ri) (11)

where U/ denotes the derivative of an increasing con-
cave utility function U; and R; stands for the achievable
throughput expected for the i** user. For example, the
MT scheduler can be obtained from by adopting the
utility function U;(R;) = R;, whereas the PF policy de-
rives from the gradient-based scheduling technique with
a utility function U;(R;) = log(R;), where R; represents
the past average throughput experienced by the i*® user;
accordingly, the selected MT and PF throughput vectors,
R}, and R% respectively, are given by

R} =argmax » R;, 12
MT l%GR zl: (12)

R;
R%, = argmax =. 13
PF EGR ZZ: T, (13)



3.4. Discussion

Based on what was previously described, QoS-QoE map-
ping strategies and utility-based optimization can be re-
garded as the fundamental tools to perform the shift from
QoS- to QoE-oriented scheduling. Ideally, one should aim
at obtaining mathematical formulas that relate applica-
tion, transport, and physical layer parameters to subjec-
tive quality experienced by the users. With these, wireless
systems design can be adjusted in order to improve the
quality perceived by the users. For instance, a closed-
form expression was presented by |Colonnese et al.| (2016))
concerning the probability of timely transmission of video
sequences as a function of the users’ allocated bandwidth.
As a consequence, and given a certain QoE requirement
based on the probability of timely delivery and the received
video stream quality level, the aforementioned expression
allows to infer the number of users that can be accommo-
dated in the wireless access system, as well as it can be
used to design admission procedures, bandwidth pricing
policies, and cell dimensioning. In (Hoffeld et al.l |2017)),
a general fairness metric is formulated for shared systems,
which satisfies QoE-relevant properties, assuming that es-
timated QoE values are known. This QoE fairness metric
may be adopted when comparing different resource man-
agement techniques in terms of their fairness across users
and services, although it says nothing about how good the
system is and thus needs to be considered together with
the achieved (e.g., mean) QoE in system design.

In certain cases, the mathematical formula adopted for
a QoS-QoE mapping strategy can also be used as a QoE-
oriented utility function, namely if there is a well-defined
relation between allocation decisions and the considered
QoS parameters. For instance, if a QoS-QoE mapping
formula regarding video streaming considers, as single in-
put, the transmitted video bitrate, and assuming that this
QoS parameter is directly proportional to the achievable
throughput, then a utility function can be derived from
this QoS-QoE mapping formula, namely by replacing the
QoS input by the corresponding relation between trans-
mitted video bitrate and achievable throughput. Another
example of a utility function that stems from QoS-QoE
mapping strategies can be given regarding file download
applications, namely when a QoS-QoE mapping formula
only considers, as QoS input, the service response time
(i.e., the file download time), which is inversely propor-
tional to the achievable throughput, with a constant of
proportionality equal to the size of the file that is being
downloaded.

On the other hand, in many cases, the inputs of QoS-
QoE mapping strategies might not have a well-defined re-
lation with the allocation decisions (e.g., when packet loss
rate is adopted as QoS input). Nonetheless, utility func-
tions (or, alternatively, throughput vector selection formu-
las) can be designed without any knowledge of a specific
QoS-QoE mapping strategy and still follow a QoE-oriented
approach, as long as the scheduling goals include address-
ing some issues that affect the users’ QoE — for instance,

to try to lessen the impact of packet losses by serving bet-
ter the respective users afterwards; another example is to
perform allocation of resources in order to try to avoid re-
buffering events. Accordingly, very often QoS-QoE map-
ping strategies are only required to assess the goodness of a
utility function/throughput vector selection formula, i.e.,
to know the impact of a certain resource allocation policy
on the users’ QoE. Notice that this last approach can be
used to study, in terms of QoE, any scheduling procedure,
even those that do not follow a QoE-based design. For
example, and considering video streaming over LTE, the
QoFE metrics presented in (Yaacoub and Dawy, 2014) try
to describe the performance of radio resource management
methods regarding the end-users subjective video quality.
The authors measured minimum, average and geometric
mean QoE when scheduling algorithms like MT and PF
are adopted. In (Abbas et al.;|2016)), the QoE of adaptive
video streaming is analyzed under several scheduling poli-
cies, like RR and MT, where the QoE is based on the mean
video bit rate and the mean buffer surplus. The examina-
tion of the performance impact of the different scheduling
schemes is then used to suggest the best strategy to be
adopted in various mobility scenarios.

4. QoE-oriented Scheduling Algorithms

Many challenges arise when attempting to perform QoE-
oriented wireless resources scheduling. As seen in the pre-
vious sections, it is important to identify the factors that
influence QoE and their relationships to QoE metrics for
a given type of service. Some more challenges may be
identified after addressing the QoE modeling, namely de-
termining which parameters to collect (e.g., user require-
ments, network performance, application type, context,
etc.), where, how, and when to collect them (e.g., the re-
quired parameters could be collected at the base stations
or at the end-user devices, either before, during, or after
the delivery of the service). Lastly, procedures have also
to be defined in order to combine all these steps, i.e., it is
necessary to design the methods that allow the collected
data to perform QoE-aware scheduling.

In this section, state-of-the-art QoE-based scheduling
strategies for wireless systems are reviewed, highlighting
the parameters adopted for QoE optimization. To sim-
plify the reading of the survey, the strategies that address
the downlink scenario have been classified into three cat-
egories — cf. Fig. |5} (i) passive end-user device; (ii) ac-
tive end-user device / passive user; (iii) active end-user
device / active user. This classification is based on the
adjustments required, at the end-user devices, in order to
implement the different scheduling strategies on wireless
systems. The last part of this section provides a review of
QoE-aware scheduling methods that can enhance the wire-
less resources management in other scenarios, namely the
uplink direction, the multi-cell case, under heterogeneous,
cognitive radio, relay and multi-user MIMO networks, as
well as when dealing with energy-related issues.
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Figure 5: QoE-oriented scheduling strategies classification.

4.1. Passive End-user Device Strategies

Scheduling techniques are easier to implement in a wire-
less network when the users, as well as their devices, do not
perform any exclusive QoE tasks (e.g., monitoring, mea-
suring and reporting relevant parameters), as the QoE as-
sessment is based on measurements that can be carried out
solely at the base station side. Since the required assess-
ments can be performed by the scheduler on the network
side, no extra information needs to be exchanged between
the user’s device and the network. On the other hand,
these approaches may not achieve the best possible QoE
performance, since many relevant metrics, which could be
collected at the end-user device (e.g., buffer status), either
cannot be used or have to be estimated.

4.1.1. Video Streaming

The simplest QoE-based scheduling approaches consider
only the impact of the throughput on the user-perceived
quality, namely by adopting the following utility function:
With respect to video streaming, Shehada et al.| (2011)) and
Thakolsri et al.| (2011) made use of by first establish-
ing a mapping between video bitrate and MOS, followed
by an allocation of resources to each user assuming that
the bitrate of the transmitted video is adjusted to match
the respective achievable throughput, so that there is a
known correspondence between throughput and MOS. Be-
sides considering the NUM, it is also proposed in (Shehadal
et all 2011) another allocation criterion that establishes
an a priori target mean MOS of all users, in order to save
some network resources (which could be used to serve more
users or to support high-demand applications), whereas a
tuning mechanism is presented in (Thakolsri et al., 2011])
that enables the network operator to dynamically adjust
the resource allocation between similar perceived quality
among all users (system fairness) and maximum average

perceived quality (system efficiency). [Yu et al| (2018)
proposed a framework to optimize the throughput distri-
bution, which also comprises the determination of video
encoding parameters for each user, so that the combined
video compression plus radio resource allocation is able to
maximize the QoE of all users. Nevertheless, the previ-
ous works neglect the impact of packet loss on the QoE, a
relevant parameter that was taken into account by other
authors. For instance, a trained random neural network
is used in (Piamrat et al.l |2010) to establish a mapping
between the packet loss rate as well as the mean loss burst
size and a video QoE score normalized to scale [0, 1]; next,
the respective score of each user, e;, is adopted as a coef-
ficient in modified versions of the MT and PF algorithms,
ie.,

R* :argmaXZ@fei)owi “R;, (15)

RER 5
where w; corresponds to the respective i*® user weight as-
sociated to the MT scheduling policy (w; = 1) or the PF
one (w; = ﬁ(n)) In (Ju et al [2012), throughput was also
considered in conjunction with packet loss rate in the work
presented, in which an artificial neural network is adopted
to learn the relationship between these parameters and the
QoE; afterwards, the scheduler allocates resources based
on a particle swarm optimization method, which has the
goal of maximizing the users’ QoE and, at the same time,
balance fairness among them. |Ai et al.| (2012) also made
use of the utility function , but now throughput is re-
placed by goodput (i.e., the rate at which the useful data
— namely excluding retransmitted data packets — is de-
livered), so packet loss rate can be considered implicitly, as
well as the resource allocation algorithm proposed therein
also aims at decreasing the video quality variation.

The aforementioned scheduling techniques do not take
into account the occurrence of playout stalls (which, as
mentioned in Section are very annoying for the users),
mainly because these algorithms assume that the bitrate



of the transmitted video is adjusted to match the respec-
tive achievable throughput — hence, in theory, rebuffering
events would be avoided. However, clients may request
video segments with specific bitrates, which means that
not only the allocation algorithms must be able to take bi-
trate constraints as input parameters, but also they should
aim at providing interruption-free video transmissions, as
playout stalls are more likely to occur if the requested bi-
trate by a client is too demanding when compared to the
respective achievable throughput. One way to tackle this
problem is to consider that the radio resource assignment

is given by
Z Vi - wi - Ry,
i

where ; stands for a term that reflects the effect of the
i*h user satisfaction based on the possibility of rebuffering
events taking place. For instance, Wirth et al.| (2012) made
use of by defining ~; as an exponential weighted mov-
ing average filter that depends on the minimum through-
put requirement R™©" (which stems from the requested
video bitrate):

R* = argmax
RER

(16)
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o; = maX{lein —Ei,e} ,

(17)
(18)

where o stands for the a; value of the previous schedul-
ing period and e denotes a small positive value. With
this approach, a user will be prioritized if the respec-
tive achievable throughput does not meet the minimum
rate constraint (in order to try to avoid playout stalls),
whereas if this target is met, then the user experiences a
very low ~y; weight, thus being deferred from being served.
Another approach based on is proposed in (Seyede-
brahimi et all 2014]), namely by considering w; = 1 and a
R;

~; weight given by
\B
Vi = (1 - Rmin) ’
(3

where [ corresponds to a value that can be adjusted to
achieve a certain trade-off between fairness (high 3 values)
and efficiency (8 close to zero).

Still regarding the occurrence of playout stalls, |Pas-
tushok and Turlikov| (2016) proposed a lower bound for
a mean rebuffering percentage (percentage of the entire
streaming time in which a user is experiencing playout
stalls), along with a corresponding optimal scheduling
strategy. Their approach yields, for each user, an achiev-
able throughput value that ranges from zero to R; = R™in
— more precisely, the scheduler serves the users that re-
quire less resources (in order to fulfill their R demand)
until there are no more resources available, thus meaning
that users with a high Rg_m relation are more prone to
be left out, where C; repreéents the maximum achievable
throughput if all resources were assigned to user i. Nev-
ertheless, this scheduling technique is not suitable for the

(19)
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case where all users can be served at the same time without
network congestion, namely because some spare resources
would not be allocated (which could lead to an increase of
the initial playout delay). In addition, the aforementioned
lower bound assumes that the video representation qual-
ity chosen at the beginning will be the same throughout
the whole streaming session, which is not true if adaptive
video streaming is enforced.

Another factor that may influence the users’ QoE, and
which has not been addressed by the previous scheduling
algorithms, is when one or more subscribers should be pri-
oritized over the remaining because, e.g., they are paying
more in order to obtain a better service. One way to tackle
this issue is to divide the users into different classes and as-
sign different priority weights to them. This approach was
followed by |Hsieh and Hou| (2018)), in conjunction with
a scheduling technique that tries to minimize the dura-
tion of playout stalls. More specifically, it is proposed to
schedule the client with the largest R; in each scheduling
period and, if a tie occurs, the chosen client is the one that
has the smallest v; (Ei — R?‘in), where v; corresponds to
a predetermined weight that takes into account the user’s
class. In order to compute v;, the authors adopt the NUM
technique and obtain some tractable solutions; however,
it is important to mention that the scheduling technique
presented in (Hsieh and Houl 2018) is designed assuming
some conditions, namely that the sum of the minimum
throughputs required by the users is not higher than the
maximum achievable system throughput. Moreover, since
a user will always be sacrificed if the respective channel
conditions are poorer than the ones of another user, this
scheduling policy is more suitable in scenarios where the
throughput of the wireless link is expected to be similar
among all users.

Some authors have also considered another relevant pa-
rameter not addressed so far, namely the Head-of-Line
(HoL) packet delay (i.e., the delay of the first packet),
in order to perform QoE-oriented scheduling that is some-
what capable of minimizing playout stalls. In (Chandur
and Sivalingaml, 2014]), a modified version of the PF algo-
rithm is proposed, which adopts the following scheduling
decision:

R; _ ., Rwin
R* = argmax — +a-exp{b(r —T; t— (20
e 30 e - T} s 20)

where 7; and T; denote the HoL packet delay and the av-
erage packet delay, respectively, regarding the ‘" user,
whereas a and b represent some constants which enable to
adjust the impact of the delay variables on the scheduling
decision. An approach based on the M-LWDF technique is
proposed in (Li et al., [2016)), in which the scheduling pro-
cess jointly considers packet delay, expected throughput
and video importance. More specifically, before schedul-
ing a user, some overdue packets are discarded within this
scheme, namely those with an associated delay that has ex-

ceeded the deadline threshold given by 4/ »t” /pm, where



pgl) and p§2) correspond to positive tuning parameters that
enable to adjust the deadline threshold with respect to
the it user. Afterwards, radio resource assignment is per-
formed by following the scheduling rule given by

R* = argmax pgl) -1 -1 - Ry,
DY

(21)

)

where I; stands for the video importance index of the
packet that is being download by the " user, which is
derived from an algorithm described in (Li et all 2016)
and aims at setting a value for how important is a packet
in enhancing the video quality. [Khan and Martini| (2016
proposed a scheduling policy that is similar to the previ-
ous one, in the sense that not only it takes into account
packet delay, expected throughput and video importance,
but also the scheduler is allowed to discard some packets.
However, the packet filtering process is now based on the
respective contribution towards video quality (instead of
overdue packets), under an algorithm that is adjusted to
work with scalable video streaming. The scheduling deci-
sion of this method is as follows:

R* = argmax
RER

S el mhta  (22)

where P; corresponds to the priority rating of the packet
that is being downloaded by the i*" user, which takes into
account the respective bitrate and contribution towards
the perceived video quality, and ¢; denotes the number of
packets currently residing in the queue to be scheduled
to user i. It is noteworthy to stress that these last two
scheduling techniques are not lossless, i.e., a client may not
receive all the information it asked for; on the other hand,
resources can be saved (and further allocated in order to
enhance the QoE) by not transmitting overdue packets or
with low contribution to the video quality, which might
have become useless at the receiver in the sense that they
would not provide a great QoE enhancement.

4.1.2. Other Applications

The user experience in some wireless applications other
than video streaming can also be enhanced by the use of
QoE-aware scheduling methods. With respect to VoIP, the
algorithm presented in (Chen et al., |2015a)) tries to allo-
cate resources in order to limit the delay within a certain
deadline and, consequently, meet the tight delay require-
ments of VoIP; in addition, the proposed framework also
has the goal of minimizing the total number of radio re-
sources scheduled during a certain period of time, a pro-
cedure which is based on not serving some users at some
time instances if their forecasted channel conditions are
able to cope with future transmissions that still meet the
deadline. |Ameigeiras et al.| (2010]) addressed web browsing
applications and suggested a mapping from user through-
put to user experienced quality, which enables to perform
radio resource allocation through the maximization of the
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aggregate utility over all users; the respective utility func-
tion is given by

Ui(Ri) =5 - o

(23)

R, )2 ’
Ws
where Wg stands for the Web page size — note that this
approach can also be regarded as one that aims at ren-
dering the Web page with a service latency lower than
approximately 10 seconds, namely because the ratio % is
intended to correspond to the service response time mea-
sured in seconds.

In the general case, wireless networks provide multi-
services, where video streaming, VoIP, Web browsing and
file download applications are available to the users; conse-
quently, there should be a scheduling concern of providing
high QoE for all of them. For instance, the scheduler pro-
posed in (Liotou et al., |2016|) tries to maintain the past
average throughput values per user, in order to moder-
ate throughput fluctuations; more specifically, the authors

adopt the following scheduling rule:

1+ (11.77 42261 -

(24)

Noticing that this approach is application-unaware, it has
the advantage that there is no need for the scheduler to
know which service each user is using. On the other hand,
and since QokE is also application-dependent (as mentioned
in Section 7 scheduling strategies should be adjusted
in order to take into account the particularities of each
service. For instance, the work presented in (Liu et al.
2012)) proposes a NUM-based scheduling scheme, in which
different utilities functions are adopted for each service —
the authors consider mapping functions based on through-
put plus packet loss regarding video streaming, the delay
is regarded as the relevant parameter for VolIP, whereas
the QoE of Web browsing and file download applications
are based on service response time and throughput, re-
spectively. This scheduling algorithm was assessed for two
operation modes, namely one that aims at maximizing the
sum of all users’ QoE and another with the optimization
target of maximizing the sum of the logarithm of the users’
QoE — it is claimed that the latter mode improves the fair-
ness among services without a great impact on the average
QoE. The resource allocation scheme described in (Wang
et al., 2017)) also aims at maximizing the average QoE
regarding multi-services; the authors devised a personal-
ized strategy, in which QoE is evaluated not only using
QoS factors, such as throughput, packet loss rate or de-
lay, but also considering a predicted user preference based
on contextual factors (e.g., the registered age, gender and
occupation of the user, time of the day, day of the week,
duration of the content and its popularity, etc.). |Anand
and de Veciana] (2017)) designed a scheduling method which
takes into consideration the mean flow delays in multi-
service systems. More specifically, they propose a frame-
work based on the Gittins index to solve the optimization



problem given by

inf {Z Asfs(ds) |d™ € D} ,

where the d™ = [d],...,d%] denotes the mean delay vec-
tor realized by the scheduling policy 7 (for all S services)
from the feasible delay region D, i.e., the set of possible
mean delay vectors considering all policies; with respect to
service s, g stands for the arrival rate, ds represents the
mean delay experienced and fs(-) corresponds to the cost
function that reflects the respective QoE sensitivity.

In (Sacchi et al) 2011), a wireless resources assignment
method is presented that also has the goal of providing a
similar QoE among all users (which have miscellaneous re-
quirements for video, voice and data services), namely by
making use of game theory concepts, as well as minimum
throughput requirement and packet loss probability of the
different services, in order to maximize the minimum QoE.
A scheduling procedure is proposed in (Xin et al., 2014}
with respect to instant messaging service, which can in-
corporate video chat, audio chat and text chat subser-
vices, and where a user may launch several subservices
at the same time (e.g., multiple text chats and an audio
chat). More precisely, the authors adopt the average de-
lay of image, voice and text flows as the base metric to
quantify QoE, along with a method in which the sched-
uler computes, without feedback from the terminals, the
probability that a user is focusing on a certain subservice
(taking into account the subservice type and its serving
quality), thus regarding the one with the higher probabil-
ity as the representative service. Based on this premise,
the scheduling scheme first looks up for the user experi-
encing the poorest QoE of the representative service and
then allocates resources for one subservice of this user; re-
garding this last step, a random approach is devised, such
that even though the representative service has a higher
chance of being prioritized, the other subservices will not
be starved (which also helps to handle inaccurate estima-
tions of the representative service).

It is important to stress that even though the previous
approaches aim at ensuring that all users have an identical
QoE (system fairness), this might lead to undesirable sit-
uations: for instance, when one user is requesting a very
demanding service or is experiencing very poor channel
conditions, a QoE-fair scheduler would allocate more re-
sources to this user and eventually force the majority of
the remaining users to have a poor experience. On the
other hand, a scheduler that maximizes the average per-
ceived quality (system efficiency) could also sacrifice some
users by not providing them, at least, an acceptable QoE.
For this reason, and regarding multi-service systems, some
works proposed solutions that try to offer a trade-off be-
tween system fairness and system efficiency (Deng et al.|
2014} |Fei et al.l 20155 [Monteiro et al., 2015} |Rugelj et al.
2014} [Hori and Ohtsukil |2016) — although these works
are somewhat similar, their differences deserve to be high-
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lighted, which will be done in the following paragraph.

According to the scheme introduced in (Deng et al.l
2014), the users are served following an MT fashion un-
til all of them have the respective minimum throughput
requirement satisfied (it is assumed that QoE is estimated
by taking into account solely the throughput of video, au-
dio and file download applications); in the following step,
the resources are allocated to the users that can achieve
the best QoE gain. In (Fei et al., 2015)), the proposed
scheduler performs the same first step as the previous so-
lution, i.e., users are served following an MT fashion until
all of them have the respective minimum throughput re-
quirement satisfied; afterwards, the remaining resources
are allocated in a fair manner such that almost the same
quantity is assigned to all users. In (Monteiro et al.l|2015)),
the proposed algorithm serves the users following an MT
fashion until a predefined number of users is satisfied by
having a QoE equal or greater than a certain threshold
(it is assumed that throughput can be mapped into QoE);
afterwards, the remaining resources are allocated to the
users with the lowest QoE. [Rugelj et al.[ (2014) presented
a method that searches for the users with the minimum
QoE and assigns resources to them; this process is re-
peated until each user is considered satisfied according to
the respective minimum QoE (the authors adopted map-
ping functions based on throughput plus packet loss re-
garding video streaming and audio applications, whereas
for Web browsing applications the considered relevant pa-
rameter was service response time); next, the remaining
resources are allocated following an MT fashion, with the
proviso that users that achieve a very high satisfaction
threshold are excluded from being further served. The ap-
proach of Hori and Ohtsuki| (2016|) is very similar to the
previous one, with the main difference that all users are
considered satisfied according to the same QoE threshold
(the adopted mapping functions are also slightly different,
namely delay is now used as relevant parameters for audio
applications); this criterion might be less realistic than the
previous one, in the sense that users often expect a differ-
ent level of satisfaction for different services.

More recently, |[El-Azouzi et al.| (2019) proposed a
scheduling strategy that prioritizes video streaming over
other applications; in particular, resources are allocated
to video users according to the policy

Z(Rinin _ Ez) . Ri;

R* = argmax
ReR

(26)

however, if the average throughput of all the video flows
is above their respective throughput requirement (i.e.,
V; 1 R; > R™n) then the spare resources are assigned
to non-video traffic, thus improving the system utiliza-
tion. The work of |Chandrasekhar et al.| (2019)) also treats
video delivery in a special way, namely by using real-time
network-based machine learning classifiers, which make
use of standard unencrypted packet headers in order to
not only detect the service type of different flows, but also
to estimate the player status regarding video streaming



Table

2: Passive End-user Device Strategies.

E timizati based
Application Reference QoP optimization based on Additional comments
Throughput ‘ Packet loss rate Delay
Shehada et al| (2011) X
Thakolsri et al.| (2011) X
Video bitrate is assumed to
Yu et al.| (2018 X
— u ct al ) be adjusted to match the
Piamrat et al.| (2010) X X achievable throughput.
Ju et al|(2012) X X
Video Ai et al. (2012) X X
streaming Wirth et al.| (2012) X
Seyedebrahimi et al.| (2014) X
Pastushok and Turlikov| (2016) X
Hsieh and Houl (2018) X Video bit'rate constraints are
[— L taken as input parameters.
Chandur and Sivalingam| (2014) X X
Li et al.| (2016) X X
Khan and Martini| (2016)) X X
VoIP Chen et al.| (2015al) X
Web browsing Ameigeiras et al.| (2010) X
Liotou et al.| (2016) X Application-unaware solution.
Liu et al.| (2012) X X X A b
i t imizing t
Wang ot al] (2017) X X X Qg]rill at maximizing the average
Anand and de Veciana (2017) X
Sacchi et al.| (2011) X X Attempt to provide similar
Xin et al.|(2014) X QoE.
D t al.| (2014 X
Multi-service er%g ot al { )
__|Fei et al|(2015) X Try to offer a trade-off between
Monteiro et al.| (2015)) X providing similar QoE and
Rugelj et al. (2014) X X X maximizing the average QoE.
Hori and Ohtsukil (2016) X X X
El-Azouzi et al.|(2019) X Lo . .
—— — Prioritize video streaming.
Chandrasekhar et al.| (2019) Buffer estimation through packet inspection.

users; the authors claim that their framework is able to
provide an enhanced video QoE (with an acceptable im-
pact on other non-video services), namely by increasing
the prioritization weight of users detected as being expe-
riencing a rebuffering event.

4.1.8. General Considerations on Passive End-user De-
vice Strategies

The previous overview demonstrates that the research
community has made some efforts to present scheduling
methodologies that enhance the QoE of the users and
which rely on measurements that can be carried out solely
at the base station side — these strategies are summarized
in Table[2l In accordance with the popularity achieved by
video streaming services over the last years, the majority
of the works proposed QoE-oriented scheduling solutions
taking into account this type of service. Moreover, many
of these works aim at allocating resources with the goal of
proving interruption-free video; however, their approach
may still be inefficient: for instance, consider a user that,
at a certain scheduling period, has a large amount of data
stored in the respective buffer — e.g., the user had paused
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the playback for a while and, in the meantime, the buffer
stored some dozens of seconds of video; if, by following the
previously mentioned algorithms, this user is prioritized,
then this scheduling decision occurs in a situation where
the respective video could be played smoothly during some
time, even if this user was not served. Accordingly, this
user is being favored over others that might have nearly-
empty buffers and, if not served, will experience playout
stalls.

Many proposals also addressed the multi-service case, in
which the adopted objective functions have a dual role: not
only they have to capture the particularities of each ser-
vice regarding QoE by using relevant metrics that enable
to accomplish that goal (e.g., throughput plays a central
role when designing QoE-oriented schedulers for the video
streaming service, whereas delay is of prime importance for
VoIP applications), but also the different objective func-
tions establish a trade-off regarding the different services,
namely which service should be prioritized and when this
should occur. For instance, users that are performing web
browsing or large file downloads may not perceive a QoE



degradation if the respective service delay is slightly in-
creased; hence, considering a congested system, it may be
beneficial to prioritize applications such as video stream-
ing or VoIP, so that their QoE is not affected or is even
increased. On the other hand, considering uncongested
systems, scheduling more resources to the latter applica-
tions would enhance their QoE only marginally if these
applications are already properly served; in this situation,
it would make more sense to allocate the remaining re-
sources to web browsing or large file download applica-
tions. Therefore, the choice of objective functions that are
able to meet simultaneously the two aforementioned goals
turns multi-service QoE-oriented scheduling in a tougher
challenge when compared to single-service systems. In ad-
dition, there is also another issue that usually arises within
multi-service systems, namely the need for the scheduler
to know which service each user is using, a requirement
which either involves detecting the service type through
packet inspection or entails an extra cooperation between
the application-level server and the scheduler.

4.2. Active End-user Device / Passive User Strategies

One way to enhance the subjective quality perception of
a service is to perform QoE assessment as close as possible
to the end-user and to report this information to the base
station. In this way, there is a higher degree of confidence
regarding the influence of the scheduler adjustments ver-
sus the QoE improvement, since more accurate QoE met-
rics can be used. However, this type of scheduling algo-
rithms require feedback channels for QoE measurements
reporting. For instance, the Dynamic Adaptive Stream-
ing over HyperText Transfer Protocol (DASH) technol-
ogy, also known as MPEG-DASH (ISO, 2014)), and its
extensions standardized by the 3" Generation Partner-
ship Project (3GPP) for DASH use over wireless networks
(3GP-DASH) (3GPP}, |2019b) already incorporate specifi-
cations about how relevant QoE parameters (e.g., video
buffer level) can be reported to the server — it is note-
worthy to mention that one of the goals of this technology
is to cope with variable network conditions, such as those
caused by wireless link quality variations, namely by defin-
ing how different representations (with different bitrates)
of the same multimedia content can be split into smaller
segments, which can be independently decoded by a client,
and how the clients can select and retrieve these segments
from a DASH server; accordingly, a DASH client is able
to switch seamlessly between different representations dur-
ing a streaming session, an adaptation which, for example,
enables to minimize the impact of throughput fluctuations
on playout stalls, thus enhancing the QoE.

In the scheduling strategies described in this subsection,
the end-users devices are regarded as clients that are able
to measure and to report to the base stations the QoE
metrics that will be be taken into account by the scheduler,
while the user itself does not perform any action.
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Figure 6: Flowchart of an active end-user device / passive user
scheduling algorithm for video streaming that runs on top of tra-
ditional schedulers (Wamser et al., [2012; [Pervez and Raheel, [2015)).

4.2.1. Video Streaming

The buffered playout time (at the end-users devices) of
YouTube videos is considered in (Wamser et al., |2012; Per-
vez and Raheel, 2015 in order to generate signaling events
when the buffered video playout time drops below thresh-
old t, or goes above threshold t, (t, > t3), cf. Fig. @
in the former case, video flows are tagged as being in
a critical state, thus the scheduler prioritizes the respec-
tive packets; when the buffered playout time of a critical
video flow becomes greater than t,, it is relabeled as a
normal flow and the scheduler allocates resources accord-
ing to any scheduling policy (e.g., MT, PF, etc.). This
methodology, which is intended to run on top of tradi-
tional scheduling algorithms, is not proactive regarding
overall QoE improvement, i.e., instead of aiming at QoE
amelioration for all users at all scheduling instances, this
scheme only prioritizes video flows when QoE impairment,
namely a playout stall, might be imminent as a result
of a buffer that is becoming empty. Another scheduling
method that attempts to avoid QoE degradation is pre-
sented in (Seetharam et al., |2015)), in which the goal is to
maximize the minimum buffered video playout time among
all users. On the other hand, a more proactive approach
can be adopted, in order to also try to enhance the users’
overall QoE. For instance, |Liu et al.| (2015) proposed a
scheduler that considers QoFE o Dz\;os’ where Djros is
a positive value that denotes the overall perceived quality
deterioration, which is not only based on ongoing rebuffer-
ing events, but also takes into account past playout stalls;
accordingly, and in order to provide a fair QoE, the user
with the highest Dj;og is prioritized in each scheduling
period — still regarding the fairness issue, a protection
mechanism is also conceived so that a user is not contin-
uously prioritized over the others for more than a certain
amount of time.

In general, the aforementioned scheduling techniques do
not take advantage of the higher throughputs that can be
attained by the users that are experiencing better channel
conditions — if these users are better served, then the aver-
age perceived quality (system efficiency) may be improved,
provided that the users that are experiencing poor chan-



nel conditions can still achieve a satisfactory QoE. Hence,
some scheduling procedures have been devised that make
use of the reported buffer level and aim at increasing the
system efficiency regarding QoE. In (Joseph and de Ve-
cianay, 2014), the following scheduling rule is proposed for
radio resource assignment:

R* = arg maxz hi(v;) - Ry, (27)

RER <

where v; stands for an indicator of risk of violation of
rebuffering constrains by the i*" user and hY(-) denotes
a non-negative Lipschitz continuous function such that
lim, o0 hY (V) 00, hY(v;) = 0 for all v; < v for some
constant v (typically set as zero), and is strictly increasing
for v; > v — the authors suggest an algorithm in which
the parameter v; is updated, in each scheduling period,
symmetrically with respect to the buffered playout time
of user ¢, denoted from now on as B;, i.e., v; is roughly a
linear decreasing function of B;. Some proposals have also
been presented which are based on the PF technique, in
the sense that they follow the PF scheduling behavior but,
whenever the buffer level of some users starts running low,
they also carry out a smooth behavior transition in order
to allocate more resources to these users. For instance, the
scheduling technique introduced in (Navarro-Ortiz et al.)
2013]) — which was also adopted for multicast systems by
Yuan et al.| (2017) — aims at prioritizing users with low
buffer levels, with the proviso that these users will not con-
sume an excessive amount of resources; this goal is pursued
by the scheduling rule

R* = argmax Z %L(Bi), (28)

ReR i 7

where L(-) denotes a decreasing logistic function — hence
L(B;) is upper bounded for low B;, thus avoiding a mo-
nopolization of the resources by one or more users with
low buffer levels. In (Ramamurthi and Oyman) [2014), the
variation rate of the buffer level is also taken into account
when performing resource allocation, with the purpose of
a continuous adjustment of the scheduling priorities in or-
der to prevent low buffer levels in the first place; the cor-
responding resource allocation decision is as follows:
ZieXp{m Ti},
LY

R* = argmax (29)

ReR

where 7); represents a parameter that determines the time-
scale over which rebuffering constrains are enforced for the
i*™ user — this parameter reflects the current buffer level,
in the sense that the authors suggest an algorithm that
scales n; to prioritize users with low buffer levels — and T;
corresponds to a video-aware user token parameter, which
should increase or decrease whenever the variation rate of
the buffer level is below or above a certain threshold, re-
spectively. The strategy proposed in (Singh et al.l |2012])
also tries to provide fairness in terms of rebuffering per-
centage (i.e., the percentage of the total streaming time
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spent rebuffering); accordingly, the respective scheduling
decision is given by

R; M- R; )
R* = arg max — + ——€&x min — Ji Vi
%en E (Ri F p{&(f, fi)}
(30)
N, rebuf,i 3 N
s TR0

1, otherwise
where F; corresponds to the size of the video frame that the
it? user is downloading, f; stands for the number of video
frames in the buffer of this user, and fy,i,, which is tunable,
represents the minimum number of frames that each client
should have in the buffer; the variable pcp.f, denotes the
rebuffering percentage of the i*" user, Ny corresponds to
the total number of connected users, whereas p and £ stand
for other tunable parameters of this scheduling algorithm.
It is noteworthy to mention that even though the pre-
vious scheduling strategies exploit the higher throughputs
that can be attained by some users, this approach might
still be inefficient — for instance, prioritizing the user that
is experiencing the highest throughput may not imply that
the respective buffer level will have a great increment (e.g.,
this user could be requesting a very high quality video);
therefore, it might be more efficient to serve other users
which can store a higher amount of playout time in their
buffers, in order to better obviate the occurrence of stalls.
This approach is followed by the scheduling algorithm in-
troduced in (Rodrigues et al.,|2018)), namely by considering
explicitly the predicted buffer level variation of the user i,
AB;, according to the resources that could be allocated to
this user:

1
argmang, if 35: B; < Q
arg max Z . otherwise
Rer <~ Bi

where ) denotes an emergency state threshold (somewhat
equivalent to the critical state of Fig. @, which is activated
when one or more users have a buffered playout time lower
than €, i.e., this emergency condition is useful in prevent-
ing some users from suffering from starvation (a situation
which would give rise to playout stalls).

Some authors also presented scheduling techniques that
follow a methodology that is different from what was seen
so far; more precisely, the algorithms proposed in (Pu
et al.| 2012} [Essaili et al., |2015; [Zhao et al.l |2015; L1 et al.|
2017; [Kumar et al.} |2017)) adopt a proxy-based approach,
in which not only users with low buffer levels are priori-
tized, but also the proxy is able to modify the request of
a client and serve a video segment with a lower bitrate,
namely if this last procedure is able to avoid impending
playout stalls. In spite of the fact that the use of this type
of proxy is very helpful in maximizing considerably the
number of interruption-free transmissions, there are also



Table 3: Active End-user Device / Passive User Strategies.

QoE optimization based on

Application Reference Additional comments
Buffer level | Other
7Wamser et al.£2012) X Run on top of existing
Pervez and Raheel (2015)) X schedulers (less proactive).
Seeth t al.| (2015 X
cetharam et al| ( ) Attempt to offer similar QoE.
Liu et al.| (2015) Playout stalls
Navarro-Ortiz et al.| (2013
Joseph and de Veciana| (2014) A .
= : ] im also at maximizin
Vide? Ramamurthi and Oyman)| (2014) throughput. &
streaming Yuan et al.| (2017)

Singh et al.| (2012)

Playout stalls

Rodrigues et al.| (2018))

Tries to maximize buffer filling.

Pu et al.|(2012)

Essaili et al.| (2015)

Zhao et al.|(2015)

Proxy-based solutions.

Li et al.| (2017)

R IR R Rl R R Rl Rl e

Kumar et al.| (2017)

Web browsing Szabd et al.| (2016)

Delay & Page state info.

Multi-service

Nguyen et al, (2017)

Delay, Packet loss rate & Jitter

some issues that arise and that must be considered before
implementing it: first, the video streaming system needs
to provide a seamless switching between different bitrate
representations, of the same multimedia content, during a
streaming session (e.g., a DASH-based approach could be
followed); secondly, a client may not be willing to accept
a bitrate representation which is different from the one it
requested (for instance, although the DASH specifications
foresee the case where alternative representations could be
admissible at the client side, this option can only be used
if the client activates it first).

4.2.2. Other Applications

Turning the attention to applications other than video
streaming, a wireless resources redistribution algorithm is
proposed in (Szabd et al., [2016]) for web browsing, where
the page state information is adopted as one of the in-
puts of the scheduler — more specifically, the proposed
method subtracts some capacity from a client when the
respective web page enters the “interactive” state, i.e.,
when something first renders on the screen and the re-
spective user can start browsing; afterwards, the liberated
resources are redistributed to those clients that have web
pages in the “loading” state, i.e., the initial downloading
part where the respective users are awaiting something to
be displayed and which corresponds to the most sensitive
period in terms of QoE. |Nguyen et al| (2017) presented
a scheduling strategy for real-time services (especially for
voice, but it can also be used for video flows), which fol-
lows a PF-like approach with the addition of a multiplying
term that takes into account a QoE metric computed at
the devices and reported to the scheduler (this QoE metric
depends on the delay, packet loss rate and network jitter);

thus, the users that have higher a QoE have a higher prob-
ability of being prioritized under this scheduling algorithm,
which could pose some difficulties in terms of fairness.

4.2.83. General Considerations on Active End-user Device
/ Passive User Strategies

As can be inferred from the QoE-oriented scheduling so-
lutions overview performed in this subsection, which are
summarized in Table the possibility of reporting rel-
evant QoE metrics, from the users’ devices to a sched-
uler, is mainly useful for video streaming services. More
specifically, the report of information that is only avail-
able at the device, such as the buffer level, enables to
design scheduling algorithms that are more capable of at-
taining the interruption-free video goal, thus providing an
enhanced QoE when compared to passive end-user device
techniques. Moreover, it is noteworthy to point out the
usefulness of using real QoE metrics instead of estimated
ones: for instance, even though a scheduler could try to
estimate the users’ buffer level at the network side (i.e.,
without any buffer level report from the end-user devices
to the network, which would avoid the need for feedback
channels), several factors may sometimes turn this esti-
mation task into a meaningless one — e.g., different initial
playout delays (an information which is usually not known
by the network) lead to different estimated buffer levels,
as well as when a user pauses a video but the respective
video download is not interrupted.

On the other hand, the reported QoE metrics should be
incorporated carefully by the different scheduling methods,
i.e., these should take into account the different states of
each service and should not regard the same information
always in the same way, so that the final QoE is optimized
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Table 4: Active End-user Device / Active User Strategies.

Application Reference

QoE optimization based on

Multi-service

Lee et al.| (2014)

Aristomenopoulos et al.| (2010)

Users’ quality preference indication

Users’ satisfaction feedback

— for instance, consider a scheduler that prioritizes the
users that have a low buffered playout time; noticing that
a playout stall is usually more annoying than a slightly
longer initial playout delay, this scheduler should refrain
from giving a high priority to those users that are start-
ing a video download (although their buffer level is closer
to zero), because otherwise this could entail a lack of re-
sources for already existing flows.

4.8. Active End-user Device / Active User Strategies

As mentioned in the Introduction, humans have the de-
cisive judgment about the received service quality. There-
fore, scheduling strategies that exploit direct and conscious
inputs of the users have the advantage of knowing their
preferences and if they are satisfied with the service. On
the other hand, these approaches require that end-user
devices are capable of receiving the necessary user inputs.
The strategies described next (and summarized in Table
adopt this active user approach.

Aristomenopoulos et al.| (2010) presented a QoE provi-
sioning method that enables users to indicate their pref-
erence in a dynamic and asynchronous manner concerning
the instantaneous perception of the service performance.
To attain this goal, a Graphical User Interface (GUI) dis-
plays and captures the users’ options (increase or reduce
quality), the feasibility and the repercussions of their act
(cost). When the preference of a user is manifested, the
features of the utility functions are dynamically adjusted,
in order to exploit the NUM theory by enabling the smooth
incorporation of users’ subjective decision in the resource
allocation process. A QoE-aware scheduling framework is
proposed in (Lee et all |2014) to maximize the average
amount of satisfied users, where it is assumed that users
can feedback one bit to express their degree of satisfaction.
Since the decisions taken by the users have a direct influ-
ence on the QoE enhancement process, non-trivial fairness
constraints are also added so as to prevent starvation.

4.4. Other QoE-oriented Scheduling Methods

All the previous scheduling algorithms addressed the
downlink scenario, with the goal of maximizing the ag-
gregate experienced quality of all users within one cell
of a single operator. Nonetheless, QoE-aware scheduling
methods can enhance the wireless resources management
in other scenarios, such as the uplink direction, the multi-
cell case, under heterogeneous, cognitive radio, relay and
MIMO networks, as well as when dealing with energy-
related issues.
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4.4.1. Uplink

A resource scheduling framework for live video uplinking
is proposed in (Essaili et al.,2011)), in which more resources
are allocated for popular contents while ensuring a certain
QOoE level (based on throughput) for the less popular ones.
Wu et al.| (2012)) presented a QoE-driven scheduler for up-
link unicast video delivery (intended for surveillance sys-
tems), in which the required throughput and delay are the
main factors taken into account by the resource allocation
scheme. In (Song et al |2014)), a QoE-based joint resource
allocation method is proposed for uplink scenario of LTE
networks that make use of carrier aggregation, where the
assessment of the users’ QoE satisfaction degree is per-
formed by a resource cost, link reward and utility function
designed by the authors. The works presented in (Con-
doluci et al, 2017, [Liu et al., |2018) address haptic tele-
operation over wireless networks and introduce new allo-
cations algorithms regarding the scheduling process in the
uplink direction, which aim at improving the QoE by re-
ducing the communication delay. With respect to disaster
scenarios, and assuming that base stations are mounted on
Unmanned Aerial Vehicles (UAVs), an uplink scheduling
procedure is proposed in (Ranjan et al.,[2018) that has the
goal of enhancing the QoE of critical users (i.e., those that
are in danger positions or have low battery power), so that
they can better communicate with the outside world.

4.4.2. Multi-cell

The scheduling strategies mentioned up to this point
consider the situation where each base station serves as
an independent scheduler. However, a centralized network
controller can be adopted in order to improve the QoE of
those users that can connect to more than one base sta-
tion. The works presented in (Zheng et al.l 2014} |Cho
et al., 2015) addressed the inter-cell interference problem
and devised QoE-oriented resource allocation techniques
that aim at enhancing the users’ satisfaction and fairness,
especially for cell edge users. |Kim et al.| (2015) proposed
a QoE-aware scheduling algorithm that also incorporates
admission and handover procedures (to neighboring base
stations), in order to try to ensure that video streaming
users that connected previously to the network maintain
at least an acceptable QoE (namely by taking into account
the buffer level). In (Miller et al.,[2015)), the resource allo-
cation problem is considered for a high number of simul-
taneous video streaming sessions within a dense wireless
network scenario, in which a central scheduler has the goal
of providing the allocation configuration (among all base



stations) that enables to improve the users’ QoE.

4.4.8. Heterogeneous, Cognitive Radio, Relay & Multi-
user MIMO Networks

Only single operators have been considered so far, but
some research has already been done regarding heteroge-
neous wireless networks, where users have the desire of
being connected to the best accessible networks accord-
ing to each user application specifications and personal
preferences. For instance, Toseef et al.| (2011) adopted a
game-theoretic approach as a framework for user satisfac-
tion based wireless resource scheduling with various ser-
vice providers, different sorts of users and several service
categories. In (Jailton et al. |2013), a QoE-based han-
dover architecture is presented for heterogeneous mobile
networks, which has the goal of providing seamless mobil-
ity in multi-operator and multi-access systems while ensur-
ing that users have the best possible connection in terms
QoE. Regarding mobile traffic ofloading, a method to im-
prove the QoE of video delivery, which incorporates a col-
laboration between Wi-Fi hotspots and LTE base stations,
is proposed in (Seyedebrahimi and Peng), 2015)), where the
subjective quality assessment is based on video playback
discontinuities. Morel and Randriamasy| (2017)) devised
a QoE-based scheduling algorithm that aims at enhanc-
ing the video delivery over heterogeneous mobile networks,
namely by limiting the inter-cell interference experienced
by some users. The work presented in (Abbas et al., |2017])
addresses the real-time traffic splitting across cellular and
Wi-Fi heterogeneous networks (focusing on video stream-
ing applications) and provides a solution for resource al-
location that enhances QoE while reducing delay and en-
ergy consumption (namely of mobile terminals). Regard-
less of each specific scheduling solution for heterogeneous
networks, all of them have a major difference when com-
pared to the traditional scheduling methods: as depicted in
Fig.[7 an extra entity is required — indicated in the figure
as “Coordinator” — as well as extra signaling is needed, in
order to ensure a proper QoE-oriented scheduling in all in-
stances, namely when performing inter-network handover
or traffic splitting. Since different networks can make use
of different technologies, or can even be associated with
different service providers, it is also not possible, within
heterogeneous networks, to make use of a single sched-
uler and apply the traditional scheduling solutions. Hence,
not only each network has its own scheduler, but also the
“Coordinator” has the complex task of coordinating these
schedulers (which usually includes conveying relevant QoE
information among them), in order to enhance the users’
QoE or maintain at least an acceptable QoE.

Device-to-Device (D2D) systems can also benefit from
QoE-aware approaches. In a somewhat similar fashion to
the heterogeneous case, D2D networks also require a “Co-
ordinator” unit (as well as extra signaling) for an effec-
tive QoE-oriented scheduling. More specifically, not only
this unit is responsible for collecting information sent wire-
lessly from the devices (thus the extra signaling is less re-
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Figure 7: General architecture for heterogeneous network manage-
ment.

liable than the wired one of heterogeneous networks), but
it also performs important scheduling tasks, such as which
and when D2D pairs can access the channel or which data
should be conveyed by each device. In (Zhu et al., 2015a)),
a QoE-driven allocation technique is proposed for video
streaming through D2D transmissions, where the wireless
resource scheduling goal is to enhance the time-averaged
quality of video streams transmitted over D2D communi-
cations, while constraining the number of stall events for
each stream. [Hong et al.|(2017)) devised a QoE-aware D2D-
based mobile task outsourcing, in which the cellular mobile
equipments cooperate so as to perform computational in-
tensive tasks; a special node within the cellular network is
responsible for the D2D task scheduling, where the maxi-
mum wait time of each task is adopted as the main QoE
influence factor. A management procedure is presented
in (Biswash and Jayakody), [2018) for mode switching be-
tween base station approach and D2D communications,
where QoE parameters are the basis for the switching de-
cisions, as well as for the inclusion, or not, of a third-party
terminal to assist a D2D transmission. In order to provide
greater flexibility within D2D systems, Sawyer and Smith
(2019) proposed the categorization of D2D users into dif-
ferent groups (based on their practical application or ser-
vice), which enables to define a suitable utility function
for each group, followed by a solution for QoE-oriented re-
source allocation, which is formulated as a dynamic Stack-
elberg game that considers multi-criteria decision making.
With respect to vehicular networks, some works provide
QoE-driven frameworks, namely for video-on-demand over
urban vehicular networks (Xu et al. 2013), for scalable
video streaming over cooperative Vehicle-to-Vehicle (V2V)
and Vehicle-to-Infrastructure (V2I) communications (Yaa-
coub et all 2015)), as well as with the goal of reducing the
transmission delay of vehicular security applications (Ding
et al., [2018).

QoE provisioning schemes can also be used when ad-
dressing other wireless resources scheduling problems, such
as in cognitive radio networks. It is noteworthy to men-
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Figure 8: Dynamic availability of wireless resources within cognitive
radio networks.

tion that, on the one hand, the opportunistic spectrum
access of cognitive radio approaches can lead to an in-
crease of the total available wireless resources that can be
scheduled for the secondary users, but, on the other hand,
the resources allocated to the secondary users can be re-
occupied by the primary users at any time. Hence, not
only this leads to an unstable availability of wireless re-
sources for the secondary users (as depicted in Fig. , but
also this dynamic behavior poses an additional challenge
to the wireless system scheduler. Jiang et al.| (2012) de-
veloped a channel assigning algorithm for the transmission
of multimedia content over cognitive radio systems, where
the base station allocates available channels to secondary
users according to the respective QoE requirements (de-
lay and multimedia content quality). A jointly design of
spectrum sensing and access policies for multi-user QoE-
oriented video delivery within cognitive radio networks is
presented in 7 in which the goal is to
achieve fairness among the users while maximizing the av-
erage QoE (which is based on throughput). [Zhang et al.
addressed networks where different types of base
stations are deployed to exploit a heterogeneous spectrum
pool, containing licensed and harvested spectrum, in order
to propose a game-theoretic approach that solves the prob-
lem of optimizing the global users’ satisfaction (based on
their throughput requirement) by jointly optimizing spec-
trum sharing, user scheduling, and power allocation in a
decentralized manner. A framework is devised in
that has the goal of managing the inevitable
spectrum handoff within cognitive networks while provid-
ing seamless multimedia content streaming and QoE en-
hancement (namely by taking into consideration the delay
and the quality of the multimedia content). In
, a QoE-oriented dynamic channel access procedure
is presented in order to handle the sharing of spectrum
between licensed and secondary users; the scheduler takes
into account the type of service that is being requested
by the secondary users (either delay sensitive or not) and
aims at minimizing the average queuing time of the re-
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spective packets. (2019) proposed a QoE-driven

rate control and resource allocation scheme for cognitive
Machine-to-Machine (M2M) communication; the authors
focused on how to maximize the QoE of all M2M pairs,
namely by employing a stochastic optimization model in
which the user-perceived application quality metric is as-
sociated with data rates.

With respect to wireless relaying in cognitive radio net-
works, and by considering QoE indicators (relay buffer
status) rather than traditional QoS indicators, |Wu et al.
showed that better user experience can be achieved
with sub-optimum system capacity. Reis et al.| (2010)
considered multi-hop wireless networks and introduced a
scheduling algorithm that jointly performs an optimiza-
tion of multiple video, audio and data streams transmis-
sion based on certain QoE targets. The works presented in
(Xiang et al., 2017; [Fan and Zhao, 2018) developed cross-
layer resource allocation schemes for two-hop and ad hoc
networks, respectively, where the goal of both works is to
enhance the QoE by minimizing the end-to-end video de-
livery time. In (Bethanabhotla et al| [2016)), an efficient
system is proposed for video streaming over a wireless sys-
tem composed by a large amount of wireless helper equip-
ments with multi-user MIMO capabilities, where QoE met-
rics like video quality and rebuffering percentage are used
to optimize the transmission scheduling of users at each
base station. Other examples of QoE-based scheduling
for multi-user MIMO systems are given in
2012; |Chen et al., 2017), where user selection procedures
based on transmitted rate and delay are proposed in or-
der to maximize the average multi-service satisfaction de-
gree. With respect to Virtual Reality (VR) over multi-
user MIMO networks, Huang and Zhang| (2018) devised a
resource allocation technique based on a maximum aggre-
gate delay-capacity utility function, which aims at reduc-
ing the delay between user motion and the presentation
of multimedia content, as well it aims at maximizing the
number of connected VR users with an acceptable QoE.

4-4-4. Energy-related Issues

The “green” networks is also a domain where QoE-
based wireless resources management can have an impor-
tant role. For instance, proposed a frame-
work to optimize the power allocation at the base station
side, in which the adopted utility function — formulated

as
Ui; <Zpi,n>

where p; ,, stands for the allocated power to the ™ user on
the nt" sub-channel and M OS; denotes the MOS of the it®
user — aims at providing a balance between energy effi-
ciency and QoE for video streaming users.
devised a power allocation optimization method regard-
ing the QoE for multi-services, which is intended to solve
the following problem (where the goal is to minimize the

_ MOS,
Zpi,n ’

(33)



overall power consumption, while ensuring a good level of
perceived quality to each user):

minimize Pigtal = E g Din
7 n

subject to ¥, (me> > MOSi min,  (34)

Ptotal S Pmax
Din Z Oavi,n

where Piota1 represents the total power allocated to the
users, Ppax corresponds to the system maximum power,
U, (-) denotes the mapping relationship between p; ,, and
a MOS value regarding the multimedia service chosen by
the " user, and MOS; min represents the minimum ac-
ceptable MOS also concerning the multimedia service cho-
sen by the i*® user. In (Gabale and Subramanian, 2014]),
an “energy-source” based method for delivering multime-
dia content asynchronously is presented, which adjusts
the consignment of delay-tolerant content according to the
time intervals where the renewable energy is available, i.e.,
it tries to balance the service provider energy costs and
the QoE (namely the delay) experienced by users. An
approach to power-cycle base stations and to control the
playback of video streams is presented in (Draxler et al.
2014), where the goal is to reduce the overall energy con-
sumed by the base stations while maintaining a high QoE
for the users. A framework to reduce small cell energy
consumption contingent on QoFE restrictions has been pro-
posed in (Sapountzis et al.; |2014]), where an analytical in-
vestigation is performed regarding the trade-off between
switching off underloaded base stations and the perfor-
mance degradation experienced by the users. An energy
efficient resource on-off switching framework for a cellu-
lar network comprising a femtocell at the cell edge of a
macrocell is investigated in (Farrokhi and Ercetin) 2016)),
where the goal is to minimize the energy consumption of
the cellular network while satisfying a desired level of QoE,
which is defined as buffer starvation probability of a mobile
device. In Kotagi and Murthy| (2019), an energy-efficient
scheduling technique is devised in order to decrease en-
ergy consumption of wireless systems, such as heteroge-
neous networks and dense femtocell networks, as well as
to mitigate the cell edge interference, in which a QoE-
driven strategy considers resources demand at every pool
(instead of solely depending on the signal-to-noise ratio)
before shifting a user from one pool to another. | Xu et al.
(2019) proposed a resource and re-association scheduling
method based on Benders’ decomposition to decrease the
energy consumption within Wireless Local Area Networks
(WLANS), namely by aggregating users to fewer Access
Points (APs) and by turning off many APs without com-
promising the users’ QoE as well as the network coverage.

With respect to terminals energy consumption, in (Cser-
nai and Gulyas, [2011), a framework is presented that
decreases the energy used by mobile equipments during
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video delivery over WLANS, in which a QoE-based algo-
rithm makes an estimation of the video quality perceived
by a user and adapts the sleep periods of the wireless
device so as to enhance the power efficiency while pre-
serving video quality. [Ksentini and Hadjadj-Aoul (2012
proposed a novel approach for energy conservation in mo-
bile terminals regarding VoIP flows over WLANSs, namely
by tuning the sleep intervals according to the user QoE.
Schedulers that make use of the discontinuous reception
method for LTE systems have been proposed in (Szab6
et al., 2014; Mushtaq et al., |2015) (with the latter focus-
ing on VoIP applications), which can provide battery sav-
ing for the terminals without degrading the QoE of the
services, namely the delay perceived by a user. In (Hong
and Kim| 2019), a scheduling policy is proposed to save
energy of mobile devices via optimal transmission schedul-
ing of mobile-to-cloud task offloading, which considers sev-
eral QoE domains in order to capture the energy-latency-
pricing trade-off. |Gao et al.| (2019) also addressed compu-
tation offloading but with respect to UAV cloud system,
namely by devising a resource allocation algorithm with
heterogeneous QoE support which is able to enhance the
energy efficiency of the UAVs. As previously mentioned,
Abbas et al.| (2017) proposed a method that reduces en-
ergy consumption of mobile terminals regarding cellular
and Wi-Fi heterogeneous networks.

4.4.5. General Considerations on Other QoE-oriented
Scheduling Methods

The scheduling strategies mentioned in this subsection,
which are also summarized in Table [f] clearly show that
QoE-aware decisions are useful in a vast field of resource
management regarding wireless communications. On the
one hand, these scenarios (other than the downlink di-
rection with respect to a single base station) introduce
some particularities that must be taken into account if one
wants to adopt the techniques that were presented in Sec-
tions and — issues like, e.g., the exchange of
information between different wireless technologies when
heterogeneous networks are considered, or the dynamic na-
ture of cognitive radio networks, among others, can lead
to a more challenging scheduling scenario. On the other
hand, the same particular characteristics can also provide
new tools that enable to leverage the users’ QoE — for
instance, the handover procedure that is available for the
centralized approach of the multi-cell scenario (namely for
those users that can be served by more than one base sta-
tion simultaneously) can be activated with the purpose of
liberating resources from a base station, thus enabling that
additional users are able to achieve a higher QoE.

Still within the scope of other QoE-oriented scheduling
methods, it is noteworthy to mention that the QoE might
also be improved if some scheduling decisions are conveyed
to the users, such as by giving the option of saving energy
at the terminal side at the cost of, e.g., a slightly inferior
video streaming quality.



Table 5: Other QoE-oriented Scheduling Methods.

Scope References
Uplink 1]:]{ssa.ili et al. (2011); Wu et al|(2012); [Song et al|(2014); |Condoluci et al|(2017); |Liu et al| (2018);
anjan et al.l 2018
Multi-cell theng et al.l q2014D; lCho et al.l 42015]); IKim et al.l 42015]); IMiller et al.l q2015D
Heterogeneous lToseef et al.| (2011); [Jailton et al.l (]2013[); lSeyedebrahimi and Pengl q2015]); lMorel and Randriamasyl
networks (2017); |Abbas et al.| (2017)

Device-to-device
communications

[Zhu et al.| (2015a); Hong et al| (2017); Biswash and Jayakody| (2018); [Sawyer and Smith| (2019)

Vehicular networks

lXu et al.l q2013D; [Yaacoub et al,l q2015D; IDing et al.l q2018D

Cognitive radio Jiang et al.

(2012); [Wu et al.| (2013); He et al|(2016); [Zhang et al.| (2017); [Piran et al. (2017); |Lin |

networks

et al.| (2017);Yin et al, (2019)

Relay networks

[Reis et al|(2010); |Wu et al|(2013); Bethanabhotla et al|(2016); |Xiang et al.| (2017); [Fan and Zhao|

2018

Multi-user MIMO
networks

|Cao et al.| (2012); [Bethanabhotla et al.| (2016); |Chen et al.| (2017); |[Huang and Zhang| (2018)

Base stations energy

[Ma et al (2012 ;ILi et al.| (2012); |Gabale and Subramanian| (2014)); Draxler et al.l

2014);

consumption

apountzis et al.| (2014); |Farrokhi and Ercetin| (2016); |Kotagi and Murthy]| (2019);

Xu et al|(2019)

Terminals energy leernai and Gulyas| (2011

; [Ksentini and Hadjadj-Aoul| (2012

; |Szabé et al.l q2014D; IMushtaq et al.l

consumption (2015); |Abbas et al 2017); |Hong and Kim| (2019); |Gao et al.|(2019)
5. Discussion: Challenges, Issues & Future Direc- 400
tions 350 .
The scheduling methods referred above perform re- . 300 -
source allocation and/or prioritization at the wireless S 250
MAC/physical layer level, which is the scope of this work. Z .00 -
Nevertheless, there are also QoE-aware algorithms that, é [ ]
although taking into consideration the wireless channel g 180 S
specificities, they permit to preserve an entirely standard Yoo - -
and application-layer unaware physical/MAC operation — 5, —
for instance, algorithms that run above the MAC layer and
which arrange suitably the order of the d.ata units deliv- 2017 2018 2019 2020 2021 2022
ered to this layer; more examples and details can be found B Fixed/Wired B Fixed/Wi-Fi from Mobile Devices

in (Bianchi et all |2010; Ramamurthi et al., 2014; |Chen|
let all 20150t [Radics et all, [2015; [Borkowski et al.l, [2016};
[Eswara et al. 2016} [Héder et al. 2016} [Kumar et al. 2016}
Tajima and Okabe, 2016} Triki et all [2016} [Zheng et al.]
2017} [Zhang et al., [2019; Kim and Chung} [2019).

Taking into account the scheduling strategies surveyed
herein, video streaming is clearly the application that can
benefit more from QoE-aware schedulers. In addition, this
will keep being an important topic of research, since not
only video streaming is now the most popular application
on the Internet, having been responsible for 59% of the
entire mobile data traffic at the end of 2017, but also it
is foreseen that over three-fourths (79%) of the worldwide
mobile data traffic will be video by 2022 2018).
Moreover, as depicted in Fig. [9 global mobile data traf-
fic will grow 7-fold from 2017 to 2022, a compound an-
nual growth rate of 46%, thus reaching 77.5 exabytes per

[\
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Fixed/Wi-Fi from Wi-Fi-Only Devices [ll Mobile

Figure 9: Global data traffic, wired and wireless 2018).

month by 2022, up from 11.5 exabytes per month in 2017,
which means that mobile data traffic will grow 2.0 times
faster than fixed traffic from 2017 to 2022. On top of that,
some authors already suggested that multimedia services
should be priced based on the QoE rather than based on
the transmitted binary data (Wang and Wang, 2018).

Nevertheless, it was also seen that a scheduling algo-
rithm and its underlying QoE estimation model need to
be careful adjusted for each application, since the user’s
perception regarding different applications is influenced by
different factors. In other words, a “one-fits-all” solution




for wireless resource schedulers is not feasible when QoE
comes into action, as quality expectations are highly ser-
vice dependent, which means that scheduling strategies
should always take into account the intended application.
As a rule of thumb, schedulers should try to avoid buffer
emptiness when dealing with video streaming, they should
reduce the delay as much as possible for VoIP and web
browsing services, whereas if they are unaware of the ap-
plication, then serving the best possible throughput for
each user is the most reasonable option.

Another issue that follows the previous considerations
is that the performance of different QoE-oriented sched-
ulers might not be easily comparable, mainly due to the
fact that a common reference scenario might be impracti-
cal when dealing with different applications. Accordingly,
it is important to clearly identify which are the specific
goals of each solution, in order to determine which ones
can be adopted for the same scenario; otherwise, the per-
formance comparison becomes unfair, even for applications
that appear to be similar — for instance, and considering
the video streaming application, a QoE-based scheduling
algorithm that was expressly adjusted to handle the trans-
mission of certain videos, namely those that are stored in
a repository, might underperform in other video streaming
scenarios, e.g., live transmissions.

It is noteworthy to point out that admission control was
not taken into account by almost all the scheduling algo-
rithms surveyed herein (the work of [Kim et al.|(2015) is the
only exception). Admission control can play an important
role in terms of QoE provisioning, namely by admitting
a new user only if the already connected users and the
new user can have an acceptable QoE. Although it seems
advantageous to jointly design QoE-oriented scheduling
strategies and admission control mechanisms, the vast ma-
jority of the scheduling methods referred above only stud-
ied the impact of the number of users on the QoE; never-
theless, these studies could be used to infer the number of
users that can be accommodated in the wireless network,
thus serving as an input when devising admission control
procedures. On the other hand, only a few authors have
presented admission control solutions that are QoE-aware
— cf. (Chen et al.l [2015; Zhou et al.| 2015} |Qadir et al.
2015; |[Ammar and Varela),|2015; [Ksentini et al.;[2016)). One
possible explanation for the lack of literature about this
topic is the fact that, as found by |Ammar and Varela
(2016) (which evaluated and compared QoE-based admis-
sion control mechanisms), there is an inherent difficulty to
precisely calibrate the algorithms in order to obtain sat-
isfying QoE-oriented admission decisions, namely because
not only the best calibration, but also the overall perfor-
mance of the admission control algorithms varies strongly
with the underlying scenario.

With respect to the three categories of QoE-aware
schedulers addressed in this work, there is still room for
further developments in all of them, but the active end-
user device / passive user strategies are the ones which
might be the focus of attention in the future. The main
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reason for this is that they enable to gather the maximum
amount of relevant QoE information as close as possible
to the end-user without requiring direct and conscious hu-
man QoE inputs; accordingly, they are the clear candidates
to better enhance the performance of QoE-oriented sched-
ulers without annoying the end-user with QoE assessment
prompts. Moreover, with the support of miscellaneous bio-
metric sensors that are being incorporated in smartphones
— e.g., the TrueDepth camera system of iPhone X (Hug-
gins, |2017)), which is able to analyze more than 50 different
facial muscle movements, including attention confirmation
by detecting the direction of the user’s gaze — more accu-
rate QoE data are becoming available at the end-user de-
vice that stem from live human biometric indirect inputs
— like pupil variations and galvanic skin reactions (Shye
et al) 2008), facial expressions (Whitehill et al.| 2008)),
and body gesticulations (Castellano et al., 2007)) — which
can provide a viable online QoE optimization scheme in
a model-free manner (Du et al., [2017). Nonetheless, and
in spite of the fact that there are already several feed-
back mechanisms that allow to report a significant number
of parameters from the end-user devices to the scheduler,
as in the 3GP-DASH standard, important challenges still
arise: which are the relevant QoE parameters and which is
the specific relationship between each one of them and the
user’s subjective perception? Within this subject, machine
learning methods can play a major role, higher than the
one seen so far, as they enable to devise complex models
and learn about non-obvious correlations between the col-
lected parameters and the users’ QoE. In addition, these
computer science techniques are a powerful tool to bet-
ter deal with particular issues regarding mobile networks,
such as phone battery, phone overheat, or data connectiv-
ity costs, which make QoE assessment more demanding
when compared to fixed networks.

Last but not least, QoE evolves over time in the same
manner as technology itself does: for instance, and as illus-
trated in Fig. [I0] although today a user may require super
high definition video content in order to say that he is ex-
periencing a great QoE, some decades ago the same subjec-
tive perceived quality would be true for a TV transmission
with standard definition. Consequently, a scheduler that
takes into account a QoE model that reflects today’s re-
ality may not be the most appropriate one in the future,
meaning that QoE-oriented schedulers will always attract
the research community’s attention.

6. Conclusions

Wireless resources scheduling is starting to become
more user-centric QoE-oriented, replacing the traditional
system-centric QoS-driven approach. Thus, the network
operators, in addition to multimedia service providers, as-
pire to have faithful models that are able to evaluate, fore-
see and even manage QoE, specially for multimedia con-
tent transmissions. This paper provided an extensive sur-
vey about this research topic: first, QoE was explained,
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Figure 10: Example of QoE evolution over time according to avail-
able technology.

namely the factors that influence the user experience, as
well as some QoE estimation methods regarding multime-
dia services over communication systems; next, the evo-
lution of wireless scheduling techniques was presented, in-
cluding QoS-QoE mapping strategies and utility-based op-
timization; finally, state-of-the-art QoE-based scheduling
strategies for wireless systems were described, highlighting
the application/service of each solution, as well as the pa-
rameters adopted for QoE optimization. Since there are
still many issues to be explored and resolved, it is foreseen
that a lot of research activity will surely be performed in
the future, in order to expand the research frontier of wire-
less resources schedulers.
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