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Abstract

The level and quality of automation dramatically affects software testing activities,
determines costs and effectiveness of the testing process, and largely impacts on the
quality of the final product. While costs and benefits of automating many testing ac-
tivities in industrial practice (including managing the quality process, executing large
test suites, and managing regression test suites) are well understood and documented,
the benefits and obstacles of automatically generating system test suites in industrial
practice are not well reported yet, despite the recent progresses of automated test case
generation tools. Proprietary tools for automatically generating test cases are becoming
common practice in large software organisations, and commercial tools are becoming
available for some application domains and testing levels. However, generating sys-
tem test cases in small and medium-size software companies is still largely a manual,
inefficient and ad-hoc activity.

This paper reports our experience in introducing techniques for automatically gen-
erating system test suites in a medium-size company. We describe the technical and
organisational obstacles that we faced when introducing automatic test case generation
in the development process of the company, and present the solutions that we success-
fully experienced in that context. In particular, the paper discusses the problems of
automating the generation of test cases by referring to a customised ERP application
that the medium-size company developed for a third party multinational company, and
presents ABT> , the test case generator that we developed by tailoring ABT, a research
state-of-the-art GUI test generator, to their industrial environment. This paper presents
the new features of ABT,, and discusses how these new features address the issues
that we faced.

1. Introduction

Designing effective test suites requires a significant effort that dramatically affects
both testing and development costs, with a relevant impact on the software development
schedule, the project deadlines, and ultimately the quality of the final product. The
recent advances in automated test case generation and the new tools for automatically
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generating test suites can reduce the effort required to generate effective test suites, and
thus improve the cost-effectiveness of test case generation activities.

Several popular research prototypes (for instance, Randoop [1], JBSE [2], Evo-
suite [3] and SUSHI [4]) and commercial products (for instance, PEX [5] and Parasoft
Testing C/C++ Test [6]) provide good support for automatically generating unit test
suites. The increasing success of test generation tools for unit testing already produced
studies about the issues associated with their adoption in industry [7].

Tools for generating system test cases can address applications in both critical [8]
and non-critical domains [9, 10]. The industrial practice for automatically generating
system test cases for GUI applications offers tools that capture, generalize, and execute
behaviors observed when users interact with the system [11]. Studies about the effec-
tiveness of research prototype tools for generating system test cases provide evidence
of the effectiveness of interesting approaches on medium-scale and small-scale open
source software systems, notably the work on ABT [12], Exsyst [13], WATEG [14],
GUITAR [15], and Gazoo [16].

However, introducing automated system testing solutions available in the form of
research prototypes in industrial software development processes challenges automated
test case generators with problems that can be hardly experienced with medium-scale
and small-scale open source software [17]. Some experiences reported so far refer to
the successful introduction of automatic test case generation tools for unit testing [9]
and REST API testing in industrial settings [10], but there is little attention to the
specific issues that must be addressed to effectively introduce automatic GUI test case
generators within commercial organizations.

This paper reports an exploratory study that investigates the issues that arise when
introducing a leading-edge-research GUI test generator, ABT [18], in a commercial
organisation. ABT generates system test cases by sampling possible GUI interaction
sequences. ABT relies on Q-Learning, a machine learning algorithm, to steer the test
generation process towards relevant functionalities of the target application [19]. In
this paper we (i) introduce the relevant issues that led a software house to consider
an automated approach for generating system test suites, (ii) present the sometimes
unexpected technical and organisational obstacles that prevented the straightforward
adoption of ABT for automatically generating system test suites, (iii) discuss the
technical improvements that we made to overcome those obstacles, and that led to
ABT;, a system test case generator that extends ABT to address the specific industrial
process, and (iv) illustrate the lessons that we learned with our experience and that may
generalise to other commercial applications that share the characteristics of our study.

The study reported in this paper is the result of a one-year pilot technology-transfer
project. It follows an exploratory design because of the initial lack of clear proposi-
tions and hypotheses on the potential constraints that could limit the effectiveness of
ABT in the considered industrial setting. During the project, we faced several chal-
lenges and learned several lessons about scalability, test reporting and oracles that are
specific to the problem of automatically generating test cases, and that represent major
barriers to the adoption of automated system test case generation tools. Interestingly,
we also found that we could largely or totally address the most relevant issues with
domain-tailored solutions that adapt well to the specific business oriented applications
considered in our project, thus reducing the need for difficult-to-find general solutions



that would have significantly delayed the adoption of the test generator.

In the light of the issues that we observed during the project, we extended the
tool ABT with new solutions that exploit the domain specific characteristics of the
applications under test, to produce an effective test generation tool, ABT,, tailored
for testing business oriented applications. Based on the results of our experiments
with an ERP application considered in our project, the study reported in this paper
provides initial empirical evidence that our extensions are the key ingredients to turn
our academic test case generation tool ABT from an ineffective to an effective solution
for testing industrial business oriented applications. Our experience refers to a specific
system testing technology and a specific product under test, and cannot be directly
generalised. However, the challenges that we faced and the solutions that we designed
can be generally relevant for both researchers and practitioners, who might think to
apply similar strategies in different contexts to make automatic system testing more
effective.

In a nutshell, this paper contributes to the state of the art by:

o identifying some important challenges to automatically generating system test
suites in the context of industrial software systems;

e proposing original extensions of the test generator ABT that improve the ef-
fectiveness of the approach for automatic system testing of industrial business
oriented applications. While the core algorithm of ABT refers to our previous
work [18], the extensions reported in this paper are entirely novel contributions
that we present for first time (Sections 4 and 5). The proposed extensions im-
prove the scalability of the GUI exploration strategy of ABT, produce effective
test reports during the test generation process, and support the definition of do-
main specific test oracles;

e presenting the experience of exploiting the proposed extensions in the context of
a case study concerned with generating tests for a business oriented application
developed by our industrial partner.

This paper is organized as follows. Section 2 overviews ABT, the technology that
we identified as a viable test case generation tool for the target industrial case. Sec-
tion 3 discusses the main challenges in introducing automatic test case generation in
an industrial development process by referring to our experience with a medium-size
company that produces software solutions on demand. The section describes the indus-
trial context of the technology transfer project, the challenges that we faced, and the
domain-specific opportunities offered by the application under test. Sections 4 and 5
discuss the solutions to the technical and organisational challenges, respectively. These
solutions led to ABT,, and to the extension of ABT to business oriented applications
that meet the industrial requirements of our project. The sections present the new fea-
tures, and discuss experimental evidence of their effectiveness. Section 6 distills some
key lessons learned that can be useful to researchers and practitioners working on au-
tomatic system testing. Section 7 discusses the main threats to validity. Section 8
surveys the related research efforts, and Section 9 summarizes the contributions of the
paper and outlines our current research plans.



2. AutoBlackTest

AutoBlackTest (ABT) is the test generation technology that we referred to in our
project. In the first part of our exploratory case study, we used ABT to gain sample
data on the extent of the applicability and the limitations of a representative state-of-
the-art test generator, when challenged with the industrial applications considered in
the pilot project. Later in the project, we used ABT as a platform to concretely de-
velop and experience with new test generation strategies that we designed to exploit
the opportunities identified in the project. Our initial experience with introducing ABT
in the industrial context was the driver that enlightens both the challenges and the op-
portunities that we discuss in Sections 3.2, which led to ABT, o that enriches ABT with
new functionalities to meet both technical and organisational industrial requirements.
In this section we introduce ABT to make this paper self-contained. The interested
readers can refer to [20, 18, 12] for a comprehensive discussion of ABT .

ABT generates system test cases for applications that rely on GUI driven interac-
tions based on Q-Learning [19], a learning algorithm that ABT uses to steer the testing
activity towards the most relevant functionalities of an application. In this paper, we
refer to the ABT Q-Learning exploration strategy as Reinforcement Learning based
Strategy (RLS). Q-Learning is extensively used to address the problem of agents that
learn how to interact with unknown environments. Q-learning agents learn how to in-
teract with the environment by iteratively selecting and executing actions, and updating
a model of the system that estimates the utility of the actions according to the reactions
of the environment. Q-learning agents interleave random and model-based selection of
actions, to take advantage of the incrementally build models, and increasingly explore
relevant portions of the environments.

The ABT Q-learning agent computes the utility of actions as the impact of the ac-
tions on the GUI, based on the intuition that the impact of an action on the state of the
application should produce observable effects. Actions that produce relevant unseen
transitions in the GUI, for instance actions that lead to successfully submitting a com-
plete registration form, likely correspond to important interactions, and are thus given
high utility values. While actions that produce negligible or already seen transitions,
for instance actions that repetitively lead to incomplete forms or to error windows that
bring the application back to its initial state, likely correspond to scarcely relevant in-
teractions, and are thus given low utility values. By rewarding actions based on their
impact on the GUI, the ABT Q-learning agent steers the testing activity towards com-
binations of actions that correspond to important interactions, and reduces the amount
of repetitive actions with respect to selecting actions with a purely random process.

The ABT testing process initializes the Q-learning model to the home page of the
application, and builds interactions (i.e., test cases) as sequences of episodes, where
the number of sequences and the length of each sequence are parameters. Each episode
starts from a random state of the current Q-learning model, and executes a fixed number
of actions that are selected according to the e-greedy policy.! The e-greedy policy alter-

1Q-Learning supports several policies, the e-greedy policy is demonstrated to be effective for test case
generation [12].



nates exploration and exploitation. Exploration selects actions never executed before,
exploitation executes the most useful action according to the knowledge accumulated
so far by the agent. In particular, when ABT is in a state not in the Q-learning model
yet, the policy selects a random action (exploration). When ABT is in a state already in
the Q-learning model, the policy executes a random action with probability € (explo-
ration) and the action with the highest Q-value according to the model with probability
1 — € (exploitation), where € is a user-provided parameter.

Executing actions may require some data, for instance, editing a textfield requires
identifying the data to be entered in the field. ABT determines values by using a cat-
alog of values that associates labels, such as email and date, to a set of values, such
as mariani@disco.unimib.it and 20-04-2019. When interacting with an input
widget, ABT analyzes the GUI to determine the label of the GUI that better describes
the values expected by the input widget [21]. For instance, ABT can determine that an
email address should be entered in an input field from the presence of the label email
next to the input widget. When entering data, ABT randomly selects a value from the
set of values associated with the label, email in the example. When the label is not
present in the catalog, ABT selects a string from a default set of values.

Software applications may include complex functionalities that are hard to success-
fully execute using random exploration only. For instance, an application may include
a form that can be successfully submitted only by filling several fields. An execution
that enters values in all the fields of the form and then submits the form has little prob-
ability to be produced randomly. To address these cases, ABT supports the execution
of complex actions, which are short workflows that execute a sequence of actions ac-
cording to a specific strategy. For instance, when an application displays a large form,
a complex action may facilitate submitting the form by entering a value in each field
and then clicking the submit button.

ABT considers the execution of complex actions before applying the standard e-greedy
policy. In particular, if the current state of the application allows to execute a complex
action, ABT selects it with probability pcomplex. If the complex action is not executed,
ABT applies the regular e-greedy policy.

ABT tool is implemented in Java and integrates IBM Functional Tester [22], a com-
mercial capture and replay tool, to interact with the GUI of an application. ABT can
support the same GUI frameworks supported by IBM Functional Tester. The experi-
ence reported in this paper exploits the support for .NET applications. ABT also uses
the free library TeachingBox [23] to handle the Q-learning model.

In our industrial experience, we executed ABT using the e-greedy policy with
€ =0.7 and with pcomplex = 0.5. We initialized the catalog of input values with
35 entries comprised of valid user names, emails and data item identifiers, for instance,
the identifier of an invoice, to satisfy the input fields with domain specific constraints,
and used random strings for the unconstrained input fields. The testing process con-
sisted of 50 episodes, each one composed of 30 actions. We determined the values of
the parameters based on both our experience with the tool [12] and a trial and error
fine-tuning process executed on the target industrial application.

In the next sections, we discuss how we adapted ABT to face the challenges of busi-
ness oriented applications, ending up with extending ABT to ABT, by redesigning
the GUI exploration strategy and extending its test reporting capabilities.



3. Testing Business Oriented Applications: Challenges and Strategies

In a recent joint project between the LTA research laboratory® and an industrial
partner’, we evaluated the benefits of automating the generation of system test suites
for business applications that rely on GUI-driven interactions. In this section we report
the technical obstacles that derive from the complexity of the target application, and
the organizational issues due to the specificity of the software process of the industrial
partner. We discuss obstacles and opportunities offered by the distinctive nature of the
business oriented application targeted in the project, by focusing on scenarios that are
common to many diverse applications and domains, and that can be exploited beyond
the scope of our project to effectively automate the generation of system test cases. We
introduce the business oriented application that we targeted in the project, by presenting
an essential overview and discussing challenges and opportunities for automatically
generating system test suites, effective in the business context.

3.1. Business Oriented Applications: A Sample

We conducted our exploratory study on an application that our industrial partner
selected as representative of typical customized software applications developed on de-
mand for third parties. In this section, we outline the distinctive characteristics of the
selected application, which we refer to as ERP here on. In a nutshell, ERP is an ap-
plication that handles the commercial process of a company by managing data entities
like orders, invoices, shipping activities, and maintenance requests. We illustrate our
industrial experience using a simplified GUI with the same characteristics of the GUI
of the original application, and using examples with realistic although not real data,
due to confidentiality reasons that do not allow us to disclose the original application.

We present the application ERP through its GUI and the corresponding test plans as
designed by the company testers according to the customers’ requirements, to illustrate
the requirements for the automatic test generator.

The GUI of ERP is organized by data entities, following a typical interaction with
the GUI, where users first select the type of entity, such as orders or invoices, and
then manipulate it. Figure 1(a) shows the set of six main data entities through the
(simplified and anonymised) ERP home page. Buttons in the top of the home page lead
to entity specific pages that offer the first tier action sets for the entity types. Figure 1(b)
shows the Invoices page with the top tier actions for entity Invoices, actions that lead to
other pages when selected, for instance the Edit Invoice page illustrated in Figure 1(b).
ERP manages entities that include several data fields editable across multiple tabs, and
editing an ERP entity may require long GUI interaction sequences that can terminate
successfully (Save button) or can abort (Close button). ERP manages six types of
entities, with an average of 20 fields per entity. Editing an entity requires interacting
with five tabs in average.

2LTA - Laboratory for software Testing and Analysis, Universita degli studi di Milano Bicocca
3 A medium company producing customized software solutions on demand operating in the area of North
Italy, whose identity is not disclosed for non-disclosure agreement policies
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Projects Offers Orders Invoices Batches Tickets
(a) Home page
CRM —-0Ox
Projects Offers Orders Invoices Batches Tickets
Invoices X
ID Name Date Action

(b) Invoice page
CRM —Oox
Projects Offers Orders Invoices Batches Tickets
Invoices X
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Client Data "
Invoice Number: Name:
Invoice Name: Surname:
State: | Sent v Email:
Date: | 05/06/2015 Country:

(c) Edit Invoice page

Figure 1: GUI screens of the sample application (adapted and simplified from the original user interface)



New ERP releases are delivered with test plans that are composed of test objectives,
where the test objectives are a set of behaviors exercised during testing, each consist-
ing of interactions executed against the target applications along with corresponding
checks on the validity of the test outputs. Test plans are organized in sections, one for
each tested entity type. A sample test objective for entity invoices is

”when the new invoice button is pressed, a form with five tabs and only
empty fields must be shown to the user”

Test plans are stored as spreadsheets with a sheet for each entity type. A test ob-
jective corresponds to a row in a sheet with three fields (columns): identifier, GUI
interactions, and test checks. The identifier uniquely identifies the test case. The GUI
interactions are the set of interactions that characterise the test, for instance “press the
new invoice button, ...”. The test checks are a set of checks to determine the correct-
ness of the results, for instance “check that a form with five tabs and all empty fields is
shown”.

The ERP test plans resemble the structure of many test plans used in small and
medium size software companies that work with internally established though infor-
mally defined test procedures, and handle the test documentation with common back
office tools, like spreadsheets.

3.2. Challenges and Opportunities

While integrating the test case generator ABT (AutoBlacktest [18], the test gener-
ator that we described in Section 2) in the process of our industrial partner,* we faced
both technical and organisational challenges: (i) the size of the ERP GUI opens a va-
riety of interaction choices, much more than classic benchmarks used in our previous
academic validation, with a strong impact on the effectiveness of ABT, (ii) many fail-
ures derive from incorrect results that can be observed only with non trivial test oracles,
(iii) the commercial practice of the industrial partners requires test reports that consis-
tently match the spreadsheet-style test plans maintained by the organization, which are
not directly compatible with the outputs produced by ABT. While size and oracles
are technical challenges, generating test reports that meet the customers’ standards is
mainly an organisation-specific issue, which nonetheless must be taken into careful
consideration to successfully transfer research to industry.

These challenges generalize to many industrial applications beyond the applica-
tion domain considered in this paper: (i) the difficulty of test generators to cope with
huge, deep and non uniform program state spaces is well-known, (ii) automatic test
generators suffer from the test oracle problem, since they are seldom able to auto-
matically determine the exact expected behavior for the functionalities tested by each
test case, (iii) automatic test generators often fail to meet the required test documen-
tation standards. This section contextualises the impact of these challenges in our
project and discusses some opportunities that can be exploited to address them. In fact,

4 Our target application, ERP, is developed in C# with Microsoft graphical libraries. ABT supports
different programming languages, including C# and the Microsoft graphical libraries used in ERP.



though general solutions seldom exist, industrial business oriented applications can be
addressed with domain specific solutions that derive from recurring design patterns,
which relate the GUI structure to both the business logic and the test requirements of
these applications.

Size of the Interaction Space. The classic structure of business oriented applications
and the many choices that they offer at each interaction step produce an interaction
space that is both extremely large and strictly structured.

As an example at each interaction step, ERP users can interact with 95 different
menus and buttons available in the top menu bar, and with many widgets that become
available in the many displayed windows. Since the top menu bar is continuously
available for interactions, the space of possible interactions grows exponentially with
the length of the interaction sequence, making a dense exploration of the execution
space impossible. The 95 permanently enabled actions in the ERP top bar produce a
space of test sequences with at most five steps that contains more than 7 billion cases,
and a several orders of magnitude larger space when considering also the actions that
become available in the different windows after selecting the menu items. Interactions
sequences with more than five steps, which are common in ERP, exponentially widen
the already giant execution space. Effective test generation strategy must select a rele-
vant subset of test cases.

The main problem of testing GUIs is the huge spaces of interaction sequences that
derive from the combination of windows and actions [24]. Current approaches address
this problem by relying on the availability of some GUI models to assist the identifica-
tion of relevant interaction sequences. For example, White and Almezen concentrate
on complete interaction sequences, defined as sequences that correspond to activities
of direct interest to the user, in turn defined as activities that produce observables effect
on the surrounding environment of the GUI, such as changes in memory, changes in
the behaviours of some peripheral devices, or changes in the underlying software or
application software [25]. White and Almezen’s approach assumes that testers provide
a finite-state machine model that identifies the sets of complete interaction sequences
on which testing shall focus separately. Similarly, Paiva et al. requires hierarchical state
machines to steering the test selection strategy [26]. Yet, Memon et al. require testers
to annotate GUI events with pre- and post-conditions, and identify the initial and goal
states that the test generator shall focus on [27]. Finally, Saddler et a. also relies on
pre-defined constraints to direct the test case generation process [28].

In our project, we failed in proposing these solutions, due to the expertise, costs and
time required to define the models that these approaches require. On the other hand,
we successfully took advantage of the characteristics of the GUIs of the target appli-
cations, GUIs that are organised by data entities, as discussed in the previous section.
We rely on the characteristic organisation of the target GUIs to automatically partition
the interaction sequences into relevant and irrelevant sequences. The solutions that we
discuss in this paper explicitly exploits the specific characteristics of the application
domain, and as such, our work radically differs from the above-surveyed approaches,
which generate test cases for general purpose productivity applications, like Microsoft
Windows, the GVISUAL multimedia database ([25]), Microsoft WordPad ([27]), Mi-
crosoft Notepad ([26]).



We defined an industrially-acceptable solution for the considered application do-
main, by relying on both the structured organization of the GUI and by carefully ad-
dressing operations that depend on long interaction sequences in forms with many input
widgets. The strictly structured organization of the GUI drives the common interac-
tions with the application, thus providing important guidelines to generate meaningful
test sequences, if properly handled. For instance, ERP users follow goal-oriented in-
teraction patterns that correspond to the GUI organization. The top menus partition
the interaction space according to the primary goal of the interactions, for instance
users add orders by navigating across windows enabled after selecting the order menu,
and unlikely move to windows entered through top tier actions alternative to the order
menu before completing the overall add operation. Thus the execution space contains
many interaction sequences that do not correspond to reasonable interactions, and test
case generators that explore the execution space without considering this information
produce enormous amount of almost useless test cases.

Graphical menus partition the functional logic. In most business oriented appli-
cations, top tier menus gather the operations that manipulate each type of data
entities, and thus menus partition the functional logic of the application in areas.
For example, the menus in Figure 1 indicate that the functionalities to manipulate
invoices are accessed with action sequences that start with menu Invoices. This
common type of GUI structure is designed to facilitate the users to easily navigate
and operate on different data entities. Test generators can exploit this structure to
mitigate the combinatorial explosion of interaction sequences that the test genera-
tor may produce, by both focusing on interaction sequences that start from distinct
graphical menus, and ignoring the sequences that include actions that jump across
different menus before completing any operation. This simple heuristic can largely
reduce both the size and complexity of the execution spaces to be sampled.

We frame our second observation by defining the concept of minimal interaction
sequence for a meaningful use of a system functionality as the sequence of GUI ac-
tions that must be necessarily executed to exercise a functionality relevant to the user.
The goal of testing is to maximise the set user-relevant functionalities exercised when
executing the test suite. State-of-the-art randomized test generation strategies, which
range from purely random strategies [29, 30] to approaches interleaving random deci-
sions with heuristic decisions [18], are less and less effective in producing test cases
that exercise all relevant functionalities when the length of the corresponding minimal
interaction sequences grows. For example, state-of-the-art randomized test generation
strategies can effectively generate test cases that exercise the functionalities that corre-
spond to minimal interaction sequences of two actions, for instance simple CRUD op-
erations like deleting an invoice. They are much less effective in generating test cases
that exercise functionalities that correspond to long minimal interaction sequences, for
instance CRUD operations like modifying an invoice. For instance, the minimal inter-
action sequence for deleting an invoice consists of selecting the menu Invoices in the
screen in Figure 1(a), and then clicking Delete in the the screen in Figure 1(b). In con-
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trast, the minimal interaction sequence for modifying an invoice consists of selecting
the menu Invoices in the screen in Figure 1(a), clicking Edit in the screen in Figure 1(b),
executing a sufficient number of fill-in interactions with the input fields, and then click-
ing Save in the screen in Figure 1(c). In a nutshell, state-of-the-art randomized test
generation strategies can effectively produce test cases for the ’delete invoice’ opera-
tion, but not for the *modify invoice’ operation.

To give a concrete feeling of the impact, the length of the minimal interaction se-
quence of operations that modify data in ERP ranges from 8 to 38 steps. When the
probability of picking up a specific action is close to 1%, such interaction sequences
are singularities in the execution space, hard if not impossible to exhaustively cover
with randomized strategies. For instance, a ten hour run of our test generator ABT
against ERP generated test cases that exercised most of the short minimal interaction
sequences, but hardly executed any operation whose minimal interaction sequence in-
volved more than three actions. In particular, ABT easily explored different selection
orders of the graphical menus, but never executed the interaction sequences to modify
the data entities in ERP.

Long interaction sequences derive from many input widgets. Operations that de-
pend on long interaction sequences, such as operations to create and modify data
entities, are very challenging for automatic test case generators. Long interaction
sequences often derive from forms with many input widgets to be filled-in. For in-
stance, the simple input form to create a new invoice of Figure 1 (c) includes eight
input fields, and input forms with tens of input fields are common in industrial
business oriented applications. Handling input forms as special entities can largely
improve the effectiveness of test case generators, by increasing the probability of a
form to be completely filled-in before being submitted.

Test Oracles. Effective test cases pair test inputs with relevant test oracles that can
detect misbehaviours with respect to specific users’ expectations.

Several state-of-the-art test case generators, such as Pex [5], JBSE [2], Evosuite [3],
BiTe [31], and AFL [32], focus on computing test suites that exercise the set of execu-
tions of the applications under test as thoroughly as possible, mostly referring to code
coverage metrics as indicators of testing thoroughness. These approaches do not gen-
erate test oracles, thus can reveal only blatant failures, that is, uncaught exceptions and
system hangs, which represent a small fraction of failures that software companies aim
to reveal with in-house testing. Some techniques generate assertions to reveal regres-
sion failures in future releases of the software. Such assertions are useful for regression
testing, but not for testing new and extented functionalities.

For example, the large majority of the test requirements in the original ERP test
plan include checks of the correctness of the execution that require inspecting the GUI
and the database state, and cannot be identified by simply detecting uncaught excep-
tions and system hangs. Common examples of checks included in the original ERP
test suite are: to make sure that graphical menus, buttons, and text fields appear with
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correct labels and can or cannot be modified in given screens and application states; to
ensure that data change operations result in correct updates of the corresponding tables
in the database; to check that the application visualizes the expected subsets of data
items from the many items in the database, according to filters set in the input forms.
Checks like these go beyond the revealing capabilities of simple implicit oracles that
reveal only uncaught exceptions and system hangs.

The problem of designing cost-effective test oracles has been largely investigated
in the last decades [33]. Oracles are often provided as assertions embedded either in
the test scripts, as in Junit, or in the code in the form of contracts [34, 35]. Many
approaches generate oracles from formal or semi-formal specifications, when avail-
able [36, 36]. Yet other approaches infer test oracles from informal specification in
natural language [37, 38]. Regression testing derives oracles by monitoring the exe-
cution of the software under test [39], while dynamic analysis infers invariants [40] or
models [41] that can be used as test oracles.

Unfortunately none of these approaches applied well to our context: code was given
without either embedded assertions or any formal specifications, regression oracles
were not sufficient, and dynamic analysis oracles were largely insufficient to represent
the properties of the test plans of our industrial partner. Nonetheless, although we
could not automate the test oracles, we mitigated the cost of manually checking the
test results while executing the test suites, by automatically producing test reports with
data about the effects on both the GUI widgets and database tables. These data were
relevant for the manual inspection of the software requirements, and for post mortem
analysis of the failures.

Small sets of outputs capture most relevant classes of non-blatant failures. There
often exists a well identified and relatively small set of output data that capture
the most relevant classes of non-blatant failures. In fact, many test requirements
are concerned with checking the correctness of either attributes of widgets that
frequently appear in the GUI after some operation, for instance graphical menus,
buttons, text fields and data grids, or database changes produced as a result of
an operation. For example, an entry of the ERP test plan requires to check that
selecting the menu Invoices leads the GUI to display an editing panel Invoices that
visualizes all the buttons as shown in Figure 1 (b), and to check that filling the
input form of Figure 1 (b) with valid data and saving it leads to inserting a new
record in the database table INVOICES, with data consistent with the data in the
form. Thus, augmenting the output of the test generator with custom test reports
that include the relevant data from both affected GUI widgets and affected database
tables could effectively assist testers in the identification of the relevant failures.

Test Documentation. In the industrial context of customised software developed on
demand, such as the ERP case, a fundamental requirement for the test reports is to
map the test results to the test objectives in the test plans (which in turn map to the
requirements). In fact, in many industrial sectors, software companies ask for test

12



reports that help testers easily identify both tested and not-yet tested functionalities, to
efficiently plan the test campaign and deployment plans: Reports that include detailed
information about the tested functionalities are necessary to integrate a test generator
in an industrial testing process.

The traceability between requirements and test cases is well supported when test
cases are derived from the requirements [42, 43, 44], but becomes a hard problem
when test cases are automatically generated by sampling the input space on the imple-
mentation. State-of-the-art test case generators document the generated test suites as
(i) executable test scripts that instantiate the test inputs, (ii) uncaught exceptions and
system hangs experienced while executing the test scripts, and (iii) statement coverage.
Unfortunately, mapping the generated test cases to the system functionality by manu-
ally replaying each test script almost nullifies the benefits of using a test generator, and
deducing the missed functionality by identifying inputs that lead to uncovered code can
be extremely hard.

Mapping between actions on widgets and test requirements suggest mapping from
test results to system functionalities. The neat mapping between actions executed
on the widgets in the GUI, such as clicks on graphical menus and buttons, and
relevant classes of test requirements, such as validating GUI screens and database
changes, provides useful information for test reports. Pairing the actions executed
on GUI widgets with relevant results on both other widgets and database tables
simplifies the identification of the tested and untested test objectives, as well as the
comparison between test results and test oracles.

In summary, our experience highlights that (i) graphical menus partition the func-
tional logic of many business oriented applications, (ii) long interaction sequences of-
ten derive from forms with many input widgets to be filled-in, (iii) often a small set of
output data captures the most relevant classes of semantic failures, and (iv) the map-
ping between actions on widgets and test requirements provides useful information for
mapping test results to system functionalities.

4. GUI Exploration Strategy

We addressed the main technical challenges of introducing automatic test case gen-
eration in industrial settings by exploiting the opportunities offered by (i) the partition
of the functional logic induced by the menus defined in the GUI, (ii) the relations
among action sequences induced by complex input forms, (iii) the relation between
outputs and semantic faults, and (iv) the mapping between test results and system func-
tionalities induced by the widget—test requirements mapping.

In this section, we present the new strategy that we defined to efficiently explore the
execution space though the GUI, by exploiting the first two opportunities listed above,
and discuss experimental results that confirm the effectiveness of the new strategy for
the considered class of applications. Section 5 presents the contributions related to the
other opportunities.
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4.1. The SSRLS GUI Exploration Strategy

ABT;( extends ABT with a new Semi Systematic RLS (SSRLS) exploration strategy
that substitutes the ABT RLS strategy with a systematic exploration of the GUI in two
cases:

o Menu-driven constraints: SSRLS constrains RLS to enforce a systematic parti-
tioning ([45, 46]) of the generated test cases in groups, based on the items in the
graphical menus of the GUI, such that each group of test cases starts accessing
a graphical menu and then exercises only actions associated with the initially-
accessed menu. Thus, SSRLS prevents useless and time consuming exploration
of the many irrelevant interactions sequences that jump across different graphical
menus.

o [nput-form constraints: When dealing with input forms SSRLS supersedes RLS
and executes complex actions that properly fill out and submit the input forms,
thus increasing the coverage of the functional logic of the application under test,
and avoiding the useless and time consuming exploration of too many incorrect
completion of forms before correct submissions.

In a nutshell, SSRLS combines the ability of reinforcement learning to quickly
reach many different GUI states, with both the ability that systematic testing offers to
optimally partition the execution space and the capability that complex actions offer to
handle the implicit dependencies present in a form-based window.

Algorithm 1 presents the SSRLS exploration strategy by highlighting the steps
added to the ABT RLS strategy: Light grey (steps 3, 4, 6 and 14) and dark grey back-
ground (steps 8 and 9) highlight the statements that implement the partitioning of the
execution space and the ad-hoc handling of input forms, respectively.

The main loop (steps 1-15) generates an episode (a test case) per iteration until the
testing budget is over. The algorithm initializes episodes with a sequence of actions
that reach a randomly selected state of the model learned so far, that is a state observed
while executing a previous episode (step 2). In particular, at the first iteration of the
loop the model is empty, and the algorithm generates an episode from the main page
of the application. In this initial state, no menu action has been executed yet, making
the condition of step 3 evaluate to true, and the algorithm augments the episode with a
menu action (step 4) followed by a sequence of GUI actions selected among the ones
that become dynamically available on the GUI (loop at steps 7-13).

The new steps 6 and 14 of the algorithm disable the possibility of executing actions
on the graphical menus immediately before the main for loop, and re-enable the menu
actions at the end of an episode, respectively. These new steps guarantee that each
generated test case starts with an access to a given graphical menu and exercises only
actions associated with that graphical menu. If step 2 of the algorithm executes an
initial sequence of actions that already includes a menu action, step 3 of the algorithm
prevents including additional menu actions in the current episode. Thus, step 2 of
the algorithm can select the initial sequence of actions of an episode by navigating
the current model, without any additional constraint, since the algorithm maintains the
invariant that current model contains only sequences of actions that previous episodes
selected according to the SSRLS strategy.
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Algorithm 1 SSRLS: the Semi Systematic RLS

Require: RLS: the Reinforcement Learning based Strategy
1: while the testing budget is not over do

2: current_state = RLS(goToARandomState) # reach a random state of the Q-learning model

3 if MenuAction not done yet then

4 current_state = RLS(doMenuAction) # select a menu

S: end if

6: RLS(disableMenuActions) # actions on graphical menus cannot be anymore selected by RLS
7 for 1 ~~ number of actions per episode do

8 if current_state is InputForm AND with some probability 7 then

9: current_state = doFillAndSubmit # Fill and submit the input form

10: else

11: current_state = RLS(doAction) # Execute next action

12: end if

13: end for

14: RLS(enableMenuActions) # actions on graphical menus can again be selected by RLS

15: end while

Support to the partitioning of the execution space (light gray background): An episode starts with a menu action and then
continues only with actions associated with the selected graphical menu.

Support to input forms (dark gray background): The input forms are entirely filled in and submited with probabil-
ity 7.

The algorithm generates episodes of a fixed parametric length, and selects actions
according to the original RSL strategy (step 11), unless differently driven (the grey
background steps that we discuss next).

Steps 8 and 9 of the algorithm control the generation of sequences of actions in the
presence of input forms. Step 8 of the algorithm checks if the current GUI state corre-
sponds to a screen with an input form, and if so, it executes step 9 with some probability
7. Step 9 of the algorithm fills out all the input fields of the form with predefined values
before clicking on the submit button. Step 9 exploits the ABT capability to execute a
set of actions. The probability 7 is a parameter of the algorithm. In the experiments
reported in this paper, we set m = 0.5, after an empirical evaluation of different values
for 7.

4.2. SSRLS effectiveness

We extended the ABT prototype with SSRLS to validate the new approach on the
industrial business oriented application made available by our project partner.
We investigated two research questions related to the effectiveness of SSRLS:

e RQI1: Does SSRLS thoroughly exercise the functionality of the business oriented
application under test?

We evaluate the capability of SSRLS to generate test cases that thoroughly ex-
ercise the functionality of the application under test both in absolute terms and
in comparison to RLS. We measure the effectiveness of the test cases generated
with both SSRLS and RLS based on the frequency with which they execute
different classes actions, with particular attention to actions that depend on long
interaction sequences.
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o RQ2: Does SSRLS contribute to satisfy the test objectives?

We evaluate the quality of the generated test cases with respect to the test plan,
both in absolute terms and in comparison to RLS. We measure the significance
of the generated test cases as the percentage of test objectives (and thus corre-
sponding requirements) that the automatically generated test cases exercise.

We mitigated the impact of randomness by repeating each experiment five times,
and reporting mean values. We could not negotiate a higher number of repetitions with
our industrial partner, due to the cost of the experiments and the limited access to the
ERP application. The stability of results across the repeated experiments convinced
us about the significance of the results in the scope of our exploratory study, but the
limited amount of repetitions does not allow strong claims that our results generalise.

RQI: Does SSRLS thoroughly exercise the functionality of the business oriented appli-
cation under test?

We measure the effectiveness of SSRLS test suites by comparing the amount of
action types that the test cases generated with SSRLS and RLS exercise, respectively.
We identify five main classes of actions that reflect the nature of GUI interaction:

e Menu actions that interact with menus;

e CRUD actions that initiate a CRUD (Create, Read, Update, Delete) operation;
e [nput actions that enter data in input fields;

o SaveKO actions that cancel submissions or submit invalid forms;

e SaveOK actions that submit valid forms.

To thoroughly exercise the functionalities of the application under test, it is impor-
tant to execute both SaveKO and SaveOK actions, many of which are executed only
with non trivial combinations of Menu, CRUD and Input actions that reach specific
windows and states. We measure the effectiveness of RLS and SSRLS test cases as the
amount of executed actions of different types, with specific attention to SaveKO and
SaveOK actions.

We study the impact of the individual optimizations introduced in this paper, by
considering three configurations for SSRLS:

o SSRLS-partitioning that uses only the strategy that restricts the access to the
menus; it corresponds to Algorithm 1, but without the statements with a dark
grey background;

o SSRLS-fillForms that uses the complex action specifically designed to deal with
forms; it corresponds to Algorithm 1, but without the statements with a light grey
background;

o SSRLS that exploits both optimizations; it corresponds to Algorithm 1 with both
the statements with light and dark grey background.
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Figure 2: Execution frequency of interaction sequences of different length
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We generated test cases in overnight sessions of six hours each, which is a practical
timeframe for companies that use continuous testing solutions, using each of the four
strategies: ABT with RLS, and ABT with the three variants of the SSRLS strategy.
Figure 2 illustrates the actions executed with the different test suite as finite state mod-
els that show the sequences of GUI actions that the different test suites execute. The
states identify the type of executed action, and the transitions represent consecutively
executed action types. The weights of the states indicate how often the test cases ex-
ecuted that action type, and the weights of the transitions indicate how often the test
suite executes consecutive action pairs. For instance, the weight 610 of state Menu in
Figure 2 (a) indicates that the RSL test suite executed Menu actions 610 times, and
the weight of the transition from state Menu to state CRUD indicates that the test suite
executes CRUD immediately after Menu actions 227 times. Table 1 completes the
data in Figure 2 by reporting the mean (columns m — values reported in Figure 2) and
the standard deviation (columns s) of the execution frequency for the four considered
strategies (rows RSL, SSRLS-partitioning, SSRLS-fillFroms, SSRLS) and five class of
actions (columns Menu, CRUD, Input, SaveOK, SaveKO).

Table 1: Mean (m) and standard deviation (s) of the execution frequency for the classes of actions

Menu CRUD Input SaveOK | SaveKO
Strategy m s m S m s | m S m S
RLS 610 53 | 378 60 87 31 0 0 7 3

SSRLS-partitioning 43 13 | 484 210 | 477 38 0 0 49 22
SSRLS-fillForms 580 106 | 351 103 55 37 3 4 36 23
SSRLS 66 19 | 575 170 | 251 105 | 32 10 | 116 40

Figure 2 (a) shows the limitations of the RLS strategy, limitations that we discussed
in Section 3: RSL test cases execute many irrelevant length 1 sequences of Menu ac-
tions, and miss many relevant functional behaviors that depend on long interaction
sequences. RLS test cases execute an average of 610 + 378 + 87 + 7 = 1,082 actions,
more than half of which (610) exercise only irrelevant length 1 sequences of Menu
actions.

Figure 2 (a) also indicates that the longer it is the sequence of actions required
to execute an action of a given type, the lesser RLS test suites execute that type of
action. RLS test suites executes CRUD and Input actions, which (in ERP) depend on
interaction sequences of length at-least 2, a mean of 378 and 87 times, respectively,
SaveKO actions, which depend on interaction sequences of length at-least 3, only 7
times, and never executes SaveOK actions, which depend on sequences of length at-
least 8. Table 1 shows that the mutual strength of execution frequencies remains stable
across the considered classes of actions, despite the observation that the data related to
each class of actions are subjected to some variance across the repetition of the RLS
experiment.

The poor results of the RLS test suites depend on the GUI structure of the subject
application, a structure that is misleading for the RLS strategy that executes many
actions that seldom produce significant computations. In fact, we observe that (i) RSL
reinforcement learning assigns high reward values to interactions that cause a strong
discontinuity in the GUI state, (ii) selecting one of the main data entries (top-level
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menu buttons) reaches windows that strongly differ from the currently visualized ones,
(iii) the main data entries (top-level menu buttons) are always executable in the GUI of
the subject application (see for example in Figure 1) . As a consequence, reinforcement
learning always favors selecting the main data entries (top-level menus buttons) over
other actions, thus wasting most of the testing budget in interactions with the top-level
menus buttons, and missing most of the application logic.

Figures 2 (b) and (c) show the individual contributions of the two SSRLS systematic
components. SSRLS-partitioning largely reduces the time that RLS wastes in interact-
ing with top-level menus (SSRLS-partitioning visits the Menu state 43 times compared
to 610 RLS visits) in favour of a high rate of SaveKO Actions (SSRLS-partitioning vis-
its the SaveKO state 49 times compared to 7 RLS visits). Although SSRLS-partitioning
improves over RLS, SSRLS-partitioning test suites still miss many functionalities that
require long interaction sequences: SSRLS-partitioning test suites execute SaveKO ac-
tions that depend on interaction sequences up to length 3, but not SaveOK actions that
depend on longer sequences.

SSRLS-fillForms also improves over RLS, but is still quite ineffective in executing
actions that require long interaction sequences. In fact, SSRLS-fillForms test suites
waste a lot of time interacting with menus (they visit the Menu state 580 times) and
rarely completes longer interaction sequences (they reach SaveKO and saveOK states
36 and 3 times, respectively). However, SSRLS-fillForms test suites improve over
both RLS and SSRLS-partitioning with respect to executing saveOK actions, thanks to
being specifically designed to interact with forms. The analysis of the 3 cases in which
SSRLS-fillForms executed saveOK actions indicates that it can successfully execute
operations that require interaction sequences up to length 5 in ERP.

Figure 2 (d) shows that by combining the two optimization strategies, the test suite
executes many relevant application actions with a significant amount of valid and in-
valid cases: SSRLS test cases execute saveKO and saveOK states 116 and 32 times,
respectively, thus showing a reasonable capability to complete long and useful inter-
action sequences. The two strategies are synergetic: the SSRLS-partitioning strategy
reduces the time wasted in executing action sequences with only menu actions thus en-
abling the SSRLS-fillForms strategy explore long and relevant interaction sequences.
Table 1 further supports that SSRLS is the only strategy that can steadily complete
interaction sequences that lead to execute saveOK actions.

We used the (paired, one tail) Wilcoxon test to evaluate the statistical significance
of the alternative hypothesis that any of the strategies SSRLS-partitioning, SSRLS-
fillForms and SSRLS improve the execution frequency of each action class with re-
spect to RLS, based on the results of our experiments. Table 2 reports the p-values of
each test, with reference to a considered action class (in the columns of the table) and
strategy (in the rows). p-values lower than 0.05 (in bold in the table) indicate statistical
significant improvements. The table indicates that none of the strategies overcomes
RLS with respect to the execution frequency of Menu actions. This is expected and
not particularly relevant, because the execution frequency of Menu actions is reason-
ably high with any strategy, and interacting with menu items does not imply exercising
relevant functionalities per se. The relevant observation is the substantial improvement
of the SSRLS strategy over RLS with respect to the actions of all other classes, and
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for CRUD and SaveOK actions when compared to SSRLS-partitioning and SSRLS-
fillForms.

Table 2: Wilcoxon (paired, one tail) test

Alternative HP that RLS <... | Menu ‘ CRUD ‘ Input ‘ SaveOK ‘ SaveKO
SSRLS-partitioning 0.98 0.16 0.03 1 0.03
SSRLS-fillForms 0.71 0.82 0.98 0.05 0.05
SSRLS 1 0.03 0.03 0.03 0.03

The Wilcoxon (paired, one tail) test indicates the statistical significant values in support of the
alternative hypothesis that the strategies SSRLS-partitioning, SSRLS-fillForms and SSRLS
improve on RLS for the classes of actions

The overall results show that SSRLS can execute not only operations that require
short interaction sequences, such as deleting entities, but also operations that require
long interaction sequences, such as filling-in complex form, thus significantly outper-
forming RLS.

RQ?2: Does SSRLS contribute to satisfy the test objectives?

We measure the thoroughness of SSRLS test suites as the percentage of test objec-
tives that test cases satisfy over the test objectives in the test plan that the testers of our
industrial partner provided to us. The test objectives in the test plan represent the set of
behaviors that are relevant to test according to the test engineers of the application.

Table 3 reports (i) the functional areas of the application (column functional area),
where a functional area is a collection of functionalities designed to handle a same
type of data entities, (ii) the number of test objectives per functional area (column 7est
Objectives), (iii) the number and percentage of test objectives that SSRLS and RLS test
suites executed (columns Satisfied w/ SSRLS and Satisfied w/ RLS), respectively.

The test engineers identified 350 test objectives, the RLS and SSRLS test cases
exercised 42% and 72% of the test objectives, respectively. This result is a clear in-
dicator of the progresses of SSRLS over RLS. The higher effectiveness of the SSRLS
strategy over the RLS strategy is confirmed in every functional area. In our project we
observed that, while test engineers were reluctant in considering the original version
of ABT based on RLS to automatically generate test suites, due to the relatively low
coverage of the test plan that they considered insufficient to improve the overall costs
of the testing tasks, they warmly welcomed ABT,  that achieves reasonable functional
adequacy figures thanks to SSRLS.

Overall, the results of the case study show that SSRLS is significantly more ef-
fective than RLS: it fosters the exploration of deeper regions of the execution space,
and generates test cases that cover a significant portion of the functional logic of the
application under test.

5. Test Reports

In Section 3 we discussed two important challenges related to the inspection of
the output generated by the automatic tests: the need to support the semi-automatic
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Table 3: Coverage of the test plan

Functional area | Test objectives (#) | Satisfied w/ SSRLS (#) | Satisfied w/ RLS (#)
Projects 73 51 (70%) 18 (25%)
Orders 119 82 (69%) 39 (33%)
Invoices 52 32 (62%) 29 (56%)
Tikets 21 20 (95%) 18 (90%)
Modules 10 9 (90%) 6 (67%)
Offers 75 57 (76%) 38 (51%)
Total 350 251 (72%) 148 (42%)

validation of the test oracles specifically designed to detect relevant classes of failures
in the target application domain, and the need to facilitate the evaluation of the test
cases with respect to the test requirements of the applications under test. Solving these
challenges is crucial to make ABT effective in industrial testing processes.

In this section, we present the new test reports that ABT, can produce and we
discuss their ability to assist test analysts in the validation of the test outcomes. We
first exemplify the structure of a sample test report, and discuss the design and the
structure of the test reports in detail, then we present early empirical results on the
effectiveness of the test reports.

5.1. Structure and Content of the Test Reports

ABT;( generates the new test reports in tabular form for the sake of readability.
The test reports indicate, for each generated test case, the actions executed on the GUI
and the corresponding effect on both the GUI and the database. For example, Figure 3
shows a test report that refers to a test case generated with ABT) for the application
presented in Section 3.1. Each row in the table represents an operation that has been
executed with: a sequential number that identifies the operation in the scope of the test
case (column ID); the actions executed on the GUI (column Actions); the effect (i.e.,
the changes) produced by the operation on the GUI and the database (column Outputs).
Each individual change reported in the output starts with a tag that indicates whether
the item that has been changed is an item in the GUI (tag GUI) or in the database (tag
DB).

In detail, the test report in Figure 3 specifies the flow of test case 73, which starts by
selecting the graphical menu Invoices (13.1-Actions), continues by clicking on the but-
ton New invoice (T3.2-Actions) that has appeared in the GUI as a result of the previous
operation (73.1-Outputs), and then concludes by filling out and saving (73.3—-Actions)
the input form visualized at the previous step (73.2—Outputs), which in the end causes
the insertion of a new record in the database table INVOICES (T3.3—Outputs).

A test report like this one has four main qualities:

Intelligible: The descriptions reported under the column Actions consist of labels that
represent high-level domain operations. In some cases, multiple GUI actions can
be grouped into a same logical Action to favour conciseness and abstraction, and
produce reports that can be more easily interpreted by testers.
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Test report of test case T3

ID Actions Outputs

GUI: Window Invoices” in foreground
GUI: Button “New Invoices” enabled
T3.1 Select menu “Invoices GUI Button "View” enabled
GUI: Button “Edit” enabled
GUI: Button "Delete” enabled

GUI: Grid with columns ”ID”, "Name”, "Data”, ”Action” as 3 items

GUI: Window Invoice” in foreground
GUI: Window "Resources” in background
GUIL Button ”Save” enabled

GUI: Button ”Close” enabled

T3.2 Click button ”"New Invoice” as "Sent” enabled

GUI: Calendar ”Date” as 05/06/2015 enabled

GUI Text field "Client Data - Email” as (empty)
enabled

GUI: Text field "Invoice Number” as (empty) enabled
GUI: Text field "Invoice Name” as (empty) enabled
GUI: List field "State” ("not Sent”, ”Sent”, “Replied”)

GUI: Text field "Client Data - Name” as (empty) enabled
GUI: Text field "Client Data - Surname” as (empty) enabled

GUI: Text field "Client Data - Country” as (empty) enabled

Fill field "Invoice Number” as "2015.2”
Fill field "Invoice Name” as “Payment”
Fill field "Client Data - Name” as "’Paul”

133 | Fillfield "Client Data - Surname” as "Red DB: new record in Table INVOICES

Fill field "Client Data - Email” as LABEL=Payment, NAME=Paul,

“paul @red.it” . . .
Fill field "Client Data - Country” as ltaly” EMAIL=paul@red it, COUNTRY=ltaly)

Click button ”Save”

(NUMBER=2015.2,
SURNAME=Red,

Figure 3: A test report generated by ABT; o for the case study application introduced in Section 3

Easy to Validate: The descriptions reported under the column Output are designed
to include the items that usually testers want to check to detect failures, while
balancing completeness and conciseness.

Use of Domain Terminology: Test reports favour the use of domain terminology to
low level technical terminology to simplify the comprehension of the reports
and the comparison of the test results with the test oracles.

Efficient to Inspect: The structure of the test report facilitates the matching between
the test results and the corresponding test requirements.

To achieve these goals, ABT, exploits domain specific information in several
ways. To generate test reports that are concise and intelligible, ABT, groups con-
secutive GUI actions executed on input fields as part of a same logical operation, thus
acknowledging the common characteristic of business oriented applications that rely
on input forms to gather the inputs required for their operations. For example, with
reference to the test report in Figure 3, executing the operation 73.3, which adds a new
Invoice, requires first filling in six input fields and then clicking on the Save button.
The report collapsed all these fine-grained and correlated actions into a single action of
the test report.

To generate test reports that are easy to validate, ABT,, documents the changes
that occur in the GUI and in the database during the execution of the test cases. These
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events are currently detected and reported as specified in the column Outputs of Table 4.
Column Source indicates the GUI widget or the database event that may originate an
entry in the test report. Column Outputs lists the information that is extracted from the
element indicated in column Source (each variable is assigned with the value specified
at the right of the « symbol). Column Format specifies the entry that is added to the
test report. Note that the entry is parametric and some values are filled in with the
information extracted at runtime during test case execution.

The extracted data generally consist of the values stored on the titles and the body
of the most common types of widgets, as well as the changes produced by database
operations. Our experience with industrial business oriented applications suggests that
the above output data is in most of the cases sufficient to validate business oriented
applications against several classes of failures. The collected output data can be clearly
adapted to the specific needs of an application.

We remark that in general, as the data in the test reports are intentionally incom-
plete, validating some test oracles may require manual inspection of the results while
replaying the generated test cases. For instance, to avoid the excessive bloating of the
reports in the presence of execution states that may contain massive amounts of data,
we decided to omit the content of data grids from the report and only include the titles
of their columns. Oracles that check the content of the grid may require replaying a
generated test case to manually inspect the grid.

To generate reports that use the domain terminology, ABT, ( describes the observed
outputs with domain specific terms that facilitate the comprehension of the report, as
shown by the formats reported in column Format of Table 4.

Finally, to generate reports that are efficient to inspect, ABT, produces browsable
test reports. The browsing capability consists of the generation of a list with all the
unique operations executed by the test cases included in a given test report, organized
according to the graphical menus of the application. Figure 4 shows the unique op-
eration list produced by ABT; for a test report generated for the sample application
considered in this paper. It shows the number of test cases executed for each graphical
menu, shows the number of occurrences of each operation in the test cases, and lists
the individual tests that executed each operation.

The unique operation list facilitates the tester in the inspection of the testing activ-
ity that has been automatically performed on each area of the application. The unique
operation list in Figure 4 shows that 15, 18, 27 and 21 test cases have been executed
on the Projects, Offers, Orders, and Invoices menus, respectively. The operations in
a same menu have been covered with different frequencies. For instance, the oper-
ation Invoices.View has been execute 12 times, while the operation Invoices.Invoice
only twice. Finally, the unique operation list also indicates which operation of the test
reports has executed a specific menu aciton. In the example, Invoices.Save has been
executed 4 times in the 21 test cases that covered the Invoices menu. The Invoices.Save
operation occurred as the third operation of test case 73 (shown in Figure 3), as the
eighth operation of the test case 76 and so forth. When clicking on the identifiers,
testers are redirected to the corresponding item of the test report.

Since a test generator may generate many more test cases than the ones that could
be manually inspected, the test reports tend to grow quickly. The unique operation
list produced by ABT), facilitates testers in the inspection of the result produced by
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Source

Table 4: Outputs in the test reports

Outputs

Format

Graphical menu

(M) « the menu title label
(S) « the menu state enabled/disabled

GUI: Menu (M) in state (S')

(B) « the button title label

Button (S) « the button state enabled/disabled GUI: Button ¢B) in state (S
(T) « the field title label
Text field (Iy « the initial value, if any, or (empty) GUI: Text field (T) as {I) in state (S)
(S) « the field state editable/blocked
(L) « the field title label
List field [(V)} < the possible values GUI: List field (L) with values {(V)} as (/) in state

(I) « the initial value
(S) « the field state selectable/blocked

)

Combo-box field

(C) « the field title label

{{V)} « the markable values

{{I)} « the initial values, if any, or (empty)
(S) « the field state selectable/blocked

GUI: Combo-box field (C) with values {(V)}
marked at {(/)} in state (S')

Data grid

{(C)} « the column title labels

GUI: Grid with columns {{C)}

Window

(W) « the window title label

GUIL: Window (W) in (S')

(S) « window in foreground/background

(T) « the table name

Database insert (R) « the inserted record

DB: new record in table (7T) as (R)

(T) « the table name

Database delete (R) « the deleted record

DB: deleted record in table (T') was (R)

(T) « the table name
(R") « the record before the update event
(R) « the updated record

Database update DB: update in table (T') as (R") — (R)

relevant operations, for instance by selectively inspecting the outputs produced by the
execution of a same operation in many different test cases. The unique operation list
also provides a concise reference to quickly identify the functional logic missed by the
test generator and optimize the allocation of additional testing effort.

The implementation of the test report functionality required three main extensions
to ABT: the ability to track GUI output data, the ability to track database changes, and
the ability to generate browsable reports. We implemented the ability to track output
data by simply adapting the GUI exploration component of ABT, . We implemented
the ability to track database changes by adding a monitoring layer that relies on the
standard change tracking functionality available in database servers’. When change
tracking is active, the database server records change data in additional tables of the
database, and ABT,, simply retrieves data from these tables. We implemented the
generation of the reports as the generation of Excel workbooks that mimic the format
of the test plan that the test analysts are familiar with. The test report shows the data
that refer to distinct graphical menus of the GUI on separate spreadsheets®. We de-

SThe interested reader may refer to the change tracking functionality of Microsoft SQL Server docu-
mented at https://technet.microsoft.com/en-us/library/cc280462(v=sql.105).aspx [Last read February 2016].
6The possibility of formatting the reports on a per graphical menu basis is enabled by the SSRLS GUI
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Projects (15 test cases)
Offers (18 test cases)
Orders (27 test cases)
Invoices (21 test cases)
Invoices.New Invoice (8 occurrences)
Invoices.View (12 occurrences)
Invoices.Edit (7 occurrences)
Invoices.Delete (11 occurrences)
Invoices.Invoice (2 occurrences)
Invoices.Resources (6 occurrences)
Invoice.Close (8 occurrences)
Invoice.Save (4 occurrences)
T3.3
T6.8

Figure 4: The unique operation list of the test reports of ABT»: excerpt out of a test report generated for the
sample application of our case study

signed the features for tracking GUI output data and database changes, and producing
browsable reports, by taking advantage of the characteristics of the application domain.
Although designed for the specific domain, these features exploit common characteris-
tics, and can be easily adapted to other environments and processes. Independently for
the generalisability of the overall approach, some components of the approach, such as
grouping actions to foster intelligibility, can be easily reused in other contexts.

5.2. Effectiveness of the Test Reports

We experienced with the test reports of ABT, while working with the industrial
business oriented application made available by our project partner. In this section we
discuss the empirical results on the effectiveness of the test reports.

In the light of the challenges stated in Section 3, we evaluate the effectiveness of
the test reports by investigating the following research questions:

e RQ3: Do test reports suffice to verify test oracles of business oriented applica-
tions?

e RQ4: Do test reports facilitate scheduling additional testing activities?

To answer RQ3, we compare the test oracles manually defined by the testers in the
official test plan to the information tracked in the test reports produced by ABT> g, and
we quantify the portion of oracles that can be verified uniquely based on the informa-
tion in the reports.

To answer RQ4, we qualitatively discuss how the test reports that ABT, o generates
support the definition of additional testing tasks to increase functional coverage.

exploration strategy described in Section 4 that fosters the explicit mapping between test cases and graphical
menus.

25



5.2.1. RQ3: Do test reports suffice to verify test oracles of business applications?

We quantify the effectiveness of the test reports by measuring the number of oracles
that belong to the test plan and that can be checked using the information in the test
reports. In particular, we measure the number of verifiable oracles, that is the number
of oracles defined in the test plan that can be at least potentially verified based on auto-
matically generated test reports, and the number of verified oracles, that is the number
of oracles that can be verified based on the actual test reports of our experiments.

As we discuss in Section 3.1, the test plan classifies the test objectives by entity
type. Figure 5 shows an excerpt of the test plan that exemplifies a test objective for the
Invoice entities. A test objective corresponds to a row in a spreadsheet with three fields
(columns): the identifier of the test objective, the actions that the tester shall perform to
satisfy the test objective, and the checks that the tester shall perform correspondingly.
The checks represent the test oracles. In out experiments, we count each individual
check as an oracle. With reference to the example in Figure 5, to satisfy the test objec-
tive 8.3: Correctness of the form when adding new invoices, the tester shall click on the
button ”New Invoice”, check that (i) the foreground window is ”Invoice” and (ii) The
name of the fields are as expected. Thus, we count two oracles for this test objective.
In this case, these oracles are verifiable, since they can be crosschecked on the outputs
of our test reports, such as, the test report in Figure 3.

Test plan of application ERP
Test objective identifier Actions Checks

- The foreground tab is "Invoice”
8.3: Correctness of the form Click  button - The name of the fields are as in Table 12 of the requirements
when adding new invoices ”New Invoice”

Figure 5: Excerpt of the test plan of ERP: A sample test objective and corresponding checks (oracles)

Table 5 shows the mean results obtained for the different functional areas encom-
passed in the test plan. The table reports both the number and percentage of verified
oracles. The data indicate that we have been able to verify the large majority of the test
oracles, that is, a total of 310 out of the 408 (76%) test oracles.

Table 5: Test oracles satisfaction rates
Functional area | Verifiable oracles (#) | Verified oracles (#)
Projects 81 65 (80%)
Orders 132 100 (76%)
Invoices 56 41 (73%)
Tikets 38 28 (74%)
Modules 16 9 (56%)
Offers 85 67 (79%)
Total 408 310 (76%)

Investigating the missed oracles in further detail, we found that 13% (53 out of 408)
of the oracles could not be verified because they map on execution data that ABT> o does
not currently track in the reports, that is, content of data grids (35 oracles), graphical

26



attributes, such as the color of GUI widgets (6 oracles), and database data not involved
with change events (12 oracles). These oracles may indicate directions to extend the
scope of the tracked data, though the extensions must be carefully evaluated with re-
spect to the balance between thoroughness and conciseness, which we have discussed
as an important aspect of the reports. The remaining 11% (45 out of 408) of the oracles
express test requirements that map on execution data that do not explicitly belong to
the GUI or to the database, such as verifying that an email has been sent or that some
data have been written in a file. Although the test oracles that could not be checked
directly using the test reports require additional testing effort to replay the test cases
generated with ABT, and manually check their results, we believe that this could be
an acceptable cost if limited to a small percentage of the automatic tests, as in our case
where only 24% of the test oracles cannot be checked directly from the reports. Note
that the number of test cases that must be replayed is often significantly smaller than
the number of test oracles that have not been checked because a single test case may
be used to check multiple test oracles.

5.2.2. RQ4: Do test reports facilitate scheduling additional testing activities

To answer this research question, we qualitatively evaluated the cost of pairing the
results in the test reports with the corresponding test requirements in the test plan, so
that additional activities could be suitably defined to cover the missed items. The proce-
dure we experienced consists of the following steps: we scan the test plan sequentially
and, for each test oracle defined in the plan, we exploit the browsing capability of the
test reports to identify whether the operation referred in the oracle has been executed
by some test cases generated with ABT, . For each reached oracle, we further exploit
the browsing capability to explode the list of test actions that executed the operation
associated with the oracle, and used the first action in the list to access the output data
tracked by ABT» after the execution of the test action and manually verify the oracle.

This procedure is similar to other types of methods proposed in the scientific liter-
ature to select representative samples out of the massive amount of test results that can
be produced with a test generator, for example in contexts where testers need to inspect
the generated test cases. For instance, a commonly used strategy is to retain only the
test cases that cover additional branches in the code, based on the order in which the
test generator computes them [5, 17]. Similarly, our experimental procedure samples
the test report by pairing the test results in the reports with the operations that map to
test requirements in the test plan, and selecting the results that correspond to the first
occurrence of each operation.

The results reported in the paper (see Tables 3 and 5) indicate that, out of the test
objectives and the test oracles defined in the test plan, the test cases and the test reports
that ABT, generates successfully exercize more than 70% of the test objectives, and
allow for verifying more than 70% of the oracles related with these test objectives,
respectively.

Inspecting the test reports we have been able to schedule the manual generation
of a set of test cases necessary to cover the test objectives that have not been covered
automatically, and a set of automatic test cases that need to be replayed to check the
test oracles could not been verified from the data in the test report.
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Overall, the test reports enabled the scheduling of new focused test activities with
significantly reduced effort. In particular, we reduced the test effort from the manual
design, execution and inspection of a set of test cases to cover the 350 test objectives
in the test plan, and verify the corresponding test oracles, to:

o the manual design, execution and inspection of a set of test cases to cover only
99 test objectives, since the test cases that ABT, yields automatically already
exercize 251 of the 350 test objectives in the test plan (Tables 3),

o the manual verification of 98 additional test oracles, but by means of test cases
generated with ABT,: the test cases generated with ABT, hit test objectives
that relate to 408 oracles, and 310 of these oracles can be directly verified in the
test reports (Table 5), thus only 98 oracles require to actually replay test cases,

o the validation of 310 test oracles by simply browsing the test reports that ABT o
produces automatically.

Based on these data, we claim that ABT, has been able to significantly reduce
the effort necessary to the design and execute the test cases, and also simplified the
checking process for a large portion of the test oracles. We interprete these results as
a positive indication of the possibility to optimize testing activities using a technique
like ABT; .

6. Lessons learned

In this section, we report the main insights that we gained with the project activity
described in this paper. We believe these insights can be helpful to drive future re-
search effort in system testing and its application to industrial contexts. We describe
our insights as a list of lesson learned.

e Lesson Learned 1 - Automation is necessary but not sufficient. Automation
is highly appreciated in industry because it is a key factor to reduce development
effort and costs. However, automation alone is insufficient to address the real
needs of complex projects and large organizations. In particular, generating test
cases that cover many of the functionalities in an application is useful only if
testers can understand and interpret the testing activity that has been performed
with respect to the test objectives. This is necessary to identify the functional
areas that need to be further tested and checked manually (see the experience
about test reports and oracles reported in Section 5). The only generation of tests
and discovery of failures is useful but of limited value in industrial contexts,
where the adequate validation of all the functionalities of an application is the
priority.

e Lesson Learned 2 - Domain-specific approaches might scale to industrial
systems Automatically testing an application without any information about its
structure and semantics is extremely challenging, and outside the capability of
current automatic system testing techniques. However, we can successfully ex-
ploit domain-specific characteristics to dramatically increase the effectiveness of
testing tools and make them effective in specific domains.  For instance, we
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can use EventFlowSlicer [47] that exploits application-specific knowledge pro-
vided by testers for generating effective test cases, or Augusto [48] that exploits
abstract domain knowledge to efficiently test some features of the target applica-
tion. In our experience, we found useful to exploit the organization of the GUI
in functional areas to make ABT more effective, up to the level of being useful in
business oriented applications (see the extension to the GUI exploration strategy
proposed in Section 4). In the future, domain specific solutions should receive
greater attention from researchers and practitioners.

Lesson Learned 3 - Manually-specified oracles can dramatically increase
the effectiveness of automated test cases Automatically generated test cases
use implicit oracles to detect failures, that is they can only detect crashes, un-
caught exceptions and hangs [33]. The lack of powerful oracles is a major limit
to failure detection. Our experience shown that the failure detection capability
of the generated tests can be dramatically improved by manually specifying a
few automatic oracles that can be checked at runtime (see results for RQ3). Our
experience confirms Esbah, Deursen and Roest’s results about the importance of
human-defined oracles to improve the effectiveness of automated testing [49].
Although this could sometime be perceived as an extra effort for test engineers,
we noticed that once a tool is perceived as useful, for instance because it can
automatically cover many test objectives that had to be covered manually in the
past, industry people are willing to invest their effort in the definition of program
oracles that can increase the effectiveness of the synthesized test cases. Although
our experience has been positive, identifying proper classes of system-level or-
acles that can be exploited by automatically generated test cases still deserves
further research.

Lesson Learned 4 - Cost effective definition of system-level automated ora-
cles is still an open challenge While there are many languages and approaches
to define unit level oracles, such as program program assertions and invariants,
there is a lack of languages suitable for system level oracles. Capture and replay
tools usually support the concept of checkpoint [50], some recent studies inves-
tigate the manually specification of automatic oracles [49, 51], but there is no
complete approach to conveniently and cost-effectively specifying system-level
oracles. In fact, specifying an oracle for a test case requires either the execution
of a complex sequence of interactions with the system under test or the defini-
tion of complex expressions that refer to GUI widgets. Our experience confirmed
that designing system level oracles could be cumbersome. Defining more effec-
tive specification methods for the definition of system level oracles is an open
challenge for the future.

Lesson Learned 5 - Inflexible outputs might be a barrier to tool adoption,
regardless effectiveness In our experience, we obtained the most from ABT
once it has been integrated with the testing process of the organization (ABT5 ).
To enable the integration, it has been of critical importance to produce browsable
outputs that could be exploited to guide the definition of the test strategy and plan
the test effort. Without this integration, ABT would not have been considered for
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adoption. To make the system testing technology successful is thus important to
produce solutions that can flexibly integrate with an organization process, also
in terms of their input/output behavior and reporting capabilities.

7. Threats to Validity

The main threats to internal validity of the results reported in this paper concern
the procedures to collect and analyze data. While the tool was experimented in an
industrial context by professional developers and the data are the direct consequence
of such activities, the authors of the paper collected and analyzed the data. To mitigate
the possibility of introducing any bias in this process, we defined the procedures and the
analyses as objectively as possible, severely limiting subjective judgment. The paper
describes the processes to allow third parties to replicate the process for different tools
and subject applications.

Due to constraints imposed by the industrial context, it was impossible to replicate
each experiment more than 5 times per configuration. Although a higher number of
repetitions may generate results with higher stability, we observed an already good
level of stability of the results across executions, so this limitation is not likely to affect
the main conclusions of our study.

The nature of our study introduces some straightforward threads to the external va-
lidity of the results. Our goal was to investigate the adoption of ABT in an industrial
scenario, and the experience reported in the paper is specific to the considered context:
the company, the test case generation tools, and the software products. Still, our ex-
perience generated interesting insights that combined with similar studies can create a
useful knowledge about the challenges that must be faced when a GUI system testing
technology is used in industrial projects.

8. Related Work

System test case generation techniques can automatically generate test cases that
stimulate an application under test using its GUI. These approaches can address a range
of platforms and GUI technologies, including desktop, Web, and mobile applications.

The test case generation process can be guided by different strategies. Several
techniques are model-based, that is they first generate a state-based model of the GUI
of the system under test and then generate test cases that cover the model according to a
criterion . The model is usually extracted by ripping the GUI of the application [15, 52]
, and the test cases can be generated according to different criteria, such as covering
sequences of events [53], sequences of interacting events [52], or data-flow relations
among event handlers [16].

Other techniques use search-based solutions to generate test cases that are optimal
according to a given goal, for example satisfying a code coverage criterion [13]. Other
approaches simply generate test cases randomly or by combining random choices with
strategies that influence randomness [12, 30]. Our research prototype, ABT, uses Q-
learning to steer the testing activity, which would be random otherwise, towards the
most interesting areas of the application. In this paper, we have discussed our expe-
rience with introducing ABT in the software process of a medium size company that
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develops software for third parties. We selected ABT because we wanted to avoid
model-based solutions, which can generate many infeasible test cases when the func-
tionalities under test require long interaction sequences to be executed [54], like several
functionalities in our commercial system. Moreover, among the techniques that do not
generate tests by covering a model, our past results suggested that ABT was an effective
solution [12, 18].

So far, only few studies considered commercial applications and the integration of
automatic GUI testing solutions with the development process of a professional orga-
nization. A study that considers commercial software is the one by Bertoli et al. [30]
where the fault-revealing effectiveness of several GUI testing techniques is compared
using Motorola smartphones as subject applications. Want et al. also empirically in-
vestigate the effectiveness of several Android testing techniques with a number com-
mercial apps [55]. These studies focus on the comparison among techniques and do
not consider the issue of introducing these techniques into the production process of
an organization. Contrarily, our experience reports challenges and insights about the
industrial exploitation of a GUI testing solution. Although our observations cannot
be generalized to every organization and every application, and data from many other
similar experiences are necessary to better understand the difficulties of introducing
automatic GUI testing in industry, the experience reported in this paper represents a
first step towards understanding the relationship between industry and automatic GUI
testing.

In our experience we faced both challenges that are well-known to the scientific
community and challenges that gained little attention so far. In particular, we faced
the problem of dealing with the explosion of the execution space, which is a problem
present in almost every non-trivial application, but is exacerbated by the size and struc-
ture of commercial applications. We found that exploiting explicit information about
the GUI and the structure of the application under test might improve the scalability of
existing approaches, as reported also by Saddler and Cohen [28].

We also faced the oracle problem [33], which is a hot research topic. While research
is mostly focusing on automatically generating program oracles [56], in our experience
we realized that manually specifying the oracles might be cost-effective, but we also
realized the lack of languages and approaches to cost-effectively specify them.

Finally, the effective integration with the development process requires tools that
can both produce proper outputs and suitably document the performed activity. The
work about automatically documenting test cases focused on the generation of code-
level documentation for unit test cases [57, 58]. In this work, we explored the gener-
ation of reports that can be easily interpreted by testers in terms of functional require-
ments that are/are not adequately tested. The solution that we defined is deemed rela-
tively cost-effective in the specific context of our experimentation. Indeed, designing
automated approaches that further improve efficiency and efficacy is an open challenge
that deserves great attention in the future.
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9. Conclusions

In this paper, we describe our experience in introducing a leading-edge research
technology for automatically generating system tests, in a business oriented organisa-
tion, by discussing the introduction of ABT for automatically testing a business appli-
cation. As a result of our experience we identify several open challenges that must be
faced to effectively address large industrial applications. The most relevant ones are
(i) scalability, that is automatic system testing techniques must scale to large applica-
tions composed of many windows and functionalities that require complex input data
to be executed, (ii) reporting, that is automatic system testing techniques must gener-
ate test reports that can be easily interpreted according to the test requirements of the
application, and (iii) oracles, that is automatic system testing must be able to detect
wrong outputs in addition to crashes.

Our experience indicates that it is possible to tailor effective system testing solu-
tions to the characteristics of the application under test. In our industrial context, we
exploited information about the structure of both the GUI and the test plan to extended
ABT to cope with the identified challenges, leading to the development of ABT; . Our
results show that ABT» ( can reduce the effort necessary to test the system, by overcom-
ing the main limitations that we faced with the original version of ABT. We illustrate
the elements that led us identifying and implementing the improvements needed for
introducing the approach in production, and discuss the open challenges towards a rou-
tinely approach for automating the generation of system-level test suites.

An exploratory case study is a preliminary step toward general solutions, which
serves to generate research hypotheses for specific and focused causal research. Thus,
we do not claim that our current results directly generalise to all contexts. Nonethe-
less, the experience that we report in this paper provides important empirical evidence
about effective automation of system testing in industrial settings. The industrial study
that we discuss in the paper indicates that oracles, efficient exploration of the interac-
tion space, and generation of useful reports are critical enabling factors for transferring
leading-edge approaches for automatic test case generation into the production line.
The solutions that we developed to address these issues pave the way towards archi-
tecting industrial-strenght system test case generation approaches.

Currently our industrial partner can autonomously run ABT, on the ERP appli-
cation considered in the study, even though they can hardly address new applications
without our support, due to the difficulty in setting up new application-specific config-
urations and deploying the tool in the context of new software projects. Based on the
results of the experience that we discuss in this paper, we are now working with an
industrial partner to productise ABT»(, which is still in a prototype stage and needs to
be properly embedded in a commercially usable solution.

Our current research agenda aims to study new solutions towards tailorable system
testing approaches that can be easily adapted to the characteristics of specific classes
of applications. We are collaborating with new industrial partners to collect additional
evidence of the effectiveness of the approach discussed in this paper with new business
oriented applications. We aim to investigate the practicality of the tool and the action-
ability of the generated outputs for different scenarios, aiming to assess the general
validity of the results reported in this paper. We are also actively conducting research
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on developing effective automatic test generation approaches that address scalability,
reporting and oracles.
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