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Abstract 

Considering that the uncertain linguistic variable (or interval linguistic term) has some limitations in 

calculation, we extend it to the continuous interval-valued linguistic term set (CIVLTS), which is equivalent 

to the virtual term set but has its own semantics. It has the advantages of both the uncertain linguistic 

variable and the virtual term set but overcomes their defenses. It not only can interpret more complex 

assessments by continuous terms, but also is effective in aggregating the group opinions. We propose some 

methods to aggregate the individual decision matrices represented by CIVLTSs to the collective matrix. 

The extended Gaussian-distribution-based weighting method is proposed to derive the weights for 

aggregating the large group opinions. Furthermore, the general ranking method ORESTE, is extended to 

the CIVL environment and is named as the CIVL-ORESTE method. The proposed method is excellent by 

no requirements of crisp criterion weights and the objective thresholds. A case study of selecting the optimal 

innovative sharing bike design for the "Mobike" sharing bikes is operated to show the practicability of the 

CIVL-ORESTE method. Finally, we compare the CIVL-ORESTE method with other ranking methods to 

illustrate the reliability of our method and its advantages. 

Keywords: Multi-criteria group decision making; Continuous interval-valued linguistic term set; Extended 

Gaussian-distribution-based weighting method; ORESTE; Mobike Design 
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1. Introduction 

Due to the uncertainty and complexity of objective factors, multiple criteria are defined under 

qualitative environment, such as quality, personality and exterior [1-4]. In addition, due to the limit of 

knowledge and cognition of single person, a group of individuals are invited to make judgments on 

alternatives to obtain the reliable evaluation information. Therefore, the multi-criteria group decision 

making (MCGDM) under qualitative context turns out to be a valuable research issue. This paper focuses 

on proposing an effective method to solve this problem, whose procedures are divided into three parts: 

expressing the evaluation information of each decision-maker (DM), aggregating the DMs’ evaluations to 

group opinions, and ranking the alternatives.  

In practice, the opinions of DMs are usually expressed in linguistic terms [5], which are similar to 

natural or artificial language and close to human’s cognitive process. To avoid information loss in 

computational process, some enhanced models were proposed, such as the 2-tuple fuzzy linguistic 

representation model [6] and the virtual linguistic model [7]. These two models are finally proved to be 

mathematically equivalent [8]. Given that these models are both based on singleton linguistic term while 

human’s opinions are always within an interval due to the uncertainty and vagueness in practice, Xu [7] 

proposed the concept of the uncertain linguistic variable whose value is expressed as the interval of 

linguistic terms, such as “between good and very good”. The interval version of 2-tuple linguistic 

representation model were also investigated by many scholars [9]. However, people sometimes incline to 

express their opinions in natural language with more complex form, such as “at least good”, “more than 

high”, but both of the extended models are unable to represent these pieces of information. To solve this 

problem, Rodríguez et al. [10] proposed the hesitant fuzzy linguistic term set (HFLTS) whose value is a set 

of linguistic terms and the envelope of a HFLTS is an uncertain linguistic variable. Although the HFLTS 

can represent much information and has been proved to be useful in application [11-17], it also has some 

flaws. When people have deep understanding of an object, they may provide relatively accurate evaluations. 

For example, when evaluating the satisfaction degree of a product, the expert may think it is “between a 

little high and high and closes to high with 60% of the proportion”. The discrete linguistic terms employed 

in the existed models are limited to interpret the opinion “closes to high with 60% of the proportion”. Using 
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the continuous linguistic term can express this complex information and describe DMs’ views more 

accurately than the discrete form. Thus, we extend the uncertain linguistic variable and the HFLTSs into 

the continuous interval-valued linguistic term set (CIVLTS) and present the syntax and semantics.  

Integrating individual opinions to collective opinion is an essential step in MCGDM. Under the 

linguistic environment, some literatures suggested the union-based methods to aggregate the DMs’ opinions 

simply [10, 17, 18]. Given that the probability of each linguistic term is ignored in these union-based 

methods, Wu and Liao [19] proposed a group aggregation method by considering both the expert weights 

and the probability of the linguistic term. However, their method is not very effective to aggregate large 

number of experts’ opinions which are expressed in continuous linguistic terms. How to determine each 

evaluators’ weight is a challenge. The weights for group members can be intrinsically determined using 

their own subjective opinion values. It is appropriate to suppose that the evaluations of a large group obey 

Gaussian distribution [20]. In this sense, we can determine DMs’ weights based on Gaussian distribution. 

Low weights are given to the “false” or “biased” judgments while high weights are assigned to the mid 

evaluations, which conforms to people's perceptions. 

Ranking alternatives is a critical process to solve the MCGDM problems. There are mainly two types 

of ranking methods: the utility values-based methods and the outranking methods [8]. The former ranks the 

alternatives by aggregating the values of each alternative with respect to all criteria, such as the TOPSIS 

(Technique for Order Preference by Similarity to Ideal Solution) [21] and the VIKOR (VlseKriterijumska 

Optimizacija I Kompromisno Resenje) method [18, 22]. The obtained results with this type of methods are 

clear and intuitive but unable to reflect the comparability relation between two alternatives. The latter is 

based on pairwise comparisons, such as the ELECTRE (ELimination Et Choix Traduisant la REalité - 

ELimination and Choice Expressing the Reality) method [23] and the Preference Ranking Organization 

METHod for Enrichment Evaluations (PROMETHEE) [12, 24]. It can determine the preference (P), 

indifference (I) and comparability (R) relations between alternatives. However, the thresholds to distinguish 

the PIR relations are given by DMs subjectively, which makes the results bad robustness. The ORESTE 

(organísation, rangement et Synthèse de données relarionnelles, in French) method [25], is an integrated 

ranking method which is composed by two stages. It firstly calculates the utility values to determine weak 
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ranking of alternatives, and then derives the PIR relations by the conflict analysis. Thus, it shows the 

advantages of both types of ranking methods and the thresholds are calculated objectively with less 

subjective factors. Furthermore, it does not require the crisp weights of criteria which are sometimes 

difficult or impossible to determine in linguistic environment but are indispensable in most ranking methods. 

However, the tedious process in the classical ORESTE method leads to information loss to some extent, 

and it is limited to handle the evaluations expressed in CIVLTSs. 

The aim of this paper to handle the MCGDM problems in which the CIVLTSs are used to express 

individuals’ hesitant and qualitative evaluations on alternatives and criteria importance. The aggregation 

methods including the extended Gauss-distribution-based weighting method (EGDBWM) is introduced to 

aggregate the individuals’ continuous interval-valued linguistic elements (CIVLEs) to group opinions. 

Subsequently, we rank the alternatives by the proposed the continuous interval-valued linguistic ORESTE 

(CIVL-ORESTE) method based on the group opinions. The main contributions of this paper are as follows: 

(1) We propose the CIVLTSs to express individuals’ evaluations and collective opinions exactly. Based 

on the transform function, we introduce the basic operations and the comparison method of the CIVLTSs. 

They can overcome the defects of the operations of uncertain linguistic variables that are calculated based 

on the labels of linguistic terms. 

(2) We divide the expert group into four types considering that different groups are suitable for 

different aggregation methods. The union-based method is proposed to derive the collective opinions of 

small size group; the average arithmetic aggregation formula-based method is used to solve the medium 

size group, the weighted arithmetic aggregation formula-based method is used to solve the medium size 

group and the EGDBWM is developed to deal with the large size group. 

(3) We improve the ORESTE method by introducing the distance measure between the CIVLTSs, and 

derive the thresholds of the ORESTE within the context of CIVLTSs. We develop the procedure of the 

CIVL-ORESTE method. 

(4) We provide a helpful reference for the enterprises to select the optimal innovative sharing bike 

design and maximize customer satisfaction based on a case study with the CIVL-ORESTE method. 

The remainder of this paper is structured as follows. Section 2 introduces the CIVLTS and its semantics. 
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Section 3 describes some methods to aggregate individual decision matrices to collective matrix. Section 4 

proposes the CIVL-ORESTE method. Section 5 introduces a case study about selecting the optimal 

innovative sharing bike design. Section 6 presents some conclusions. 

2. Continuous interval-valued linguistic term set 

This section introduces a general representation form of the uncertain linguistic variable, i.e., the 

CIVLTS, and then justifies its semantics in describing linguistic information. 

2.1 Uncertain linguistic variable and HFLTS 

To preserve more information than one linguistic term, Xu [7] introduced the concept of uncertain 

linguistic variable.  

Definition 1 [7]. Let  0 1, ,...,S s s s   be a linguistic term set (LTS). [ , ]s s s   is an uncertain 

linguistic variable, where ,s s S 
 , and s  and s  are the lower and the upper limits of s , 

respectively. 

Remark 1. The subscripts of the linguistic terms s  and s  are integers. To avoid information loss 

in calculation, Xu [7] extended the discrete term set S   to a continuous term set 

 0 , [0, ]S s s s s         and called it as the virtual term set. It can only appear in calculation while 

the original LTS is used in evaluation. 

The uncertain linguistic variable can only be used to represent the linguistic expressions in the form 

of “between ks  and ms ”, but individuals always have much richer expressions. In this sense, Rodríguez 

et al. [10] introduced the concept of HFLTSs as an ordered finite subset of the consecutive linguistic terms 

of S  . Afterwards, Liao et al. [11] extended and formalized the HFLTS mathematically.  

Definition 2 [11]. Let 1,2, ,ix X i N （ ） be fixed and  , , 1,0,1, ,tS s t       be a LTS. A 

HFLTS on X , SH , is in mathematical form of  

  ,S i S i iH x h x x X     
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where  S ih x  is a set of some values in S  and can be expressed as  

        , 1, ,#
l lS i i i S ih x s x s x S l h x     

with  # S ih x  being the number of linguistic terms in  S ih x .  S ih x  denotes the possible degrees of the 

linguistic variable ix  to S . l  is the subscript of  
l is x . For convenience,  S ih x  is called the 

hesitant fuzzy linguistic element (HFLE). 
 

Remark 2. The terms  
l is x  (  1, ,# S il h x ) in each HFLEs should be consecutive given that 

the linguistic terms are chosen in discrete form. Based on Remark 1, we can extend 

{ , , 1,0,1, , }l      to [ , ]l    . The integer linguistic term  
l is x ( { , , 1,0,1, , }l     ) 

is determined by the experts, while the virtual linguistic terms only appear in calculations.  

To make judgments in human way of thinking and expressions, Rodríguez et al. [10] proposed the 

context-free grammar to generate linguistic expressions and gave a function 
HGE  to translate the 

evaluations to HFLTSs. 
 

Definition 3 [10]. Let  , , 1,0,1, ,S s        be a LTS, and llS  be the linguistic express 

domain generated by HG  (for detail of HG , please refer to Ref. [10]). 
HGE : ll SS H  is a function that 

transforms the linguistic expressions llS  to the HFLTS SH . The linguistic expression llll S  is 

converted into the HFLTS as: ( ) { }
HG t t tE s s s S  ; ( ) { }

HG k t t t kE at most s s s S and s s   ; 
HGE

( ) { | }k t t t klower than s s s S s s  ， ; ( ) { }
HG k t t t kE at least s s s S and s s   ; ( ) {

HG k tE greater than s s

}t t ks S and s s  ; ( ) { }
HG k m t t k t mE between s and s s s S and s s s    . 

 

Example 1. Let 3 2 1 0 1{ , , , ,S s very bad,s = bad s = a little bad s = medium s = a little good    2s = good, 

3 }s = very good  be a LTS. When evaluating the exterior of a car, someone may hold it is “between bad 

and a little bad”; the other insists that it is “at least a little good”. The corresponding HFLTEs are 2 1{ , }s s  , 
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1 2 3{ , , }s s s , respectively. Suppose that the linguistic terms are uniformly distributed. Fig. 1 shows the syntax 

and semantics of these two HFLTEs. 

bad medium good

3s 3s
2s1s0s1s2s

0 0.17 0.830.670.50.33 1

very

bad
A little

 bad

A little

 good

very

good

1 2 3{ , , }s s s1 2{ , }s s 
 

Fig. 1. The HFLTSs with their semantics 

 

From Fig. 1, we can see that the envelope of a HFLTS is an uncertain linguistic variable.  

2.2 The concept of CIVLTS  

There are two problems existed in both the uncertain linguistic variable and the HFLTS about 

information loss. (1) The expert’s preference judgments cannot be completely expressed. For example, let 

3 2 1 0 1 2 3{ , , }S s = very low,s = low,s = a little low,s = medium,s = a little high s = high s = very high    be 

a LTS. When evaluating the satisfaction degree of a product, the expert may think it is “20% proportion 

higher than a little high and 40% proportion lower than high”. Then the information can only be 

represented as the HFLE 1 2{ }s s,  or an uncertain linguistic variable 1 2[ ]s s, . Obviously, both of them 

cannot reflect the precise proportion information. (2) The integrated judgments of an expert group cannot 

reflect the group’s idea comprehensively. For example, suppose that thirty students evaluate the teaching 

quality of a teacher. Let S  be a LTS given as above. If twenty students hold it is “high”, seven evaluate it 

is “very high” but two deem it is “low” and one judges it is “between low and very low”, then, the group 

evaluation can be represented by the HFLE 3 2 2 3{ , , , }s s s s   using the union-based method (actually it 

belongs to the extended HFLTS [26] as the linguistic terms in it are not consecutive). Significantly, it cannot 

reflect the reality that this teacher’ teaching quality is round “high”. There are few method to aggregate the 

evaluations expressed as uncertain linguistic variables into collective opinions. 
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To overcome the limitation in expressing individuals’ complex and precise evaluations, we extend the 

uncertain linguistic variable and the HFLTS into the continuous form. Some new aggregation methods will 

be introduced in Section 3 to eliminate the existed defects in aggregating group opinions. 

Definition 4. Let 1,2, ,ix X i m （ ） be fixed and  , , 1,0,1, ,S s        be a LTS. A 

CIVLTS on X , SH , is in mathematical form of  

  ,S i S i iH x h x x X                              (1) 

where  S ih x  is a subset in continuous internal-valued form of S  and can be expressed as  

   [ , ], , [ , ] and
i iS i L U i i i ih x s s L U L U      (2) 

 S ih x  is the continuous interval-valued linguistic element (CIVLE), denoting the possible degrees of the 

linguistic variable ix  to S . 
iLs  and 

iUs  are the lower and upper bounds of  S ih x , respectively.  

 

Remark 3. The subscripts of the CIVLE  S ih x , iL  and iU  are real numbers in [ , ]  . This is 

the main difference between the CIVLTS and the uncertain linguistic variable in which the subscripts should 

be integers. The uncertain linguistic variable is a special case of the CIVLTS. 

As we can see, the CIVLTS is mathematical equivalent to the interval-valued virtual term set. However, 

the interval-valued virtual term set cannot be used to represent the evaluators’ assessments. The main 

contribution of the CIVLTS is that it has its own semantics and thus overcomes the defense of the interval-

valued virtual term set. The CIVLTS can be used to represent the evaluators’ judgments directly. This can 

be justified by Example 2. 
 

Example 2. Suppose that someone evaluates the complexity of a certain procedure. Let 3{S s 

2 1 0 1 2 3, , , , , ,extremely complex s very complex s complex s medium s easy s very easy s extremly      

}easy  be a LTS. If one is uncertain, he/she can say it is “complex” (
1

Sh ) or “between medium and complex” 

(
2

Sh ). If one can make a more accurate judgment, he/she can say it is “between medium and complex but 

closes to complex” (
3

Sh ). If one can make an extremely accurate judgment, he/she can say it is “between 
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medium and complex but 80% proportion closes to complex” (
4

Sh ). Then the corresponding CIVLEs are 

1

1 1[ , ]Sh s s  , 
2

1 0[ , ]Sh s s , 
3

1 0.5[ , ]Sh s s  , 
4

1 0.8[ , ]Sh s s  , respectively. Suppose that the linguistic 

terms are uniformly distributed. Fig. 2 shows the syntax and semantics of 
3

Sh . 

3s 3s
2s1s1s2s

0 0.17 0.830.670.50.33 1

1 -0.5[ , ]s s

0.5s

0.42

“Between medium and complex 

but closes to complex”

0s

 

Fig. 2. The syntax and semantic of the CIVLE 
3

Sh  

It should be noted that the absolute deviation between adjacent linguistic terms is not always equal. 

For example, the deviation between “medium” and “high” may be large than the deviation between “high” 

and “very high” in term of the quality of a product. That is to say, the symbols and semantics of the linguistic 

terms are disproportionate under some situations. Thus, it is irrational to calculate the linguistic terms 

directly by the their subscripts. Wang et al. [13] proposed some transformation functions to translate the 

linguistic term into its semantic .  

Let 
ts , [ , ]t     be a linguistic term, and t  be a numeric value which denotes the semantic of 

ts . The transformation function between 
ts  and t  is defined as: g : t ts  ; 1g : t ts   

( [ , ]t    ). Based on Ref. [13], (1) if the absolute deviations between adjacent linguistic terms are equal, 

then  

 ( ) ( ) 2tg s t     (3) 

(2) if they increases with the extension from 0s , then  
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, if [ ,0]
2 2

( )
2

, if (0, ]
2 2

t

t t

t

g s

t









 




 




 
 


 

  
 

  (4) 

where d   and d  is the deviation between 0s  and s  which can be determined according to the 

actual situation. 

(2) if they decreases with the extension from 0s , then 

 

( )
, if [ ,0]

2
( )

( )
, if (0, ]

2

t

t
t

g s
t

t

 



 













  
 

 
 



  (5) 

where , (0,1]    can be determined based on the practical case. Especially, if , 1   , then ( )tg s 

( ) 2t  . 

Definition 6. Let  , , 1,0,1, ,S s        be a LTS, and [ , ]S L Uh s s , 
1 1

1 [ , ]S L Uh s s , 

2 2

2 [ , ]S L Uh s s  be three CIVLEs, then 

(1) Union: 
1 2 1 2

1 2 [min{ , },max{ , }]S S L L U Uh h s s s s  ;  

(2) Intersection: 
1 2 1 2

1 2 [max{ , },min{ , }]S S L L U Uh h s s s s  ; if 
1 2 1 2

max{ , } min{ , }L L U Us s s s , then 
1 2 =S Sh h  ; 

(3) Complement: [ , ] [ , ]C

S L Uh s s s s   ; 

(4) 
1 1 2 2 1 2 1 2

1 2 1 1[ , ] [ , ] [ ( ( ) ( )), ( ( ) ( ))]S S L U L U L L U Uh h s s s s g g s g s g g s g s       ; 

(5) 
1 1[ , ] [ ( ( )), ( ( ))]S L U L Uh s s g g s g g s      , where [0,1] ; 

(6) 1 1( ) [ ( ( ) ), ( ( ) )]S L Uh g g s g g s    , where [0,1] . 

 

Example 3. Let  3 0 3, , , ,S s s s  be a LTS, 1.2 1.8[ , ]Sh s s , 
5

1 0[ , ]Sh s s , 
6

0 1[ , ]Sh s s  be three 

CIVLEs and 0.8  . Then 
5 6

1 1[ , ]S Sh h s s  ;
5 6

0 0[ , ]S Sh h s s  ; 3 1.2 1.8 3[ , ] [ , ]C

Sh s s s s  ; if ( )tg s  is 

given as Eq. (4) and 2  , then 
5 6

0.85 0.26(1 ) [ , ]S Sh h s s     ; 1.69 2.09( ) [ , ]Sh s s  . 
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To compare the CIVLEs, we define the expect function of [ , ]S L Uh s s  based on the transformation 

function as: 

 
1

( ) ( ( ) ( ))
2

S L UE h g s g s   (6) 

If 
1 2( ) ( )S SE h E h , then 

1 2

S Sh h ; if 
1 2( ) ( )S SE h E h , then 

1 2

S Sh h ; if 
1 2( )= ( )S SE h E h , we further 

define the variance function to make comparison as: 

    
2 2

( ) ( )- ( ) ( )- ( )S L S U SD h g s E h g s E h   (7) 

When 
1 2( )= ( )S SE h E h , if 

1 2( )< ( )S SD h D h , then 
1 2

S Sh h ; if 
1 2( ) ( )S SD h D h , then 

1 2

S Sh h ; if 

1 2( )= ( )S SD h D h , then 
1 2

S Sh h . 

 

Example 4. Let  3 0 3, , , ,S s s s  be a LTS, and 
5

1 0[ , ]Sh s s , 
6

0 1[ , ]Sh s s  and 
7

0.5 0.5[ , ]Sh s s  be 

three CIVLEs. If ( )tg s  is given as Eq. (5) and 0.6  , 0.7  , we can get 
5( ) 0.36SE h  , 

6( ) 0.615SE h   and 
7( ) 0.64SE h  . Thus 

7 5 6

S S Sh h h  . 

3. Methods to aggregate individual decision matrices to collective matrix 

3.1 Description of the MCGDM problem with CIVLEs  

A general MCGDM method consists of a finite set of m  alternatives 1{ ,..., ,..., }i mA a a a , a set of 

n  criteria 1{ ,..., ,..., }j nC c c c , and a set of Q  DMs 1{ ,..., ,..., }q QE e e e . The DM qe  is supposed to 

offer the evaluation value for alternative ia  with respect to criterion jc  in CIVLE, namely, 

( ) ( )( ) [ , ]ij q ij qij q

S L Uh s s . Then we can construct Q  judgment matrices 
( ) ( )( )q ij q

S m nD h  , 1,...,q Q .  

Due to the complexity of the MCGDM problem and the ambiguity of human thoughts as well as the 

different opinions among the DMs, in practice, it is hard to assign a crisp weight to each criterion [27]. 

Generally, the criterion importance degree ranges in fuzzy interval, such as “between importance and very 

importance”. Consequently, the precise criterion weights, which are given by the DMs directly or obtained 
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by some techniques such as the AHP [28], the entropy function [29] and the prioritized operator-based 

method [30], may result in information distortion and thus reduce the reliability of the final decision results. 

In this sense, the DM qe  is asked to give the weight of the criterion jc  in linguistic expression, which 

then can be transformed to the CIVLE 
( )j q

Sh . The collective criterion weight j

j Sh   is the aggregation 

value of the CIVLEs 
( )j q

Sh  ( 1,...,q Q ) given by the DMs. 

3.2 Aggregating group opinions with CIVLEs 

This subsection proposes some aggregation methods to integrate the individual judgment matrices 

( )qD , 1,...,q Q  to the group decision matrix ( )ij

S m nD h  . 

Sometimes we suppose that the DMs have equal weights. However, in most cases, different DMs 

should have different weights because their different knowledge and experience may lead to the 

discrepancies in evaluation quality [31]. There are some methods to determine the weights of the DMs, 

such as the consistency judgement method [14] and the cluster analysis based method [15]. These methods 

are complicated and do not consider the different characteristics of the group members. In this section, we 

divide the MCGDM problems into four types according to the scale of the group. Different aggregation 

methods can be used with respect to different types. It should be noted that below we only give the 

aggregation methods over the assessments on alternatives, and the aggregation on the weights of criteria is 

the same. 

(1) Small size group. For a group of less than three members, as it is easy to compromise with each 

other, computing the union is an appropriate method to integrate the DMs’ evaluations, shown as Eq. (8). 

If there are few prejudices, we can delete them. 

 
(1) ( ) (Q) (1) ( ) (Q) (1) ( ) (Q)... ... [min{ ,..., ,..., },max{ ,..., ,..., }]ij ij ij q ij ij ij q ij ij ij q ij

S S S S L L L U U Uh h h h s s s s s s          (8) 

(2) Medium size group. For a medium scale group of three to five members, generally, there may be 

different opinions but all maintain referential significance. Thus, we can assign the same weight to the DMs. 

The average arithmetic aggregation formula is shown in Eq. (9). Note that if there are few prejudices, we 

can reject them; if the disparity of the evaluation quality is great, we can give different weights calculated 
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by Eq. (11). 

( ) ( )

1 1

1 1
[ , ] [ , ]

Q Q
ij ij ij ij q ij q

S L U L U

q q

h s s s s
Q Q 

                         (9) 

(3) Medium to large size group. For a group of six to thirty members with different knowledge and 

experience, the weight of DM 
qe , ( )qw , may be assigned in advance. Then the collective opinion can be 

calculated by the weighted arithmetic aggregation operator shown as: 

 
( ) ( ) ( ) ( )

1 1

[ , ] [ , ]
Q Q

ij ij ij q ij q q ij q

S L U L U

q q

h s s w s w s
 

     (10) 

(4) Large size group. For a large-scale group of more than thirty members, it is appropriate to suppose 

that the evaluations determined by the DMs obey Gaussian distribution given that most of them hold the 

similar opinions but a few of them insist different opinions since the evaluation on an alternative is affected 

by many small independent random factors. In this case, assigning the same weight to each DM is obviously 

unreasonable. Low weights should be given to the “false” or “biased” judgments while high weights should 

be assigned to the mid evaluations. The probability density function of Gaussian distribution for a random 

variable x  is defined as 
2 2[( ) /2 ]1

( )
2

x uf x e 



  , ( , )x    where u  is the mean value and   

is the standard deviation of x . The farther x  away from u  is, the smaller the value of ( )f x  is. 

Inspired by this property, Xu [29] used ( )f q  to represent the weight of each individual where q  is the 

order of the evaluation value. However, there are some flaws in Xu’s method: 1) the discrete orders, 

1, , , ,q Q , essentially, are disobeyed to the Gauss distribution; 2) the differences of the evaluation values 

were ignored in Xu’s method (which may lead to an unacceptable result that the same evaluations may get 

different weights while the different judgments may get the same weight); 3) it is limited to handle the 

linguistic evaluations.  

To avoid the above flaws, we introduce an EGDBM, which utilizes the interval-valued linguistic 

evaluation value itself as random value, to calculate the weight of DM. Then, we can calculate the upper 

and lower limits of the group CIVLEs by aggregating the upper and lower bounds of the individual CIVLEs, 

respectively.  

Let 
(1) ( ) ( )( ,..., ,..., )q Q T

L L L LW w w w  be the weight vector of the lower limits 
(1) ( ) ( )( ,..., ,..., )q Q T

L L LL s s s  
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and 
(1) ( ) ( )( ,..., ,..., )q Q T

U U U UW w w w  be the weight vector of the upper limits 
(1) ( ) ( )( ,..., ,..., )q Q T

U U UU s s s . 

Based on the probability density function of Gaussian distribution, we can determine the probability density 

value of each lower limit as 
( ) 2 2[( ) /2( ) ]( ) 1

( )
2

q
L LL uq

Lf s e 



  , 
( ) 2 2[( ) /2( ) ]( ) 1

( )
2

q
U UU uq

Uf s e




 
 . After 

normalization, the weights of the lower and upper limits are respectively calculated as 

       

( ) 2 2

( ) 2 2

[ ( ) / 2 ( ) ]
( )

[( ) /2( ) ]

1

q
L L

q
L L

L u
q

L Q
L u

q

e
w

e





 

 






, 

( ) 2 2

( ) 2 2

[( ) /2( ) ]
( )

[( ) /2( ) ]

1

q
U U

q
U U

U u
q

U Q
U u

q

e
w

e





 

 






, 1,...,q Q             (11) 

where Lu  and L  are the mean and variance of the upper limits, Uu  and U  are the mean and variance 

of the upper limits, and ( )qL  and ( )qU are the subscripts of 
( )q

Ls  and 
( )q

Us , respectively.  

Then, we can obtain the group assessments as 

 
( ) ( ) ( ) ( )

1 1

[ , ] [ , ]
Q Q

ij ij ij q ij q q ij q

S L U L L U U

q q

h s s w s w s
 

                       (12) 

 

Example 5. Let  3 0 3, , , ,S s s s  be a LTS. Suppose that there are thirty teachers qe , 1,...,30q  , 

who are invited to evaluate the comprehensive performance of students. Suppose that the teachers’ 

judgments are given in CIVLEs as: 
2 1[ , ](1)s s 

, 
2 0[ , ](1)s s

, 
0 0[ , ](1)s s , 

0 1[ , ](2)s s , 0.5 1[ , ](4)s s , 

0.5 1.5[ , ](1)s s , 
1[ ,s , 

1.5](8)s , 
1 2[ , ](2)s s , 

1.2 2[ , ](2)s s , 1.5 2[ , ](5)s s , 1.5 2.5[ , ](1)s s  and 
2 2.5[ , ](2)s s , where 

the number in each round bracket represents the number of teachers who provide the interval evaluation 

value. The lower limits of these evaluation values are  2 0 0.5 1 1.2 1.5 2(2), (3), (5), (10), (2), (6), (2)
T

L s s s s s s s . 

Since 0.8Lu  , 0.9L  , by Eq. (11), we obtain (0(2),LW   0.029(3),0.041(5),0.042(10),

0.038(2),0.031(6), 0.017(2))T . Then we have ( ) ( )

0.961
=

Q q q

L L Lq
s w s s


 . Similarly, we can obtain 

(0(1),0.007(2),UW   0.037(6),0.044(9),0.035(9),0.018(3))T  and 1.58Us s . Hence, the overall 

evaluation of the group is 0.96 1.58[ , ]Sh s s . We can find that 
(1)

2 1[ , ]Sh s s  , which can be taken as a 

“biased” evaluation, is assigned a very small weight. Fig. 3 shows the Gaussian distribution values of the 

lower and upper limits of the evaluations. 
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( )q

ts

( )( )q

tf s

2s 1.5s0.8s

0.419

0.310

0.003

2s

0.173

0.285

( )q

ks

( )( )q

kf s

1s 1.5s1s

0.457

0.072

2.5s

0.379

0.183

(b)(a)
 

Fig. 3. The Gaussian distribution values of the lower and upper limits derived by the EGDBW method 

Remark 4. If the weight of DM is assigned in advance, we can take into consideration both the 

assigned weight ( )qw  and the calculated weights ( )q

tw  and ( )q

kw . In this sense, the comprehensive weight 

of DM can be computed by:  

   ( ) ( ) ( ) ( ) ( )

1

Qq q q q q

L L Lq
w w w w w


  ,    ( ) ( ) ( ) ( ) ( )

1

Qq q q q q

U U Uq
w w w w w


             (13) 

4. Continuous interval-valued linguistic ORESTE method 

In this section, we propose the CIVL-ORESTE method to rank the alternatives for the MCGDM 

problem in which the group decision matrix has been obtained by the aggregation methods presented in 

Section 3. 

4.1 The classical ORESTE method 

The classical ORESTE [25] consists of two stages: building the global weak ranking after computing 

the preference scores and building the PIR structure after an indifference and incomparability analysis (here 

“incomparability” is represented as “R” to distinguish it from “indifference”). In the ORESTE method, the 

weight of criterion is not assigned, but just given a preference structure represented by a Besson’s mean 

rank jr . The merit of alternative ia  under criterion jc  is also represented as the Besson’s mean rank 

( )j ir a  (for more details of Besson’s mean ranks, please refer to Ref. [32, 33]). The steps of the ORESTE 

method are as follows. 

Step 1. Let the action of alternative ia  under criterion jc  be expressed as ija . The global 

preference score ( )ijD a  of ija  is computed by 
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2 2( ) (1 ) ( )ij j j iD a r r a                               (14) 

where   is the coefficient to weight the rank of the criterion and that of the alternative. 

Step 2. Determine the global weak rank ( )ijr a . If ( ) ( )ij zvD a D a , ( ) ( )ij zvr a r a ; else if

( ) ( )ij zvD a D a , ( ) ( )ij zvr a r a , where , 1,2,...,i z m  and , 1,2,...,j v n . 

Step 3. Calculate the weak rank ( )iR a , where 

 
1

( ) ( )
n

i ijj
R a r a


  (15) 

Step 4. Set up the PIR structure. The average preference intensity between ia  and za  is defined as: 

1

2

max ( ) ( ),0

( , )
( 1)

n

zj i j

j

i z

r a r a

T a a
m n



  





                       (16) 

The net preference intensity between ia  and za  is defined as: 

 ( , ) ( , ) ( , )i z i z z iT a a T a a T a a                            (17) 

The principle of the indifference and incomparability test is: If ( , )i zT a a    and ( , )i zT a a  , 

then i za I a ; if ( , ) / ( , )i i zz T aa aT a   , then i za R a ; otherwise, if ( , ) 0i zT a a  , then i za P a ; if 

( , ) 0i zT a a  , then z ia P a . The values of the thresholds  ,   and   are calculated as follows (for 

more details, refer to Ref. [33]).  

  1 1m n   , 2( 1)m   , ( 2) 4n    (18) 

where   is the minimal rank difference between alternatives ia  and za  under criterion jc  to separate 

the indifference and incomparability relation. Its value is given by DM in practice. 

Step 5. The results are a joint decision based on the weak rank ( )iR a  and the PIR structure.  

Researchers subsequently analyzed its characteristics. Bourguignon and Massart [32] analyzed the 

necessity and significance to distinguish the indifference and incomparability relation between alternatives 

deeply. Pastijn and Leysen [33] carried detailed analysis and explanation on the values of thresholds in the 
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indifference and incomparability analysis framework. Then a sensitivity analysis for the thresholds was 

employed by Delhaye et al. [34], which indicated that different values have different influences on results. 

It has been applied in the various fields, such as agricultural investment decision [35], and Radar detection 

strategy selection [36], web design firm selection [37] and the firm performance efficiency order 

construction [38]. 

However, (1) the decision matrix handled by the ORESTE contains less evaluations; (2) translating 

the global preference scores to global weak ranks makes information loss; (3) the thresholds   is hard to 

determine. To overcome these defects, we improve the ORESTE method, and then combine it with the 

CIVLTSs in the next subsection. 

4.2 The CIVL-ORESTE method for MCGDM 

In this part, the CIVL-ORESTE method is developed to rank the alternatives according to the 

collective decision matrix ( )ij m nD a   and the weight vector 1( ,..., ,..., )T

j nW     of the criteria. 

 In classical ORESTE, the Besson’s mean ranks (1,..., )jr n  and ( )j ir a ( 1,..., )i m  would result in 

information loss seriously. Example 6 can demonstrate this point. 
 

Example 6. Suppose that three hospitals 1 2 3, ,a a a  need to be assessed according to their medical levels 

and 
3 2 1 0 1 2{ , , , , ,S s extremely poor s very poor s poor s medium s good s very          3,good s   

}extremly good  is a given LTS. The linguistic evaluations are “ 1a  is good”, “ 2a  is between good and 

very good and close to good” and “ 3a  is between poor and very poor”, respectively. The corresponding 

CIVLEs are 1 1 1( ) [ , ]Sh a s s , 2 1 1.5( ) [ , ]Sh a s s  and 3 2 1( ) [ , ]Sh a s s  . According to the comparison 

method for CIVLEs given as Eqs. (6-7), we can get the ranks 1( ) 2r a  , 2( ) 1r a   and 3( ) 3r a  . Clearly, 

for the medical level, 1a  is extremely close to 2a  but 3a  is far behind 1a  and 2a . However, the ranks 

reflect the same degree of difference between the hospitals and thus weaken the information seriously. 
 

Therefore, the ranks in operations are supposed to be replaced. To maintain the evaluation information 
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completely, the distance measure is designed to substitute for the ranks. Motivated by the Euclidean distance 

between HFLEs [17], we define the Euclidean distance between CIVLEs as follows. 
 

Definition 7. Let  , , 1,0,1, ,S s        be a LTS, and 
1 1 1[ , ]S L Uh s s  and 

2 2 2[ , ]S L Uh s s  be two 

CIVLEs on S . The Euclidean distance between 
1

Sh  and 
2

Sh  is 

 

1/2
2 2

1 2 1 2 1 21 1
( , )

2 2 2 2
S S

L L U U
d h h

 

     
     
     

 (19) 

Apparently, 
1 20 ( , ) 1S Sd h h   and 

1 2 2 1( , ) ( , )S S S Sd h h d h h . The smaller the distance is, the similar of 
1

Sh  

and 
2

Sh  should be. Especially, if 
1 2( , ) 0S Sd h h  , then 

1 2

S Sh h . 

 

Example 7. The Euclidean distance between 1( )Sh a , 2( )Sh a  and 3( )Sh a  in Example 6 are: 

1( ( ),Sd h a
2( )) 0.0589Sh a  , 1 3( ( ), ( )) 0.5S Sd h a h a   and 2 3( ( ), ( )) 0.4602S Sd h a h a  . It is clear that 1a  is 

similar to 2a , and 3a  is highly different from 1a  and 2a , which is fully in accordance with the reality.  

 

We define the maximum CIVLE of ia  under criterion jc  as  

 

 

 
1,2, ,

1,2, ,

max for the benefit criterion

min for the cost criterion

,

,

ij

S
i mj

ij

S
m

j

S

i

jch

h
h c

 

 




 



 (20) 

Additionally, the weight of the most important criterion jc  satisfies 

  
1,..., 1,...,

max max j

j S
j n j n

h 

 
   (21) 

Let the distance ( , )ij j

S Sd h h 
 be abbreviated as ijd  which is used to replace ( )j ir a ; the distance 

( , )jd  
 be abbreviated as jd  to replace jr . Then, following the classical ORESTE method, the 

operation processes of the CIVL-ORESTE are divided into two stages based on ijd  and jd .  

Stage 1. Construct a weak ranking 

(1) Compute the global preference score ( )ijD a . Let the coordinate of the action ija  be represented 
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as ( , )ij jd d ; let the global optimal point ija

  at coordinate origin be the best alternative under the most 

important criteria. Then, we introduce the weighted Euclidean distance between 
ija  and ija

  as the global 

preference score ( )ijD a  of ija : 

 
1/2

2 2( ) ( , ) ( ) (1 )( )ij ij ij ij jD a d a a d d 


       (22) 

where [0,1]   denotes the relative importance between 
ijd  and 

jd .This paper deems 
ijd  and 

jd  are 

equally important, and 0.5  . Like the Euclidean distance between two CIVLEs, ( ) [0,1]ijD a  , and the 

smaller it is, the better ija  should be. 

(2) Compute the preference score ( )iD a . The preference score of alternative ia  is defined as the 

average of the global preference score of ( 1,..., )ija i m : 

 
1

1
( ) ( )

n

i ij

j

D a D a
n 

   (23) 

(3) Get the weak ranking. According to the preference score ( )iD a , we can obtain the weak relations 

between the alternatives. ① If ( ) ( )i zD a D a , then ( ) ( )i zr a r a , which is denoted as 
i za P a ; ② if 

( ) ( )i zD a D a , then ( ) ( )i zr a r a , which is denoted as i za I a . ( )ir a  is the weak rank of ia  over all 

alternatives (here, the “weak” ranking is named because the PI relations are only obtained by ( )iD a ). 

However, the accurate relations between alternatives are unable to be determined by the global 

preference score if ( )iD a  is large but extremely close to ( )zD a . The relation P  assigned to ia  and 

za  is unacceptable. In addition, the P  and I  relations cannot fully describe the relationship between 

the alternatives and the incomparability ( R ) relation must be distinguished. If ( )iD a  ( )zD a  but there 

are great difference between ( )ijD a  and ( )zjD a  under some criteria jc , 1,2,...,j n , we cannot deem 

i za I a . Therefore, it is necessary to further differentiate the specific relationships between alternatives, 
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which is sorted out in next stage. 

 

Stage 2. Establish the PIR structure 

(1) Compute the preference intensities. Like the classical ORESTE method, the preference intensities 

between two alternatives are utilized to obtain the PIR relations and make the decision result acceptable. 

Based on the global preference scores, the preference intensity between ia  and za  under criterion jc  is 

defined as: 

  ( , ) max ( ) ( ) ,0j i z zj ijT a a D a D a     (24) 

The average preference intensity between ia  and za  is defined as: 

  
1

1
( , ) max ( ) ( ) ,0

n

i z zj ij

j

T a a D a D a
n 

     (25) 

The net preference intensity between ia  and za  is defined as: 

 ( , ) ( , ) ( , )i z i z z iT a a T a a T a a    (26) 

Obviously, 0 ( , ) 1j i zT a a  , 0 ( , ) 1i zT a a   and 0 ( , ) 1i zT a a   . 

(2) Determine the thresholds. In CIVL-ORETSE, the PIR structure of alternatives is constructed by 

three thresholds: the indifference threshold (  ) to differentiate the indifference relation and the 

incomparability relation for each criterion, the preference threshold (  ) to separate the preference relation 

with the indifference relation and the incomparability relation, and the incomparability threshold ( ) to 

distinguish the indifference relation and the incomparability relation for all criteria. Since the ranks ( )j ir a  

and jr  are substituted by the distances ijd  and jd , the thresholds used in the CIVL-ORESTE method 

are different from those in the classical ORESTE method. These thresholds are determined based on the 

distance between CIVLEs. 

If ( , )i z

S Sd h h  , we suppose i

Sh  is indifference to z

Sh , where   is the CIVL indifference threshold. 

In general, we deem there is absolute difference between i

Sh  and z

Sh  if [1,1]i

Sh   and [1,1.5]z

Sh  . Then, 
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2 0.5
( , ) *

2 2

i z

S Sd h h


 . It is a boundary to judge whether ia  is indifferent to za , so 
2 0.5

[0, * ]
2 2




 . 

 

At the first stage of the CIVL-ORESTE method, we have ( , ) ( , )ij j zj j

ij zj S S S Sd d d h h d h h    

( , )ij zj

S Sd h h . Then the relation between ij

Sh  and zj

Sh  is indifferent if ij zjd d   . Furthermore, to get the 

indifference relation between ija  and zja  under criterion jc  by the value of ( ) ( )ij zjD a D a , we carry 

out the approximate calculation based on   (To facilitate calculation, let 0jd  , which does not 

influence the result):   

1/2 1/2

2 2 2 21 1 1 1 2
( ) ( ) ( ) ( ) ( ) ( )

2 2 2 2 2
ij zj ij j zj j ij zjD a D a d d d d d d

   
            

 

 

Definition 8. Let the preference intensity between ia  and za  under criterion jc  be 

 ( , ) max ( ) ( ) ,0j i z zj ijT a a D a D a    . Suppose that ia  is indifferent to za  under criterion jc  if 

0 ( , )j i z jT a a     with  
2

2
j  . j  is called the indifference threshold for criterion jc .  

Remark 5. If all criteria in a MCGDM problem adopt the same length of LTS, ( 1,..., )j j n   are the 

same, expressed as   (in this paper, we only analyze the same   for each criteria). For the commonly 

used seven LTS, 2 6  , thus [0,0.0589]   and [0,0.0416]  . In addition, [0,0.0416]   is only a 

reference value range that can range properly according to the practice problems. 

In the CIVL environment, the I  and R  relations between ia  and za  occur when their net 

preference intensities are equal or very close. The values of the thresholds   and   are discussed in 

detail by dividing the relation between ia  and za  into three situations. 

Situation 1. Let i za P a  if ( , ) ( , )i z z iT a a T a a
n


  . Considering the extreme case that 

( , ) ( , ) 0j i z j z iT a a T a a   ( 1,2..., 1)j n  , that is to say, as for  1n  criteria, 
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1

1

1
max ( ) ( ),0 0

1

n

ij zj

j

D a D a
n





   
 ; as for the thn  criterion, ( , )n i zT a a  . In this case, 

( , ) ( , )i z z iT a a T a a
n


  , which is the minimum case for i za P a  . Therefore, let 

n


   be the preference 

threshold. Table 1 presents an example to illustrate this case (Let 4n   and 0.03  , then 0.0075  ). 

 
Table 1. Global preference scores for the preference relation 

Score 1c  2c  3c  4c  

ia  0.5 0.5 0.5 0.5 

za  0.5 0.5 0.5 0.6 

 

Situation 2. Let i za I a  if ( , ) ( , )i z z iT a a T a a
n


   and ( , )j i zT a a  ( 1,..., )j n . In this case, if 

n  is odd, 
1 ( 2)

( , )
2 2

i z

n
T

n

n
a a

n


 

 
   

 
; if n  is even, 

1
( , )

2 2
i z

n
aT

n
a 

 
  

 
 (The relation za  

to ia  should also satisfy the above conditions).We denote the indifference threshold  as   that 

( 2)

2

n

n





  if n  is odd; and 

2


   if n  is even. 

Table 2 and Table 3 are the examples of the indifference relation (let 0.03  , then 0.015   if 

4n   and 0.021   in case 5n  ). 

Table 2. Global preference scores for the indifference relation when n is even 

Score 1c  2c  3c  4c  

ia  0.5 0.52 0.51 0.5 

za  0.52 0.5 0.5 0.51 

 
Table 3. Global preference scores for the indifference relation when n is odd 

Score 1c  2c  3c  4c  5c  

ia  0.5 0.51 0.52 0.5 0.5 

za  0.51 0.5 0.5 0.52 0.51 

 

Situation 3. Let i za R a  if ( , ) ( , )i z z iT a a T a a
n


   and there is at least one criterion which 

satisfies ( , )j i zT a a   (The relation of za  to ia  should both satisfy the above conditions). In this case, 

despite the net preference score of ia  for za  is zero or close to zero, there are great differences on 

preference intensity under some criteria. Thus, ia  cannot be replaced by za , which is essential to differ 

from the I  relation. Table 4 is an example of the incomparability relation. 
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Table 4. Global preference scores for the incomparability relation 

Score 1c  2c  3c  4c  

ia  0.5 0.6 0.5 0.5 

za  0.6 0.5 0.5 0.51 

 

 (3) Conduct the indifference and incomparability analysis (Establish the PIR structure). The process 

of the indifference and the incomparability analyses of the CIVL-ORESTE method is shown in Fig. 4. 
 

Y

Y N Y

N

N
and

 ,i za aT 

 ,z ia aT 
 , 0i za aT 

 ,i za aT  

  i za R a   i za P a   z ia P a i z
 a I a

 

Fig. 4. The indifference and incomparability analysis of the CIVL-ORESTE method 

4.3 Algorithm of the CIVL-ORESTE method 

To make the CIVL-ORESTE method easy to understand and convenient for application, we summarize 

the algorithm as follows. 

Step 1. Establish the individual decision matrix 
( ) ( )( )q q

ij m nD a   and the criterion weight vector 

( ) ( ) ( ) ( )

1( ,..., ,..., )q q q q T

j nW     derived from each expert qe . The evaluations on both the merits of 

alternatives and the importance of criteria are expressed in linguistic expressions; then they are translated 

to the CIVLEs 
( )ij q

Sh  and 
( )j q

Sh . Go to the next step. 

Step 2. Establish the collective decision matrix ( )ij m nD a   and the criteria weight vector 

1( ,..., ,..., )T

j nW    . The CIVLEs in D  and W  are expressed as 
ij

Sh  and 
j

Sh , respectively, which 

are calculated by aggregation methods proposed in Section 3 based on 
( )ij q

Sh  and 
( )j q

Sh , ( 1,..., )q Q . 

Then go to the next step. 

Step 3. Calculate the CIVL distance ijd  and jd . Firstly, find out the maximum CIVLE 

( 1,..., )j

Sh j n   and the maximum weight   in CIVL form by Eqs. (20) and (21), respectively. Then, 
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compute ( , )ij j

S Sd h h 
 as ijd  and ( , )jd  

 as jd  by Eq. (19). Go to the next step. 

Step 4. Calculate the global preference scores ( )( 1,..., )( 1,..., )ijD a i m j n   by Eq. (22). Then 

compute the preference scores ( )( 1,..., )iD a i m  by Eq. (23) to get the weak rankings of all alternatives. 

Go to the next step. 

Step 5. Calculate the preference intensities: ( , )j i kT a a , ( , )i kT a a  and ( , )i kT a a , , 1,...,i k m  , by 

Eqs. (24-26), respectively. Go to the next step. 

Step 6. Determine the thresholds  ,   and   according to the reference values discussed above 

and establish the PIR structure according to Fig. 4. 

Step 7. Obtain the strong rankings of all alternatives based on the weak rankings and the PIR structure. 

5. A case study: "Mobike" sharing bike design selection in China 

This section uses a case study concerning the selection of the innovative "Mobike" sharing bike design 

in Chinese market to illustrate the feasibility and effectiveness of the CIVL-ORESTE method. 

5.1 Case description 

Dedicated to solving the "last few kilometers of travel" problem, since the second half of 2016, sharing 

bikes (or bike rental) has appeared in major cities in China, and attracted great attentions. Sharing bike is a 

new form of sharing economy that enterprises usually cooperate with the government. It provides bicycle 

sharing service on campus, subway stations, residential areas and commercial areas. It adopts the Internet 

mobile terminal technology so that the users can use the mobile phone APP to locate bikes, and there is no 

limit of place and time for taking and parking bikes. Furthermore, bike rents and deposits can be paid on 

line. As a powerful tool for short trip (from subway stations to home or company offices, from dormitory 

to teaching building, riding for tourism, etc.), sharing bike has brought great convenience for people to 

travel and gain social recognition. It is characterized by the satisfaction of rigid demand for trip and 

environment protection requirements, which results in a sharp rise in demand. Due to significant market 

dividends from sharing bike, capitals turn into this market in such a rapid way that a growing number of 
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sharing bike brands are emerging. In addition to main brands such as “Mobike” and “OFO”, close to 20 

brands have entered to this market, such as “Youon”, “Baicycle”, “Bluegogo”, etc. These brands are 

constantly expanding their market layout, trying to carve up the market to establish their positions in the 

entire sharing bike market. Thus, a battle for users has started. 

“Mobike” was officially released in April 2016. Considering the "stocking management", “Mobike” 

is committed to improving the durability of bikes to reduce manual maintenance intervention. Therefore, 

at the beginning of designing a bicycle, too much attention is paid to improving its quality, increasing 

durability and reducing maintenance costs, whilst user experience is ignored. Many problems, such as 

unwieldy body, hard mounts, unable to adjust the height of mounts, less additional functions, etc., seriously 

reduce users’ satisfaction and bicycle design has been criticized by many users, which leads to reduced 

competitiveness seriously. To win in the fierce competition, the “Mobike” company intends to select the 

optimal innovative design from several new designs, which can best meet the needs of users. 

Choosing the optimal innovative design for “Mobike” is a typical MCGDM problems. According to a 

large number of survey and analyses, we have identified users' demands for sharing bikes and propose to 

employ comfort 1c , convenience 2c , versatility 3c , security 4c  and riding speed 5c  as evaluation 

criteria. The corresponding weight vector 1 2 3 4 5( , , , , )TW       is expressed as CIVLEs rather than 

crisp data. There are five design alternatives ( 1,...,5)ia i   to be evaluated. Two groups are invited to make 

decision for this problem. Group 1, which consists of 100 users 
1 ( 1,...,100)qe q  , aims to evaluate the 

weights of the criteria. Group 2, which consists of 6 experts (managers), 
2 ( 1,...,6)qe q  , is to judge the 

merits of each alternative with respect to each criterion. In this way, we do not only obtain the real demand 

preferences of users but also assess the alternatives professionally by the experts (or managers).  

Let  3 0 3, , , ,S s s s be a LTS. The specific meanings of the linguistic terms for the alternatives’ 

merits with respect to each criterion are uniformly expressed as: 3 2,s none s  

1 0 1 2 3, , , , ,very bad s bad s medium s good s very good s perfect      , and as for the weights of the 

criteria, the specific meanings are: 3 2 1, ,s extremly unimportant s very unimportant s    
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0 1 2 3, , , ,unimportant s medium s important s very important s extremly important    . The evaluation 

results expressed in CIVLEs from both Group 1 and Group 2 are shown respectively in Table 5 and Table 

6. To simplify tables and save space, we put the evaluation values of the DMs in these two table together. 

In these two tables, the number in a parenthesis indicates the number of DMs who give the same CIVLEs, 

for example, 3 3[ , ](2)s s  means two DMs give the evaluation of 3 3[ , ]s s . 

 
Table 5. The importance of the criteria evaluated by Group 1 

Importance        

1c  
3 3[ , ](2)s s  2 2.5[ , ](20)s s  2 2[ , ](48)s s  1 2[ , ](15)s s  0 1[ , ](10)s s  0 0[ , ](3)s s  1 1[ , ](2)s s   

2c  3 3[ , ](5)s s  2 3[ , ](18)s s  2 2[ , ](45)s s  1 2[ , ](22)s s  0 1[ , ](7)s s  1 0[ , ](3)s s  - 

3c  2 3[ , ](1)s s  2 2[ , ](7)s s  1 1.5[ , ](16)s s  0 1[ , ](51)s s  1 0[ , ](20)s s  2 0[ , ](4)s s  2 -1[ , ](1)s s  

4c  2 3[ , ](3)s s  2 2.5[ , ](6)s s  0 2[ , ](21)s s  0 1[ , ](45)s s  0 0[ , ](20)s s  1 0 5[ , ](4)s s  。  2 0[ , ](1)s s  

5c  2 3[ , ](2)s s  1.5 2[ , ](3)s s  0 1[ , ](14)s s  0 0[ , ](41)s s  1 0.5[ , ](26)s s   2 1[ , ](14)s s   - 

 

Table 6. The judgments on the alternatives under criteria given by Group 2                                  

 1c  2c  3c  

1a  2 3 1 1.5 1 1[ , ](1),[ , ](3),[ , ](2)s s s s s s  0 0 0.5 0 1 1 2 1[ , ](1),[ , ](3),[ , ](1),[ , ](1)s s s s s s s s      2 3 2 2.5 2 2[ , ](1),[ , ](4),[ , ](1)s s s s s s  

2a  2 2 1 1.5 1 1[ , ](2),[ , ](2),[ , ](2)s s s s s s  0 0 0.5 0 1.5 1[ , ](1),[ , ](3),[ , ](2)s s s s s s    2.5 3 2 2.5 2 2[ , ](2),[ , ](3),[ , ](1)s s s s s s  

3a  2 3 2 2.5 1 2[ , ](1),[ , ](3),[ , ](2)s s s s s s  1 2 1 1[ , ](5),[ , ](1)s s s s  2 3 2 2 1.5 2[ , ](1),[ , ](3),[ , ](2)s s s s s s  

4a  0 0 1 0 1 1[ , ](1),[ , ](4),[ , ](1)s s s s s s    0 0 1 0 2 1[ , ](1),[ , ](4),[ , ](1)s s s s s s    2 3 2 2.5 1 2[ , ](1),[ , ](4),[ , ](1)s s s s s s  

5a  1 0 2 1[ , ](4)[ , ](2)s s s s    0 0 1 0 1 0.5[ , ](1),[ , ](4),[ , ](1)s s s s s s    1 0 1 1[ , ](2),[ , ](4),s s s s    

 4c  5c   

1a  1.5 1 2 1[ , ](3),[ , ](3)s s s s     0 1 0 0[ , ](5),[ , ](1)s s s s   

2a  1 1 2 1[ , ](2),[ , ](4)s s s s     0 1 0 0.5 1 0[ , ](2),[ , ](3),[ , ](1)s s s s s s   

3a  1 0 1 1[ , ](3),[ , ](3)s s s s    1 1 0.5 1 0 1 0 0[ , ](1),[ , ](2),[ , ](2),[ , ](1)s s s s s s s s   

4a  1 1 2 1[ , ](3),[ , ](3)s s s s     2 3 2 2.5 1 2[ , ](2),[ , ](3),[ , ](1)s s s s s s   

5a  2 3 2 2.5 1 2[ , ](2),[ , ](3),[ , ](1)s s s s s s  2 3 2 2 1 2[ , ](2),[ , ](2),[ , ](2)s s s s s s   

 

5.2 Solving the case by the CIVL-ORESTE method 

Below we use the CIVL-ORESTE method to select the optimal innovative sharing bike design based 

on the evaluation information in CIVLEs given by Group 1 and Group 2. 

Step 1. The EGDBW method is employed to aggregate the evaluations on the importance degrees of 

criteria of Group 1 due to the large number of users involved in making judgments. Based on Eqs. (11-12), 

the criteria weight vector is calculated as 1.78 2.04 1.77 2.1 0.01 0.97 0.01 1.07 0.37 0.14([ , ],[ , ],[ , ],[ , ],[ , ])TW s s s s s s s s s s    . 

The method that assigns the same weight is utilized to each judgment to aggregate the evaluations of Group 

2 on the merits of each alternative with respect to each criterion due to the medium scale and centralized 
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opinions of evaluations. The group decision matrix 5 5( )ijD a   is obtained by Eq. (9). 

1.17 1.58 0.75 0.33 2 2.5 1.75 1 0 0.83

2 1.33 1.5 0.75 0.33 2.17 2.58 1.67 1 0.17 0.58

3 1.67 2.42 1 1.83 1.83 2.17 1 0.5 0.33 0.83

4

5

1 [ [ [ [ [

[ [ [ [ [

[ [ [ [

, ] , ] , ] , ] , ]

, ] ,

[

] , ] , ] , ]

, ] , ] , ] , ] , ]

[

a s s s s s s s s s s

a s s s s s s s s s s

a s s s s s s s s s s

a s

a

D

   

    

 





0.83 0.17 1 0.17 1.83 2.5 1.5 1 1.83 2.58

1.33 0.33 0.83 0.08 1 0.67 1.83 2.58 1.67 2.33

[ [ [ [

[ [ [

, ] , ] , ] , ] , ]

, ] , ] [ [, ] , ] , ]

s s s s s s s s s

s s s s s s s s s s

    

     

 
 
 
 
 
 
  

 

Step 2. By Eqs. (20-21), find out the maximum weight 1.77 2.1=[ , ]s s
 and the maximum CIVLEs of 

the alternatives with respect to each criterion, which are 
1

1.67 2.42= , ][S sh s
 , 

2

1 1.83= , ][S s sh 
, 

3

2.17 2.58= , ][S sh s
, 

4

1.83 2.58= , ][S sh s
, 

5

1.83 2.58, ][S s sh   , respectively. According to Eq. (19), we obtain the distance 

( 1,...,5)jd j   from each criterion to the most importance criterion as: 1 2 30.0072, 0, 0.2485,d d d    

4 50.2424, 0.3651d d   and the distances ( 1,...,5)ijd i   ( 1,...,j   5)  from each alternative to the best 

one under each criterion, which are shown in Table 7. 
 

Table 7. The distances from each alternative to the best one under each criterion  

Distance 1c  2c  3c  4c  5c  

1a  0.1152 0.3276 0.0221 0.5967 0.2984 

2a  0.1156 0.3276 0 0.5900 0.3333 

3a  0 0 0.0628 0.4929 0.2716 

4a  0.4242 0.3333 0.0412 0.5762 0 

5a  0.4796 0.3117 0.5350 0 0.035 

 

Step 3. The global preference scores are shown in Table 8 computed by Eq. (22) based on ijd  and 

jd . The weak ranking of all alternatives is shown in Table 9 computed by Eq. (23). 

 
Table 8. The global preference scores of CIVL-ORESTE 

Global score 1c  2c  3c  4c  5c  

1a  0.0816 0.2316 0.1764 0.4554 0.3334 

2a  0.0819 0.2316 0.1757 0.4510 0.3496 

3a  0.0051 0 0.1812 0.3884 0.3218 

4a  0.3000 0.2357 0.1781 0.4420 0.2582 

5a  0.3392 0.2204 0.4171 0.1714 0.2593 

 

Table 9. The weak ranking of the alternatives of CIVL-ORESTE 

Alternative 
1a  

2a  
3a  

4a  
5a  

Score 0.25568 0.25796 0.1793 0.2828 0.28148 

Weak ranking 2 3 1 5 4 
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Step 4-5. Calculate the preference intensities by Eqs. (24-26). Let =0.03  in this case. Then we 

obatin 
(n 2)

= =0.021
2n





 and = =0.006

n


 .The average preference intensities and the PIR relations of 

the “Mobike” innovative designs are shown in Table 10. 

 
Table 10. The average preference intensities between pairwise alternatives 

 
       1a              2a             3a   4a   5a   

1( , )iT a a  relation 2( , )iT a a  relation 3( , )iT a a  relation 
4( , )iT a a  relation 

5( , )iT a a  relation 

1a  0  - 0.00102 I 0.07734 
> 

0.01772 
< 

0.07386 
< 

2a  0.0033 I 0 - 0.07976 
> 

0.02008 
< 

0.07622 
< 

3a  0.00096 < 0.0011 < - 
- 

0.01334 
< 

0.0559 
< 

4a  0.04484 > 0.04492 > 0.11684 
> 

- 
- 

0.05718 
R 

5a  0.09966 > 0.09974 > 0.15808 
> 

0.05586 
R 

- 
- 

 

Step 6. The strong ranking of all alternatives based on the weak ranking and the PIR structure is shown 

in Fig. 5. 

 

3a
5a

4a

1 2,a a

 

Fig. 5. The strong ranking between the designs resulted from the CIVL-ORESTE method 

5.3 Solving the case by the classical ORESTE method 

Below we solve the case by the classical ORESTE method. According to the alternatives’ distance 

table (Table 8) obtained in Step 2 of the CIVL-ORETSE method, we get the ranks (1, 2,...,5)jr  of the 

criteria for the importance degrees and the ranks ( )j ir a  ( 1,2,...,5)i   of the alternatives with respect to 

each criterion for their merits. The average preference intensities between pairwise alternatives are shown 

in Table 11. 

  Table 11. The average preference intensities between pairwise alternatives of the ORESTE method 

Intensity 1a  2a  3a  4a  5a  

1a  - 0.095 0.26 0.175 0.275 

2a  0.04 - 0.23 0.07 0.22 

3a  0.075 0.1 - 0.105 0.045 

4a  0.185 0.185 0.3 - 0.2 

5a  0.255 0.255 0.21 0.17 - 
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Let 2  . Then according to Eq. (18), we get  1 1 0.05m n    , 2( 1) 0.25m    , 

( 2) 4n   0.75 . Let 0.04  , 0.15   and 2   in this paper, we get 1 4a R a , 1 5a R a , 

2 5a R a  and 4 5a R a . 

The strong ranking is shown in Fig. 6. 

 

3a 2a

4a

5a

1a

 

Fig. 6. The strong ranking between the alternatives resulted from the ORESTE method 

Comparative analysis: There are different results derived by the CIVL-ORESTE and the ORESTE 

methods. The ORESTE method has been improved by three aspects: the evaluation information in decision 

matrix, the calculation processes and the technique to determine the thresholds, which are described in 

details as follows: 

(1) With regard to the initial calculation data derived from evaluation information, the CIVL-ORESTE 

method maintains more evaluation information by employing the distance jd  and ijd  rather than the 

Besson’s mean ranks jr  and ( )j ir a . In the above case study, from the decision matrix, we can find that 

the evaluation of 11a  is extremely close to 21a  but 41a  is far away to 21a . These similarities and 

differences are clearly reflected by the distances: 
11 0.1152d  , 

21 0.1156d   and 
41 0.4242d  , but they 

are obscured by the Besson’s mean ranks: 1 1( ) 2r a  , 1 2( ) 3r a   and 1 4( ) 4r a  . 

(2) With regard to the weak ranking, the ORESTE method converts the global preference score ( )ijD a  

into the global weak rank ( )ijr a  to calculate the weak rank ( )iR a  , which leads to information loss. For 

example by Eq. (14) we have 32( ) 1D a   corresponding to 32( ) 1r a  , 31( ) 1.5811D a   to 31( ) 2.5r a   ,  

21( ) 2.5495D a   to 21( ) 6.5r a  , and 22( ) 2.5739D a   to 22( )r a  8.5 . It is clear that the global weak 
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rank weakens the score information that 31 32( ) ( ) 0.5811D a D a   related to 
31 32( ) ( ) 1.5r a r a   but 

22 21( ) ( ) 0.0244D a D a   related to 
22 21( ) ( ) 2r a r a  . However, in the CIVL-ORESTE method, the 

weak rank ( )ir a  is derived by the global preference score ( )ijD a  directly. 

(3) With regard to the preference intensities, they are computed by the global weak ranking in the 

classical ORESTE method while by the global preference scores in the CIVL-ORESTE method. From the 

above discussion, we can make a conclusion that the preference intensities of the ORESTE method are 

untrustworthy due to the less information in the global weak ranking. 

(4) With regard to the thresholds, in the ORESTE method,   are determined by the DM freely with 

less basis and the ranges of thresholds are so broad that it is difficult to choose reasonable values, which 

has a decisive effect on the results. For the above case, if [0,0.185)  , 1 4a R a  and 4 5a R a ; if 

[0.185,0.2)  , 1 4a I a  and 4 5a R a ; if [0.2,0.25)  , 1 4a I a  and 4 5a I a . However, in the CIVL-

ORESTE method, the indifference threshold   is derived based on the distance between two CIVLEs, 

and the other two thresholds   and   are calculated by  , which forms a systematic process to set the 

values of these parameters to ensure that the rankings are generated consistently. Furthermore, they vary in 

smaller ranges and as the value changes, the results are stable. In the case study, if [0,0.0336]  , the 

results obtained will be similar. 

5.4 Solving the case by other ranking methods 

To further illustrate the reliability of the CIVL-ORESTE method, we deal with the case by three widely 

used ranking methods and make some comparative analyses. Considering that the crisp criterion weights 

are the basis of these methods, we can determine the weights based on the evaluations of criteria by a simple 

formula 
1

( ,min ) ( ,min )
nj j j j

j S S S Sjj j
d h h d h h


  , and thus obtain (0.25,0.25,0.18,0.18,0.14)TW  . 

(1) The results derived by the CIVL-VIKOR method 

As a utility value-based ranking method, the VIKOR ranks alternatives considering both the group 

utility values and the individual regret values. It can avoid the defect that the selected solution may perform 
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badly under some criteria as in the TOPSIS method [22]. In this part, we extend the VIKOR to the CIVL 

context to handle the case.  

The group utility values can be calculated by 
1

( max )
n

i j ij ijj i
GU d d


  and the individual regret 

values can be determined by max ( max )i j ij ij
j i

RS d d  where 
j  is the crisp weight of criterion 

jc . 

Let the relative importance between iGU  and iRS  be 0.5. The results derived by the CIVL-VIKOR 

method are shown in Table 12. 
 

Table 12. The results derived by the CIVL-VIKOR method 

 1a  2a  3a  4a  5a  

iGU  0.6186 0.6240 0.2839 0.6588 0.6785 

iRS  0.2457 0.2457 0.1487 0.25 0.25 

Utility values 0.9029 0.9097 0 0.975 1 

Rank 2 3 1 4 5 

Comparative analysis: The results derived by the CIVL-VIKOR method are like the weak ranking 

obtained by the CIVL-ORESTE method. But the CIVL-VIKOR cannot describe a detail relation between 

pairwise alternatives. It deems that alternative 1a  is superior to 2a  and 4a  is superior to 5a  despite that 

their utility values are extremely close. Besides, the incomparability relation is ignored in the CIVL-VIKOR. 

(2) The results derived by the CIVL-PROMITHEE method 

The PROMITHEE method is based on pairwise comparisons between two alternatives associated to 

each criterion. It is characterized by six kinds of preference functions. The PIR relations of pairwise 

alternatives are determined by the positive outranking flows + ( )ia  and the negative outranking flows 

( )ia   in PROMITHEE I. We combine the PROMITHEE with the CIVLTS to solve the case in this part. 

To display the deviations between two alternatives precisely, we conduct the preference function based 

on the distance measure of the CIVLTSs as 

 
0, if

( , )
( , ), if

ij zj

S S

j i z ij zj ij zj

S S S S

h h
p a a

d h h h h

 
 



 (27) 
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where ( , )j i zp a a  is the preference value of ia  over za  with respect to criterion 
jc , and ( , )ij zj

S Sd h h  is 

the distance between 
ij

Sh  and 
zj

Sh  computed by Eq. (19). We can compare 
ij

Sh  and 
zj

Sh  by Eqs. (6-7). 

Following the steps of the PROMITHEE I and PROMITHEE II [24], we obtain the results of the case 

as shown in Table 13. 

Table 13. The results derived by the CIVL-PROMITHEE method 

 1a  2a  3a  4a  5a  

 
 0.071 0.076 0.184 0.065 0.134 

 
 0.085 0.086 0.05 0.12 0.191 

    -0.014 -0.01 0.134 -0.055 -0.057 

Rank 3 2 1 4 5 

Comparative analysis: According to the net outranking flow     in PROMITHEE II, we obtain 

the ranking as 
3 2 1 4 5a a a a a  which is similar to the ranking derived by the CIVL-VIKOR method 

and the weak ranking derived by the CIVL-ORESTE method. Furthermore, based on the principle of 

distinguishing the PIR relations on the basis of  
 and  

 in PROMITHEE I, we obtain 
1 2a R a  and 

4 5a R a . We are easy to accept 
4 5a R a  since their net outranking flows are close but their positive and 

negative outranking flows are quite different, which implies that they have a big gap in performance under 

some criteria. This situation is in accordance with the collective decision matrix. However, we are hard to 

accept 
1 2a R a  since both their net outranking flows and the positive and negative outranking flows are 

quite close, which implies that they perform similar under all criteria. The I  relation between ia  and za  

only appears when + +( ) ( )i za a   and ( ) ( )i za a   . From our cognition, we deem i za I a  when 

they have a small gap in performance under each criterion rather than shown the same performance under 

all criteria. In CIVL-ORESTE method, we introduce some thresholds to establish the PIR relations 

objectively, and we obtain 1 2a R a , which conforms to the fact.  

(3) The results derived by the CIVL-ELECTRE method 

ELECTRE is a famous outranking method, which is characterized by the concordance and discordance 

concepts. It determines the PIR relation by comparing pairwise alternatives under each criterion based on 
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some thresholds selected by DMs in advance. Liao et al. [16] extended the ELECTRE II to handle the 

evaluations expressed as the HFLTSs based on the distance measure between each alternative and the 

positive and negative ideal solutions, respectively. Following Ref. [16], we define the concordance, 

indifferent and discordance sets in CIVL context as follows: 

We define the minimum CIVLE of ia  under the criterion jc  as 
1,2,...,
min ( )j ij

S S
i m

h h


  if jc  is the 

benefit criterion and 
1,2,...,
max ( )j ij

S S
i m

h h


  if jc  is the cost criterion. The concordance set is divided into 

three types: the strong concordance set, the medium concordance set and the weak concordance set. The 

discordance set is also divided into three types: the strong discordance set, the medium discordance set and 

the weak discordance set. Then the indifference set is defined. Let the weights of the strong, medium, weak 

concordance and discordance sets, and the weight of the indifference set as:
 

' '' ' ''( , , , , , , ) (1,0.9,0.8,1,0.9,0.8,0.7)T T

C C C D D D I         . Following the steps of ELECTRE in Ref. 

[16], we only can obtain the part relations: 1 2a I a , 3 1a P a  and 3 4a P a . 

Comparative analysis: The part relations derived by the CIVL-ORESTE and the CIVL-ELECTRE 

method are similar. We are unable to obtain the global order of all alternatives by the ELECTRE method 

since it ignores the global preference values. Besides, the weights of the concordance and discordance are 

determined subjectively, which makes the ELECTRE method with less robustness. Meanwhile, the 

divisions between two alternatives are blurred by the weighs of concordance and discordance.  

In conclusion, compared with the ranking method mentioned above, the CIVL-ORESTE method has 

the following advantages: 

(1) We can obtain the global orders of all alternatives and the PIR relations of pairwise alternatives by 

the CIVL-ORESTE method, which is convincing and easy to make final decision. The global order can 

only be derived by the VIKOR while the partial relation can only be obtained by the ELECTRE. 

(2) The PIR relation is conducted based on some thresholds which are calculated objectively. Thus, 

the results are robust. The PIR relation in the PROMITHEE method is determined by the positive 

outranking flow and the negative outranking flow which are calculated by aggregating the preference values 
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over all alternatives. In this way, the PIR relation is contrary to the real case. In ELECTRE, the thresholds 

to distinguish the PIR relation are determined subjectively. 

6. Conclusions 

This paper established a CIVL-ORESTE method to solve the MCGDM problem with qualitative 

information. The uncertain linguistic variable is a powerful method to interpret the uncertain linguistic 

information, but it has some limitations in calculation and expressing the hesitant qualitative evaluations 

precisely. We extended it to the CIVLTS which is not only able to express complex assessments, but more 

flexible to aggregate group opinions. Some group aggregation methods for CIVLEs were proposed to deal 

with different types of groups. Especially the EGDBWM is excellent to cope with the large size group. We 

improved the ranking method, ORESTE, and proposed the CIVL-ORESTE method to cope with the group 

decision matrix. The advantages of the proposed method are concluded as follows: 

(1) The evaluation information is expressed completely. The CIVLEs can describe both the vague and 

accurate linguistic evaluations by the continuous interval form. 

(2) Suitable scope is broad. It can handle the experts group with any numbers, and there is no need to 

determine the crisp criterion weights. 

(3) The results are robust. It derives both the global order and the PIR relation of alternatives. In 

addition, the thresholds are determined objectively. 

However, we ignore the semantics of linguistic terms regarding the asymmetrical situation when 

calculating the distance between two CIVLEs and aggregating individuals’ CIVLEs into a collective one. 

This challenge will be overcome in our future study. Extending the ORESTE in wider areas when 

evaluations are expressed as the hesitant fuzzy number and the intuitionistic multiplicative set rather than 

linguistic term sets is also interesting. 
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