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a b s t r a c t

Internet of Things (IoT) is an emerging paradigm that connects various physical sensor devices spread
across different locations. IoT-enabled supply chain provides a natural combination to achieve supply
chain visibility (SCV) which refers to ability of supply chain partners to collect and analyse distributed
supply chain data for the planning and decision support. This data is normally collected and analysed
in real-time by a specialized software known as Complex Event Processing (CEP) engines. However,
current CEP engines have two well-known limitations. Firstly, current CEP engines are job specific and
fail to combine multiple related sensor data streams coming from distributed sources, thereby, supply
chain partners are exposed to manage the underlying information heterogeneity. Secondly, these CEP
systems do not provide decision support to the supply chain planners when the information about
the potential disruptive event is incomplete and/or uncertain. In this paper, a PERCEPTUS framework
is proposed to address the above mentioned issues. It, firstly, utilizes semantic annotation process to
integrate and annotate events coming from heterogeneous data streams. Secondly, it performs complex
event processing to process and correctly interpret annotated complex events. Thirdly, it provides
complex event reasoning (by combining logical and probabilistic reasoning) to predict disruption
events (such as process failure) under incomplete and/or uncertain information. Finally, the proposed
framework is validated using the dataset of a semi-conductor manufacturing process to demonstrate its
superiority in terms of accuracy in predicting disruptive events as compared to the baseline approach.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Supply chain activities are characterized by increasing dy-
namicity which arises from the trends of the global economy,
political situations, distribution of transport services and individ-
ual customer demands. Moreover, the continuous drive towards
lean business processes have resulted in supply chain becoming
more complex and vulnerable to operational disruptions. This led
organizations to be aware of the need to have better supply chain
visibility (SCV), which is a commonly used term in supply chain
management yet not very well defined in the literature [1]. In
literature [2], SCV is defined as ‘‘the identity, location and status
of entities transiting the supply chain, captured in timely mes-
sages about events, along with the planned and actual dates/times
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for these events’’. However, from an Information Technology (IT)
perspective, SCV refers to the ability of a supply chain partner
to collect and analyse distributed data, analyse and generate
specific recommendations, and match insights to the strategy [3].
The increasing use of IT in supply chain has enabled suppliers,
manufacturers, logistics service providers and retailers to benefit
from SCV by making their supply chain data available to their
partners [4]. While the availability of supply chain data provides
the impression of SCV, it also adds to a company’s challenge if it
is not used effectively to generate insights [1]. Moreover, there is
another limitation in achieving visibility for organizations despite
the availability of data. It has been reported that nearly 90% of
all companies have inadequate global supply chain technology
to provide with timely information required for planning and
management [5]. Hence, the partial or complete lack of visibility
resulting from the inadequate technology is the main hurdle for
realization of the global supply chain.

Internet of Things (IoT) is an emerging paradigm that is fo-
cussed on connecting intelligent physical devices (e.g. sensors)
spread across different locations. These devices can sense real-
time information from the surroundings and can share this infor-
mation with other devices. It is estimated that, by the end of year
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2020, approximately 24 billion devices will be interconnected
throughout the world and is expected to produce big amount
of data [6]. This technology is giving rise to the concept of IoT-
enabled supply chain that takes real-time information from IoT
devices installed at different locations within the supply chain,
processes this information through the software systems, and
shares useful insights with supply chain partners [7]. However,
existing software systems are not designed to process big data
that is generated with IoT devices. To process this big data,
specialized software known as Complex Event Processing (CEP)
engines [8–10] are used. The CEP engines infer complex events
(e.g. disruptions) and alarms the decision makers about future
events for better management of supply chain [11]. However,
unlocking the potential of CEP in supply chain is hindered by
two main factors. Firstly, current CEP engines are developed
for a single job and they fail to combine multiple related data
streams coming from distributed sources, thereby, supply chain
trading partners are exposed to manage the underlying informa-
tion heterogeneity [12,13]. Secondly, these CEP systems can only
detect existing disruptive events from a data stream. They do not
provide predictive and proactive decision support to the supply
chain planners when the information about the disruptive event
is incomplete and/or uncertain [14–16].

Owing to the above problems, this study aims to address
the challenges faced by IoT-enabled supply chains and proposes
a PERCEPTUS framework for complex event reasoning. It has
the ability to integrate, process and correctly interpret complex
events in heterogeneous data streams coming from different sup-
ply chain partners using semantic annotation and complex event
processing. It then performs complex event reasoning to predict
disruptive events using logical and probabilistic reasoning engine.
The proposed framework is able to provide decision support to
manage the identified disruptive event even when the underly-
ing information about the event is incomplete and/or uncertain.
Specifically, the main contributions of our work are as follows:

1. An ontology-based semantic annotation process is utilized
that integrates and annotates events coming from hetero-
geneous data streams. This is explained in Section 4.

2. An novel approach for semantic complex event processing
is proposed to process and correctly interpret semantically
annotated complex events. This is explained in Section 5.

3. A logical and probabilistic reasoning engine is proposed that
performs predictive and proactive reasoning even when
the underlying information is incomplete and/or uncertain.
This is discussed in Section 6.

The rest of the paper is organized as follows. In Section 2, the
existing research in CEP systems and related fields is discussed.
The proposed PERCEPTUS framework is presented in Section 3. In
Sections 4 and 5, an ontology-based semantic annotation process
and semantic complex event processing is presented respectively.
In Section 6, the logical and probabilistic predictive reasoning
engine for incomplete and/or uncertain information is described.
Section 7 presents performance evaluation and the prediction
quality of the proposed approach. In this section, the superiority
of the proposed approach is validated by comparing to a base-
line approach for predicting disruptive events in supply chain
using a semi-conductor manufacturing process dataset. Finally, a
conclusion is presented in Section 8.

2. Related work

2.1. Complex event processing

In this section, we outline the existing research in CEP systems
and related field. In recent years, CEP systems have received a

great deal of attention in a variety of domains such as business
process monitoring [17], financial services [18], healthcare [19],
cyber security [20], and traffic management [21] to name a few.
Flouris et al. [11] discussed different CEP techniques covering
both deterministic and probabilistic event models and spanning
from centralized to distributed network settings. Authors re-
viewed current status and issues of CEP techniques arising due
to use of CEP techniques over big data and cloud platforms.
Moreover, a blend of CEP technologies were also presented with
emphasis on predictive analytics, scalability and elasticity.

The current state of the art CEP engines [8–10] are designed
to deal with the specific problem of defining new (higher level)
events starting from primitive events (raw data). However, they
do not provide support to integrate events coming from heteroge-
neous sources. As a result, the complex events coded and detected
by the current CEP engines are not expressive enough to capture
and reason complex situations. For instance, in situation aware-
ness, time critical actions are not only triggered by an individual
event, rather events coming from different sources are integrated
through additional contextual knowledge to infer new pieces
of knowledge to detect and classify a situation of interest. To
overcome the issue of information heterogeneity, CEP researchers
need to step back and learn from another stream of research in
Artificial Intelligence known as the Semantic Web [22]. The Se-
mantic Web research focuses on how ‘‘meaning’’ can be attached
to the data so that data can be understood, shared, reasoned
and integrated by machines without human intervention. Use of
semantics in CEP means annotating sensor data streams with con-
textual knowledge, which serves as a metadata to link distributed
data streams. Thereby, CEP engine can perform reasoning with
various annotated sensor data streams to deduce new or implicit
knowledge, discover significant (and erroneous) events/situations
and answer complex queries.

Recently, ETALIS [10], which is a CEP engine, has been de-
veloped using semantic technologies, however, it suffers from
two major limitations: Firstly, it works under the assumption
that events knowledge is always consistent. In other words, it
is assumed that there will be no conflicting events or situations
during the events integration and reasoning process. And if new
events information comes into the system, it will be consistent
with the already available information. Additionally, new infor-
mation does not lead to the retraction of previous events/actions.
Secondly, it does not support complex actions representation
and predictive reasoning. A production rule system for activity
recognition and monitoring tasks in smart spaces is presented
in [23]. It is based on a hybrid framework consisting of logical and
probabilistic reasoning. Our proposed approach differs from [23]
in the sense that rather than using the reactive approach, we
use the predictive and proactive approach by using the logical
reasoning to predict disruptive events and using the probabilistic
inference to handle the uncertain/unknown situations.

2.2. Predictive business process monitoring

Predictive business process monitoring under defined perfor-
mance constraints is a key issue in many organizations. Predictive
business process monitoring approaches forecast potential prob-
lems during process execution and handle them even before
they occur using machine learning and data mining techniques.
These approaches are also applicable to supply chain in predicting
disruptions and critical situations. These approaches, if combined
with CEP technology, can potentially enhance the performance of
predicting events of interest in business process or supply chain.

There are different approaches for runtime monitoring of busi-
ness process management that has been proposed in the litera-
ture [17,24–28]. In [28], three different prediction techniques for
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business process monitoring are compared and analysed empir-
ically. The compared approaches are based on machine learning,
constraint satisfaction and Quality of Service (QoS) aggregation.
In another work [29], authors proposed two approaches, a se-
quential k-nearest neighbour and an extension of Markov model
for predictive business process monitoring. These approaches
exploit temporal and sequential features of the business process
data with an additional sequence alignment component. Cuz-
zocrea et al. [30] discussed the problem of predictive monitoring
when performance constraints are defined in aggregated process
instead of single process. This work integrated two predictive
models: a clustering-based predictor for estimating the outcome
of each ongoing process instance and a time series predictor
for estimating the performance outcome of the future process
instances.

2.3. IoT-enabled supply chain

With the proliferation of sensor networks and IoT devices,
the integration of IoT and supply chain provides a promising
way to establish innovative systems for monitoring supply chain
activities. Different types of devices are used in various supply
chain activities to monitor performance indicators. For example,
radio-frequency identification (RFID) devices are used in items
tracking and inventory management. In this regard, an approach
is proposed in [31] to explore the effectiveness of different types
of RFID in reducing the inventory inaccuracies in supply chain.
Author’s in this work based their approach on the fact that
different types of RFID has unequal techniques in tracing items
and, therefore, presented a scale factor function to illustrate the
relationship between cost of RFID and it abilities in decreasing
inventory inaccuracies. This scale factor function is then used to
formulate analytical models to investigate the cost-effectiveness
of different RFIDs in different scenarios.

In the context of centralized supply chain where orders from
online customers are delivered independently, a new delivery
strategy based on the synthetically dispatched orders is proposed
in [32] to decrease the outbound delivery cost. It utilizes orders
and customers matching and customer visiting sequence with
beta-heuristic algorithms. Similarly, in another work [33], an
RFID-based investment evaluation model is proposed for joint
replenishment and delivery (JRD) problem under stochastic de-
mand. In [34], a joint replenishment problem is modelled that
considers different types of discounts such as two quantity dis-
counts, all-unit quantity discount, and incremental discount on
e-commerce platform. Author’s in this work proposed a novel
locust swarms algorithm to the joint replenishment problem.

There are a few studies that utilize event-driven monitoring
and/or prediction and are also relevant to the supply chain envi-
ronment [35–38]. For instance, in [38], SLA violations in cloud of
things (CoT) environment is addressed by extracting and identi-
fying the impact of the relevant external events on SLA. The ex-
ternal events are usually outside the control of service providers
and users but they may impact the quality of CoT services and
may result in SLA violation. Authors’ presented an approach to
extract external events from social media streams using natural
language processing and machine learning techniques.

Nevertheless, the problems of the current CEP engines still
exist as they fail to combine multiple related sensor data streams
coming from distributed sources. They also fail to provide predic-
tive and proactive decision support to the supply chain planners
particularly when the information about the disruptive event is
incomplete and/or uncertain. In the next section, our proposed
framework is presented that aims to address these issues.

3. Proposed framework

In this section, a framework for Predictive and proactive Com-
plex Event Processing and reasoning in IoT-enabled Supply chain
(PerCEPTuS) is presented. In the proposed framework, our aim is
to shift the notion of reactive computing to proactive computing
by predicting future events of interest based on the current event.
As a first step, the structure and relationship of different informa-
tion sources (i.e. sensor data streams) in the supply chain activity
are required before the complex events are identified. This is
specified using the annotation ontology (as depicted in Fig. 2).
Then, to determine the complex patterns from the incoming
sensor data streams, the performance constraints of the process in
a supply chain activity are also required (discussed in Section 5).
Then the observation and collection of information about the
environment using IoT sensor devices begins and the events that
match complex patterns are identified. Finally, the new knowl-
edge is inferred from the identified events to discover significant
events of interest (e.g. failure of a business process). Fig. 1 de-
picts the architecture of the novel framework for complex event
reasoning engine. As stated before, two prerequisites, namely the
annotation ontology for sensor data streams and performance con-
straints of business process (i.e. supply chain activity constraints)
for predictive reasoning, are needed in the knowledge base before
processing of the information begins. Once the prerequisites are
captured, the information in different components is processed
as follows.

1. Semantic Annotation. This component is connected to the
physical world of IoT having different sensor data streams.
Its responsibility is to model and encode the contextual
knowledge of the heterogeneous data streams, which is
usually extracted from the meta information of the data
stream. This knowledge is encoded in the form of ontolo-
gies, which plays an essential role to correctly interpret
the distributed events information that could otherwise
be interpreted in a number of ways by the CEP engine.
Once the contextual knowledge is modelled and encoded,
it is then used to process and annotate events information
coming from heterogeneous data streams.

2. Semantic Complex Event Processing. This is an important
component of the proposed system that takes the semanti-
cally annotated events as input and after processing iden-
tifies the complex event or activity that has just happened
or is about to happen in the near future. Event calculus
is used to model complex events and actions that may
change over a period of time and may introduce incom-
plete and/or uncertain events information in the knowl-
edge base. There are two types of knowledge bases used in
the proposed framework. The main Knowledge base (KB)
contains rules for defining and capturing complex event
patterns, representing states of complex events, and per-
formance constraints of the business process. While the
Actions KB deals with defining all the alternative actions
that can be taken to avoid an undesired event that is
predicted. It can recommend suitable action to external
applications (e.g. IoT applications) based on the prediction
of the proposed system. In this paper, the emphasis has
been on utilizing the KB for defining rules and facts for
capturing complex event patterns, state representation of
complex events and defining performance constraints of
the business process.

3. Logical and Probabilistic Reasoning Engine. As described pre-
viously that in many cases not only the future events
but also the current events may be detected with uncer-
tainty [14,39]. For example, a sensor device may produce
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Fig. 1. PERCEPTUS system architecture.

a noisy reading. This means that reasoning engine must
be able to handle uncertain input events. Therefore, in
this component, a hybrid predictive reasoning is utilized
that has the capabilities of both logical and probabilistic
reasoning. The logical reasoning is performed on the in-
coming events by first determining the state of the EVs
from the incoming data streams and then inferring the
failure of the business process. However, when the incom-
ing data stream contains incomplete, inaccurate or missing
information about any EV, the probabilistic inferencing is
used to determine the possible state of that EV and then
failure of the business process is predicted by the reasoning
engine.

In the following sections, we describe important components
of the proposed system and their working in detail. The working
of the proposed system starts with the semantic annotation of
sensor data stream for predictive reasoning. For this purpose, the
structure and relationships of different sensor data streams in the
supply chain activity or business process are identified. This is
explained in the next section.

4. Semantic annotation

The contextual information coming from sensor data streams
is not always 100% accurate due to the uncertainty of events
and data originating at the source. This contextual information
may be of variable quality. For instance, it can be inaccurate,
redundant, incomplete, or it can be conflicting with other con-
textual information [40]. Moreover, various kinds of context have
dependencies, causal relationships and temporal characteristics.
In this work, we identify two main reasons for different types of
uncertainties in the contextual information, which are given as
follows:

1. The sensor technology is not capable of producing 100%
accurate data due to various technical challenges. For ex-
ample, hardware malfunction can prevent a sensor to re-
port certain events. A sensor may have the limited accuracy
or there may be distortion along a communication chan-
nel [41]. Similarly, a hidden object in video monitoring
or an unclear voice due to noise signals are examples of
imprecise data.

2. The reasoning models are not 100% accurate even when
sensors produce near 100% accurate sensor data [42]. They
also lack accuracy and do not always provide accurate
information about the events and, hence, a probability
value is accompanied with such events to address the
uncertainty.

Therefore, in this work, ontology-based context model is used
that is not just able to represent uncertainty but can also support
to model the temporal aspects of the contextual information.

The contextual knowledge is essential to correctly interpret
the distributed events. This knowledge could be interpreted in
a number of ways if not correctly encoded. This process of con-
textual modelling and event annotation is known as semantic
annotation. Currently, most of the CEP systems represent event
information as a tuple of values separated by a delimiter. For ex-
ample, the raw event tuple from an airflow sensor would look like
‘‘D105VOL, 2018-05-01T09:30, 510.0, 0.8’’ (see Fig. 2). In the pro-
posed semantic annotation technique, a codified ontology with
UIMA (Unstructured Information Management Architecture) [44]
is utilized. The UIMA is a fundamental framework and acts as a
backend engine that uses domain ontologies for raw events data
annotation.

As a result, semantic relationships are built among events
coming from different sources. As shown in Fig. 2, an airflow
semantic sensor event is linked with a blood pressure semantic
sensor event through a common property i.e. ee:hasLocation indi-
cating that both sensors are located in the same office located in
building RTH105. Through such semantic relationships between
events, reasoning engine can reason on events and can infer new
pieces of knowledge and answer complex queries.

5. Semantic complex event processing

In this section, we discuss the basics of semantically annotated
events and also describe their representation for the purpose of
predictive and proactive complex event reasoning.

5.1. Complex event definition and representation

A semantically annotated event can be classified either as a
simple event (SE) or complex event (CE). Moreover, it may also
be a combination of both as shown in a hierarchical structure in
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Fig. 2. Semantic Annotation.
Source: Adapted from [43].

Fig. 3. Different levels of nested relationships between EVs.

Fig. 3. It has complete information about its state including its
type, time of occurrence and its relationship with other events.
In our proposed approach, a semantically annotated event is
represented using a vector as (E, R, T, St ) and is defined as follows:

• E represents the unique event along with all of its attributes
such as event id, type, relationships etc.
• R represents the pattern (if any) and the information of

other events the pattern is applied to.
• T represents the timestamp when the event is first sensed

or detected.
• St represents the state (of the constraint) of the event. This

state shows the compliance or violation of the complex
event in business process. The state St can be either assigned
or derived from the other complex events during the course
of execution of business process.

To differentiate between different types of events and the
purpose of having state St for every event, consider that Fig. 3
represents an activity or a stage in the business process that
has a value (or performance constraint) which measures its com-
pliance. During the process execution, the chance of the pro-
cess failure is determined by comparing its current value with
the constraints. This run-time comparison is measured for each
event value to its defined constraints. In our proposed approach,
this run-time comparison is specified using a multi-valued logic
which is defined below [14]:

• Normal (N) If the value of the event is within its defined
constraints, its state is represented as normal.
• Failure (F) If the value of the event is not within its defined

constraints, its state is represented as failure.
• Uncertain/Unknown (U): If the value of the event can neither

be evaluated as normal nor as failure then it is represented
as uncertain. This situation can happen when either (a) the
event value cannot be measured due to some technical
failure of the sensor [45] or (b) the event value is at the
boundary of the defined constraints but due to uncertainty
in sensor measurement it cannot be accurately defined as
normal or failure [14].

For each event (SE or CE), the above-mentioned states are de-
termined and then combined (using complex patterns and oper-
ators) to determine the failure of a business process or supply
chain activity (SCA) as shown in Fig. 3. Different types of events
are treated differently in the proposed system, therefore, it is
important to classify them based on their properties. These are
explained as follows:

• Simple Event (SE): An SE is a primitive event which is cap-
tured by a sensor device in the business process. This event
is not dependent on any other event in the system. For
example, it can be seen from Fig. 3 that events such as EV 2,
EV3, EV 5, EV 6 and EV 7 are all SEs.
• Complex Event (CE): A CE is an event that results from the

combination of two or more SEs (or CEs or a combination of
both) connected through a complex pattern R. For example,
it can be seen from Fig. 3 that events such as EV 1, EV4 and
EV 0 are CEs. Unlike SEs, CEs are defined using logical rules
and complex patterns. These complex event definitions are
described in the next section.
• Event with a Value/Constraint (EV): An EV is a specialized

complex event that marks an important step in a business
process. It acts as key performance indicator (KPI) and there-
fore its value is monitored to identify the compliance or
violation of a business process. An EV can either be a CE
or SE or any combination of these. For example, it can be
seen from Fig. 3 that EV 1, EV7 and EV 4 combine to ascertain
the state of the business process EV 0. In this case, EV 7 is
SE while EV 1 and EV 4 are CEs. Moreover, in this process,
any SE or CE can be marked as EV for monitoring its state
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Table 1
Complex event pattern detection operators.
Operator Description

SEQ The SEQ operator identifies a given sequence of events from
the input events. For example, ‘‘Peter goes to bed after dinner’’
can be represented as SEQ(dinner, bed).

PAR The PAR operator identifies a pattern of two or more events
occurring at the same time either overlapping completely or
partially. For example, ‘‘Peter eats dinner and reads the
newspaper simultaneously’’ can be represented as PAR(dinner,
newspaper) or PAR(newspaper, dinner).

DURING This complex event is detected when an events occurs during
an interval when another event is happening. For example,
‘‘During dinner, Peter reads the newspaper’’ can be
represented as DURING(dinner, newspaper).

STARTS When two events start at the same time. For example, ‘‘Peters
starts reading the newspaper as soon as he starts eating the
dinner’’. It is represented as STARTS(dinner, newspaper) or
STARTS(newspaper, dinner).

FINISHES When two events finish at the same time. For example,
‘‘Peters stops reading the newspaper as soon as he finishes eating
the dinner’’. It is represented as FINISHES(dinner, newspaper) or
FINISHES(newspaper, dinner).

COUNT Then number of occurrences of an event during a time period.
For example, ‘‘The number of calls Peters receives in a day’’ can
be represented as COUNT(Peter, received_calls).

OR This complex event is detected when one event occur out of
two or more events during a time interval. For example,
‘‘Peter watches either a movie or plays video game at evening ’’.

AND The AND operator identifies the occurrence of two or more
events in any order during a time interval. For example, ‘‘Peter
watches television and talks to his friend on the phone in the
evening ’’.

NOT Any event does not happen or exist at time t. For example,
‘‘an event e does not happen at time t’’ can be represented as
NOT(e).

during the process execution. Therefore, in order to avoid
confusion, hereon in this paper, all of the SEs or CEs are
represented simply as EVs unless otherwise stated, as shown
in Fig. 3.

5.1.1. Complex event pattern detection operators
In this section, the semantics to capture complex events are

explained. This is important when a particular event of interest is
anticipated from a set of events which are originated from sensor
devices. For example, a complex event pattern can identify a
sequence of any two activities in a business process. The complex
event operators are generally applied to events originating from
sensor devices. In some cases, these operators are also applied to
other complex events. The name and the brief description of each
of the operators are described in Table 1.

Note that the time duration is not mentioned in all of the event
definitions above. The time window is controlled through event
calculus ontology (Table 3). Moreover, the detailed description
including event calculus rules of all of the above operators is also
presented in the next section.

5.1.2. Complex event state composition operators
As described previously that a complex event can be a com-

bination of simple events, complex events, or any combination
of both. Moreover, in our model, every complex event (e.g. an
EV ) is assigned a state representing its compliance or violation
of the business process. For instance, consider a complex event
COUNT(SEQ(x1,x2), ∆t)) is an EV X and its normal state is repre-
sented by n occurrences of SEQ(x1,x2) pattern during a time period
∆t. Now, if during time period ∆t, the number of occurrences
of SEQ(x1,x2) pattern are found to be either more or less than n,
the current state of EV X will be set as failure. A complex business
process can combine multiple complex events in a nested or hi-
erarchical form. The evaluation of the whole process may require

Table 2
Complex event state composition operators.
EV X EV y EV CON(x,y) EVDIS(x,y) EV IMP(x,y) EV BIC(x,y) EVNEG(x)

N N N N N N F
N F F N F F F
N U U N U U F
F N F N N F N
F F F F N N N
F U F U N U N
U N U N N U U
U F F U U U U
U U U U U U U

Table 3
Event calculus ontology.
Syntax Description

initially(f) Fluent f holds from the initial time
initiates(e, f, t) Event e initiates fluent f at time t
terminates(e, f, t) Event e terminates fluent f at time t
holds_at(f, t) Fluent f holds at time t
happens(e, t) Event e happens at time t
clipped(t1,f,t2) Fluent f is terminated between time t1 and t2
mvi(f, t1, t2) Fluent f holds in the interval (t1, t2]

evaluation of each complex event and its relationship with other
events. Here, the logic for evaluation of the state of complex
events is described when two or more complex events combine
using conjunction (CON), disjunction (DIS), implication (IMP), bicon-
ditional (BIC) and negation (NEG) operators. This logic is based
on Kleene and Priest logic [46]. In Table 2, EV CON(x,y), EVDIS(x,y),
EV IMP(x,y), EV BIC(x,y), and EVNEG(x), representing conjunction, disjunc-
tion, implication, biconditional and negation respectively, of the
states of the complex events EV X and EV y are shown.

Any of the event definition above can be used to evaluate the
state of the complex event. In the next section, complex events
semantics are defined using event calculus.

5.2. Complex event semantics in event calculus

The syntax and semantics for the complex event reasoning
engine are defined in this section. It has been observed that
logic programming has advantages over other formalisms [12].
For example, in the implementation of the CEP concepts, logic
programming is more reusable and extensible than procedural
programming. Secondly, the rule-based formalism presented in
this paper, is expressive and powerful enough to represent com-
plex event patterns. In particular, we use event calculus [47] to
model complex events. It is a general framework for representing
and reasoning about events and their effects. The general theory
of event calculus, which defines the meaning of the predicates, is
called event calculus ontology. It contains a set of predicates as
shown in Table 3.

To define an event, event calculus uses a set of rules to de-
scribe its different aspects. For instances, the event instances are
described with the use of the happens predicate, the effects of
events are described with the use of the initiates and terminates
predicates, and the values of the fluents (variables) are described
with the use of the holds_at, mvi (maximal validity interval)
and other predicates. Each rule has a body that represents the
preconditions and a rule head representing the effect. The event
calculus fluents are defined as facts in the logic program. Once
the event calculus models are captured in logic language, forward
chain reasoning is started by the introduction of annotated events
information as facts into the Rete network [16]. This results in
the activation of new events. The derived events flow back into
the Rete network which, in turn, results in the activation of new
complex events and situations.
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Event calculus axioms can be formulated in many different
ways depending upon the required situation. For example, two
basic axioms are given as follows:

holds_at(p, t2) ← holds_at(p, t1) ∧ ¬terminate(e, p, t1) (A1)

¬hold_at(p, t2) ← terminates(e, p, t1) (A2)

In axiom A1, fluent p holds at time t2 if it holds at time t1 and
is not terminated at time t1 due to event e. In axiom A2, fluent
p does not hold at time t2 if an event e terminates p before
time t2 i.e. at t1. Similarly, many different formulations can be
constructed to model any environment. In the next section, we
define basic rules in event calculus which are then used as basic
building blocks to represent complex event patterns.

5.2.1. Modelling an EV in event calculus
As described previously that an event can be simple as well

as complex, its state and the transition between the states need
to be modelled based on its current and the desired state. In
the following, the basic rules to represent the state of a com-
plex event (i.e. EV ) are described. For this purpose, three predi-
cates init_state, curr_state and trans_state are defined, which per-
form various operations on EVs. These predicates are defined as
follows:

• Initial state (init_state) This predicate models the initial state
of an EV at the beginning of the business process manage-
ment. It is represented as follows:

initially(ev(x, st )) ← init_state(x, st )

The initial state of the EV is modelled by the above rule
such that variable x represents two things: (i) constraint
of the EV and (ii) unique ID of the EV. Moreover, fluent
ev(x, st ) represents the state of the EV identified by x and
st represents its current state.
• Transition state (tran_state) This predicate represents the

change in the state of an EV from one state to another
(e.g. s1 to state s2) after the occurrence of an event e. It is
represented by the following two rules:

terminates(e, ev(x, s1), t) ← happens(e, t)
∧ trans_state(e, t, x, s1, s2) ∧ curr_state(x, s1, t)

initiates(e, ev(x, s2), t) ← happens(e, t)
∧ trans_state(e, t, x, s1, s2) ∧ curr_state(x, s2, t)

With the execution of these two rules, the fluent ev(x, s1)
terminates and the fluent ev(x, s2) initiates, which repre-
sents the change of state of the EV from s1 to s2.
• Current state (curr_state): This predicate returns the current

state st of an EV at any time instant t. It is represented by
the following rule:

holds_at(ev(x, st ), t) ← curr_state(t, x, st )

These predicates can describe the process of identifying and
translating business constraints into logical rules. Moreover, these
predicates can also represent the transition of constraints from
one state to another during execution. Fig. 4 depicts the flow
among three predicates to represent a change in the state of an
EV. First of all, EVs and their constraints are identified from the
business process. Then, fluents corresponding to each of the EVs
are initiated by using init_statewith their initial states. When new
runtime observation for an EV is received, it may lead to two dif-
ferent scenarios. It may, either, lead to a transition to a different
state or it may stay in the current state. These two scenarios are
represented by tran_state and curr_state, respectively. The final
state of an EV is represented by the curr_state predicate.

5.2.2. Final state of an EV in event calculus
In this section, rules are defined to get the state of an EV at

any time t during execution of a business process. Let X be an
EV identified in a business process. Its possible final state can be
defined as:

• Normal (X) An EV can be in a normal state in two possible
ways. (i) If the initial state of an EV after the identification
in business process is in normal state or (ii) due to transition
from failure (or uncertain) state to a normal state.

In the first case, an EV is in a normal state and does not violate the
defined constraints. This can be represented using the following
syntax.

init_state(X,N)

The current state of the X can be inquired by the predicate
curr_state which is given by the following rule:

holds_at(ev(X,N), t) ← curr_state(t, X,N)

In the second case, the state of the X transitions from failure
(or uncertain) state to a normal state at time t. The rule for the
transition from an uncertain to a normal state is as follows:

trans_state(e, t, X,U,N)

This predicate terminates the uncertain state of the X and initiates
its normal state, which is represented as follows:

terminates(e, ev(X,U), t) ← happens(e, t)
∧ trans_state(e, t, X,U,N) ∧ curr_state(X,U, t)

initiates(e, ev(X,N), t) ← happens(e, t)
∧ trans_state(e, t, X,U,N) ∧ curr_state(X,N, t)

The current state of the X after the transition can be inquired by
the predicate curr_state which given by the following rule:

holds_at(ev(X,N), t) ← curr_state(t, X,N)

Similarly, when the state of the X transitions from a failure to a
normal state, the transition rule is represented as:

trans_state(e, t, X, F ,N)

This terminates the failure state of the X and initiates its normal
state.

• Uncertain (X): At time t when it is not possible to decide
whether X is in normal state or failure state (e.g. due to
missing sensor value or constraint boundary value), it moves
to an uncertain state.

trans_state(e, t, X,N,U)
trans_state(e, t, X, F ,U)

• Failure (X): At time t when X moves from either a normal
or uncertain state to a failure state, it is represented by the
following rules, respectively:

trans_state(e, t, X,N, F )
trans_state(e, t, X,U, F )

5.2.3. Complex event pattern detection and state composition using
event calculus

In Section 5.1, the complex event operators and their corre-
sponding syntax to represent them were defined. However, that
syntax does not show how different events can be combined in
a complex pattern in a time interval and how the states of EVs
are changed or transitioned when an event occurs. Our complex
event definitions rely on event calculus for time interval using
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Fig. 4. Flow among three predicates to represent a change in the state of an EV .

interval-based semantics, where each complex event has a start
time which represents when it is detected in a time window.
The main motivation of using event calculus for complex event
detection is that it not just enables to model the events, it can
also capture the effects of those events that in turn can help to
recognize and learn the event pattern. For example, SEQ(dinner,
bed) pattern can be identified using the following rule:

happens(SEQ (dinner, bed), t4) ← mvi(dinner, t1, t2)
∧ mvi(bed, t3, t4) ∧ t2 < t3

where t1, t2, t3 and t4 represents time such that t1 < t2 < t3 <

t4. This rule detects the sequence of two activities dinner and
bed in which the dinner activity must happen before the bed
activity. The time when the sequence is detected is attached to
the event instance. Similarly, PAR(dinner, newspaper) pattern can
be identified using the following rule:

happens(PAR(dinner, newspaper),max(t2, t4))
← mvi(dinner, t1, t2) ∧mvi(newspaper, t3, t4)
∧max(t1, t3) < min(t2, t4)

where max(t2, t4) returns either t2 or t4 whichever is maximum
and min(t1, t3) returns either t1 or t3 whichever is minimum.

The rules for complex event definitions such as DURING(dinner,
newspaper), STARTS(dinner, newspaper), FINISHES(dinner, newspa-
per), OR(movie, game), AND(movie, game) and NOT(e) can be iden-
tified using the following rule respectively:

happens(DURING(dinner, newspaper), t4) ← mvi(dinner, t1, t4)
∧ mvi(newspaper, t2, t3) ∧ t1 < t2 < t3 < t4

happens(STARTS(dinner, newspaper), t1) ← mvi(dinner, t1, t2)
∧ mvi(newspaper, t1, t3)

happens(FINISHES(dinner, newspaper), t3)
← mvi(dinner, t1, t3)
∧ mvi(newspaper, t2, t3)

happens(OR(movie, game), t) ← (happens(movie, t)
∨ happens(game, t)) ∧ t1 < t < t2

happens(AND(movie, game), t) ← (happens(movie, t)
∧ happens(game, t)) ∧ t1 < t < t2

happens(NOT (e), t) ← ¬happens(e, t)

Each of the event detected using the rules above is assigned a
unique id. Moreover, as described earlier, every complex event
(represented as EV ) is assigned a state representing its com-
pliance or violation of the business process. Furthermore, the
evaluation of the state of a business process or activity also
requires the evaluation of all the complex events detected in the
process, which may be connected with each other in sequential,
nested, or hierarchical form. In our model, the states of the EV,
which is composed of other EVs, is defined using event calculus
rules.

In the rest of this section, the conjunction and disjunction rules
are explained to determine the state of an EV from the states
of other EVs it is composed of. Similar rules can be defined for
implication, biconditional and negation operators to achieve the
desired state as shown in Table 2. Consider the example of two
complex events SEQ(x1,x2) and PAR(y1,y2), which are defined as
EVs namely, EV 1 and EV 2 respectively. Both are monitored for
some predefined constraints (such as number of occurrences etc.)
in a time duration. Now assume, a business process requires the
conjunction (say EV CON(1,2)) of both EV 1 and EV 2 to be in normal
state in order to be functional. For this purpose, during execution,
appropriate states (normal, failure, or uncertain) are assigned to
each of them. The conjunction operator then can determine the
state of EV CON(1,2) depending upon the current states of EV 1 and
EV 2 based on the multi-valued logic presented in Table 2.

In the following, the conjunction rules to determine the normal
(N), failure (F), or uncertain (U) states of the EV consisting of m
different EVs detected at time t are presented. Following rule
detects the normal (N) state of the EV identified as EV CON(1,2,...,m)
when conjunction operator is applied to m different EVs.

holds_at (ev(x,N), t) ← (∀i ∈ {1:m} ( holds_at(ev(i,N), t)))
∨ (∃i ∈ {1:m} (holds_at(ev(i,N), t)) ∧ ∀j
∈ {1:m} , j ̸= i (holds_at(ev(j,N), t) ∨ holds_at(ev(j,U), t)))

In the above rule, ev(x, N) is a fluent representing an EV CON(1,2,...,m)
identified as x with a normal state (represented as N) such that
its state represents the conjunction of m different EVs at time
instant t. It is evaluated to a normal state when either all of the
EVs it is composed of are evaluated to normal state or at least
one of the EVs it is composed of is in a normal state at any time
instant t and the remaining EVs are evaluated to either normal or
uncertain state. The following rule detects the failure (F ) state of
the EV when conjunction operator is applied to it.

holds_at(ev(x, F ), t)← ∃i ∈ {1:m} (holds_at(ev(i, F ), t))

In the above rule, fluent ev(x, F) evaluates to a failure state when
at least one of the EVs it is composed of is evaluated to a failure
state at any time instant t. Similarly, the following rule detects
the uncertain (U) state of the EV when conjunction operator is
applied to it.

holds_at(ev(x,U), t)← ∀i ∈ {1:m} (holds_at(ev(i,U), t))

In the above rule, fluent ev(x, U) is evaluated to an uncertain state
when all of the EVs it is composed of are evaluated to an uncertain
state at any time instant t.

Similar to the conjunction rules, the disjunction rules to deter-
mine the normal (N), failure (F), or uncertain (U) states of the EV
consisting of m different EVs at time t are defined below.

holds_at(ev(x,N), t)← ∃i ∈ {1:m} (holds_at(ev(i,N), t))

The fluent ev(x, N) is evaluated to a normal state when at least
one of the EVs it is composed of is evaluated to a normal state at
any time instant t.

holds_at(ev(x, F ), t)← (∃i ∈ {1:m} (holds_at(ev(i, F ), t))
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Fig. 5. Relationships between the EVs in a supply chain activity.

∧ ∄j ∈ 1:m(holds_at(ev(j,N), t)))

The fluent ev(x, F) represents the disjunctive EV with a failure
state. It is evaluated to a failure state when at least one of the
EVs it is composed of is evaluated to a failure state at any time
instant t and none of the EVs it is composed of is evaluated to a
normal state at time instant t.

holds_at(ev(x,U), t)← ∀i ∈ {1:m} (holds_at(ev(i,U), t))

The fluent ev(x, U) is evaluated to an uncertain state when all of
the EVs it is composed of are evaluated to an uncertain state at
any time instant t.

The rules for implication, disjunction and negation can also be
defined in similar way. All of the above mentioned rules are
essential for predictive complex event reasoning. In the next
section, the reasoning process to predict the failure of a business
process, which relies on the above mentioned rules, is described.

6. Logical and probabilistic reasoning engine

In this section, we describe the reasoning process of the pro-
posed framework which consists of two steps. In step 1, the
logical reasoning is performed on the incoming events from data
streams to identify the situations of interest (e.g. failure of a
business process). This is done by first determining the state
of the EVs from the incoming data streams and then inferring
the failure of the business process. However, in case, when the
incoming data stream contains incomplete, inaccurate or missing
information about any EV, the probabilistic inferencing in step 2
is performed. In the probabilistic reasoning, a variant of Bayesian
Network (called Adaptive Dynamic Bayesian Network) is con-
structed and then used to determine the possible state of the EVs
and the failure of the business process is determined.

6.1. Logical reasoning

In the logical reasoning process, the sequence of events from
data streams are given as input to the reasoning engine. The
logical reasoning process is described in Algorithm 1, which is
based on the work presented in [14] but has been adapted for
application in IoT-enabled supply chain for predictive monitoring.
The algorithm takes sensor observations as input at any time t
and returns the updated knowledge base, represented as KB(t+1),
with the possible future states of the EVs for time t + 1. To start
the reasoning process, the event calculus theory and its basic
components such as domain-independent axioms (Σ), domain
specific axioms (∆(0)), and initial knowledge base (KB(0)) with
initial facts, are initialized (line 1–3). The complex event rules,
which model EVs and their constraints, are represented using the
state constraints (Ψ ) and the effect constraints (ε) (line 4–5).
When an event occurs, these rules trigger and change the states

of the EVs represented using fluents in the system. The EVs whose
states are affected due to an event, are represented by the symbol
Ō(t) (line 7). This symbol represents the collection of states of the
EVs (8–10).

The symbol Ḱβ(t+1) represents the change in the knowledge
base after occurrence of an event, which is validated against
the state constraints to determine states of the EV fluents. At
this stage, algorithm classifies EVs into one of two types, namely
known EVs and unknown EVs. (i) Known EVs (Ō(t)). On occurrence
of an event, if state of an EV is known either as a direct result
of the event or due to its dependence on other EVs is called
as known EV. The known EVs are represented by the vector O =
{EV 1, EV 2, . . . , EV n} and each of them is either in a normal, failure
or uncertain state (line 11–12). The symbol KB(t+1) represents
updated knowledge base at time t + 1. At this time, the future
state of business process can be inferred from the states of all the
known EVs (line 13). (ii) Unknown EVs (Ǭ(t)). An EV, which is not
impacted by an event and its future state cannot be determined
from the current set of events, is termed as unknown EV. For
example, in Fig. 5, if the current state of any EV (e.g. EV 1 or EV 2)
is unknown, the potential state of the process (SCA) cannot be
determined. So, the algorithm determines the probability of the
unknown EVs being in each of the three states, namely normal,
failure or uncertain by using the EVs’ previous states which gives
a measure of the effect of past events on the EV (line 15).

First of all, in Algorithm 2, the probability distribution tables
for the possible states of unknown EVs, which are represented
by Ǭ(t), are generated (line 1–2). The knowledge base is updated
with the new information coming from probabilistic inference
to determine the future state of the business process (line 3–8).
The process of probabilistic inference using Bayesian network is
described in next section.
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6.2. Probabilistic inferencing

To determine the state of unknown EVs, a variant of the
Bayesian Network (BN) is used, which is known as Adaptive Dy-
namic Bayesian Network (ADBN). A BN is a probabilistic model that
is represented via a directed acyclic graph where nodes represent
variables and arcs represent their dependencies as shown in
Fig. 5. It provides full representations of probability distributions
and can support any direction of reasoning [48]. For example,
the direction of reasoning can be between nodes to ascertain
the causes of an effect. An ADBN enhances the BN with dynamic
learning capability to build structure of the BN from the training
data and then adapting the learned structure by continuously
updating the conditional probability tables (CPTs) to improve
prediction accuracy.

To elaborate the objective of using probabilistic inferencing,
consider that we want to find the conditional probability (repre-
sented as Pr(SCA|O)) for the state of complex event (represented
as SCA) for a given set of EVs (represented by the vector O =
{EV 1,EV 2,. . . , EV n}). This represents the probability of the state of
a supply chain activity. However, in order to determine Pr(SCA|O),
all of the EVs’ states are required. Consequently, for those evj /∈ O
for which there is no information about their states at a particular
time t, we consider their probability of being either in a failure,
normal or uncertain state. Let Q be the vector of EVs represented
as Q = {EṼ 1,EṼ 2,..EṼm} whose states are unknown at a particular
time t. Then the probability of SCA when O terms are known can
be calculated as follows, according to the Bayes rule:

Pr (SCA|O) =

∑
Pr(⟨SCA, EV1, . . . , EVn, EṼ1, . . . , EṼm⟩)∑

Pr(⟨EV1, . . . , EVn, EṼ1, . . . , EṼm⟩)
(1)

where EV represent EVs with known states and EṼ represent EVs
with unknown states. The probability distributions of all possible
combinations of the EVs is represented using the summation sign
in the numerator and the denominator of the above equation. To
explain this equation with an example, consider one SCA that has
three EVs represented as EV 1, EV 2 and EV 3 as shown in Fig. 5
(ignoring EV 4 and EV 5). Assume that at a specific time t, the states
of EV 1 and EV 3 (also represented by their names) are known
only and the state of EV 2 (represented as EṼ 2) is unknown. Then,
the state of SCA when the states of EV 1 and EV 3 are given is
determined as:

Pr (SCA|EV1 ∧ EV3) =

∑
EṼ2∈{n,f ,u}

Pr (SCA) Pr(EV1, EV3, EṼ2|SCA)∑
EṼ2∈{n,f ,u}

Pr(EV1, EV3, EṼ2)

(2)

Each EV can have state either n, f or u, we evaluate the prob-
abilities of the unknown EVs being in these three states. The
expression Pr(EV1, EV3, EṼ2|SCA), in the above equation, is diffi-
cult to estimate when the number of terms increases. Therefore,
it can be substituted with Pr (EV1|SCA) Pr (EV3|SCA) Pr(EṼ2|SCA)
by the assumption that all the EVs are independent [49]. Hence,
Eq. (2) takes the following form:

Pr (SCA|EV1 ∧ EV3)

=

∑
EṼ2∈{n,f ,u}

Pr (SCA) Pr (EV1|SCA) Pr (EV3|SCA) Pr(EṼ2|SCA)∑
EṼ2∈{n,f ,u}

Pr(EV1, EV3, EṼ2)
(3)

From the above equation, the term
∑

EṼ2∈{n,f ,u}
Pr(EV1, EV3,

EṼ2) can be substituted by a normalization constant α = 1/∑
EṼ2∈{n,f ,u}

Pr(EV1, EV3, EṼ2) [49]. Hence, Eq. (3) can be written

as:

Pr (SCA|EV1 ∧ EV3) = α
∑

EṼ2∈{n,f ,u}

Pr (SCA) Pr (EV1|SCA)

× Pr (EV3|SCA) Pr(EṼ2|SCA) (4)

The arc from SCA to EV 1, as shown in Fig. 5, represents the con-
ditional probability Pr (EV1|SCA). A conditional probability table
(CPT) is created, which contains probabilities for all the possible
combinations of states of EV 1 for each the state of the SCA.
Consider, three states of EV 1 are denoted by n1, f1 and u1 and the
three states of SCA are denoted by normal, failure and uncertain.
Then CPT for Pr (EV1|SCA) is given as:

Pr(EV1|SCA)

=

[ Pr(n1|normal) Pr(n1|failure) Pr(n1|uncertain)
Pr(f1|normal) Pr(f1|failure) Pr(f1|uncertain)
Pr(u1|normal) Pr(u1|failure) Pr(u1|uncertain)

]
(5)

where each column in the above matrix sums to 1 and shows the
probability of EV 1 being in n1, f1 and u1 for every state of the SCA.
Similarly, matrices for Pr (EV2|SCA), Pr (EV3|SCA), Pr (EV4|EV2) and
Pr (EV5|EV2) can be found from the past data of EVs being in a
state for each state of the SCA. Referring back to the example of
three EVs and an SCA described above, if the states for EV 1 and
EV 3 are known as n1 and n3 respectively, then the probability of
the SCA being in a failure state can be found by determining the
state of the unknown EV 2 (whose normal, failure and unknown
states are represented as n2, f2, and u2 respectively) as:

Pr (SCA(failure)|n1 ∧ n3)

= α(Pr (failure) Pr (n1|failure) Pr (n3|failure) Pr (n2|failure)
+ Pr (failure) Pr (n1|failure) Pr (n3|failure) Pr (f2|failure)

+ Pr (failure) Pr (n1|failure) Pr (n3|failure) Pr(u2|failure)) (6)

By replacing the corresponding probabilities from the CPTs of EV 1,
EV3 and EV 2 in the above equation will give the probability of a
failure state of SCA. Similarly, the probabilities for the normal and
uncertain states of SCA can be found. The state with the highest
probability is used as the possible state of the SCA in this case.

7. Validation of complex event reasoning engine

The experimental setup for the validation of the complex
event reasoning engine in terms of execution performance is pre-
sented. For this purpose, a prototype is developed in SWI-Prolog.
The prototype system allows to configure business constraints
by defining simple and complex events and their relationships.
For system evaluation, the experiment were conducted on a
computer equipped with an Intel i7-4790 3.60 GHz CPU with 16
Gb RAM. The performance as well as accuracy of the reasoner
in executing event calculus and the proactive determination of
business process compliance (violation) management was deter-
mined. The experiments were conducted for two key reasons.
Firstly, to determine the performance of the system in terms of
the execution time of the reasoning process. Secondly, to validate
ability of the system to predict the possibility of business process
failure before it actually happens. These are explained in the
following sections.

7.1. Performance evaluation

The performance evaluation of the system is carried out by
measuring the execution time by scaling the size of the number
of events, fluents and axioms. The execution time is measured in
a setting where two or more sensor objects continuously send the
response time measurements at several timeslots.
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Fig. 6. Proactive reasoning performance.

The dataset for performance evaluation is based on informa-
tion obtained by a number of binary sensors providing data about
the state of machines, valves, devices etc. in an organization at
different timestamps [50]. Moreover, the data also contains some
missing values when sensor was unable to generate a reading.
These measurements are used to evaluate the business process
represented by Fig. 5. Each of these measurement affects one
or more fluents and subsequently different event types. These
changes then can trigger a chain of other fluents leading to
multiple effect axioms such as initiates() and terminates().

The performance of the current system is compared with a
previous work [14] under similar settings. Table 4 shows the
number of events that are used to evaluate the systems. These
events range from 100 to 1000 with different number of facts
and rules. The fluents are affected when an event triggers change
in the knowledge base and consequently other fluents are initi-
ated or terminated in the system. The system is based on event
calculus modelling and few properties are incorporated from our
previous work [14]. However, some characteristics are unique
and enhance the system performance. For example, if an EV move
to failure state from a normal state, the fluents corresponding to
that EV initiate or terminate their respective effects. There are
at least two fluents that change for every state change in an
EV, one fluent for the normal (represented by true) and failure
(represented by false) state while the second fluent handles un-
certain state (when set to true). The second fluent, when set to
true, takes the priority over the first fluent. When it is false, the
determination of the state depends on the first fluent. In previous
work, three fluents, one each for normal, failure, and uncertain
state, were used. This means for each EV, an additional fluent
(or fact) was used and hence more fluents were to be managed
for each rule execution. Moreover, in some cases, these changes
consequently affect other event types which, in turn, trigger other
fluents. From this experiment, it can be concluded that reasoning
time directly depends on the number of changes needed to model
the effect of an event. This is also evident from Fig. 6 where the
reasoning time is increasing gradually as the number of events
processed are increasing.

7.2. Evaluation of the prediction quality

In this section, the quality of the inferred conclusions are
subject to investigation. The objective is to show the applicability
of our approach to a supply chain activity of an organization.

7.2.1. Dataset description
For validation of the proposed framework, a dataset of semi-

conductor manufacturing process is used, which is available at
https://archive.ics.uci.edu/ml/datasets/SECOM. This is a
real-world dataset collected from complex modern
semi-conductor manufacturing process that is normally under
consistent surveillance via monitoring of signals. The signals
are collected from both sensors devices (e.g. vacuum chamber
sensor) and process measurement points. In IoT-enabled supply
chain, the signals from sensor devices (e.g. vacuum chamber
sensor data) as well as process measurement points are remotely
monitored and then valuable data and alerts are delivered to the
supply chain partners.

The dataset consists of 1567 process instances each with 591
different features. The features indicate monitoring signals such
as temperature, infrared radiation etc., which are collected from
sensors and process measurement points. The measured signals
contain useful, irrelevant, noise as well as missing information. A
process instance can result in either failure or success (i.e. normal).
Although, the target of the process instances consist of two values
(i.e. failure and normal), the features of the process instances are
annotated with three values (i.e. failure, normal, uncertain). The
uncertain value is assigned to a feature if it has a missing infor-
mation or its value lies at or around the boundary of its constraint.
To make evaluation of the proposed framework manageable, a
subset of important features are selected from the dataset using
Correlation-based Feature Selection (CFS) method. This results in
34 important features by considering the individual predictability
of each feature along with the degree of redundancy between
them. Moreover, the causal relationship among features is also
considered for selection of key features. This subset of the data
is used to evaluate the proposed framework for predicting the
chances of failure or success of the supply chain activity.

7.2.2. Model creation
For evaluation and comparison of the proposed framework,

two models are created. The first model is called the proposed
model, which utilizes the predictive CEP engine with logical and
probabilistic reasoning while the second model is called the base-
line model, which utilizes probabilistic inferencing but does not
include the logical reasoning capability of the complex event
component. Both models are trained on the same training dataset.
In the following, we describe the characteristics of the two mod-
els and then compare and discuss their results.

As described previously, the baseline model employs proba-
bilistic inferencing using BN. The structure of the BN is learned
from training dataset that captures the dependency among the
features of the dataset. This model simulates process of an orga-
nization that employs various monitoring means using IoT sensor
devices to detect deterioration, compliance or non-compliance
in the process of its production line; for example: monitoring
temperature indicators, monitoring electric indicators and per-
forming radiation analysis etc. [51].

On the other hand, the proposed model employs CEP engine
along with probabilistic inferencing using ADBN to identify sev-
eral different patterns that imply various failure distributions. For
example, the occurrence of an event in a feature (or a set of
features) will have an impact on a target feature. This dependency
relationship between the features is defined through a semantic
annotation ontology. Using this model, the IoT-enabled supply
chain environment is simulated where the data is coming from
different sensors and process measurement points. We focus
on indicators (i.e. temperature and radiation) in semi-conductor
manufacturing process and use one example pattern (PAR(EV 1,
EV2) which is represented as EV 3 in Fig. 7), which occur if a com-
bination of two conditions occur in parallel: (i) steady increase

https://archive.ics.uci.edu/ml/datasets/SECOM
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Table 4
Performance comparison of the proposed approach with previous work.
Events Previous work [14] Proposed approach

# of facts in kB # of rules in kB Reasoning time (ms) # of facts in kB # of rules in kB Reasoning time (ms)

100 460 178 249 420 178 194
200 660 278 5 406 620 278 3 790
500 1160 378 13 065 1120 378 11 185

1000 2160 478 50 176 2120 478 40 918

Table 5
Confusion matrix.
Target Total instances (actuals) Baseline model (predicted) Proposed model (predicted)

Normal Failure Normal Failure

Normal 104 6 98 35 69
Failure 1463 21 1442 10 1453

Fig. 7. Event timeline of the example.

in infrared radiation (say EV 1) and (ii) abnormal temperature on
a specific location of a component (say EV 2). Occurrence of this
pattern with failure state implies a higher probability of failure of
business process as EV 4 is directly dependent on EV 3 as shown
in Fig. 7. However, if the reasoning algorithm receives insufficient
information about EV 2 at a specific time (say t3 as shown in Fig. 7)
while the state of EV 1 is known, then the decision for the possible
state of complex event EV 3 (as well as EV 4) depends on EV 2
which is unknown. In this scenario, the possible state of EV 2 can
be determined using a probabilistic inferencing by the proposed
model.

7.2.3. Evaluation results
The detailed quality of the prediction results of the two models

are evaluated and compared in Tables 5 and 6. The labels Normal
and Failure represent the states of process instances in the dataset.
A comparison of confusion matrix is presented in Table 5. In the
actual dataset, out of 1567 process instances, 104 process in-
stances have Normal state while process instances having Failure
state are 1463. The baseline model predicted merely 6 instances
correctly out of total 104 Normal instances while 98 instances
were falsely predicted as Failure. On the other hand, the proposed
model correctly predicted 35 out of 104 Normal instances while
63 were falsely predicted as Failure. This shows that baseline
model achieved a precision of 22.2% and a recall of 5.8% while
the proposed model achieved a precision of 77.8% and a recall

Table 6
Overall accuracy.

Baseline model Proposed model

Precision Recall F1-score Precision Recall F1-score

Normal 0.222 0.058 0.092 0.778 0.337 0.470
Failure 0.936 0.986 0.960 0.955 0.993 0.974
Avg./Total 0.889 0.924 0.903 0.943 0.950 0.940

Overall F1-score: 90% 94%

Fig. 8. Accuracy comparison.

of 33.7% for Normal instances (shown in Table 6). Similarly, sig-
nificant accuracy is achieved by the proposed model in predicting
the Failure instances. The baseline model predicted 1442 correctly
out of total 1463 Failure instances while 21 were falsely predicted
as Normal. Whereas the proposed model predicted 1453 correctly
out of 1463 Failure instances and only 10 were falsely predicted
as Normal.

Table 6 shows a comparison of the prediction accuracy indi-
cators such as precision, recall and F1-scores of the two models.
It also shows the accuracy in predicting Normal and Failure in-
stances as well as overall accuracy. The overall precision, recall,
and F1-score of the two models is also illustrated in Fig. 8. It is
clear from this figure that the proposed model performed better
in all accuracy indicators as compared to the baseline model.

8. Conclusion

The emergence of IoT is giving rise to the concept of IoT-
enabled supply chain. It provides a natural combination to
achieve SCV which refers to ability of supply chain partner to
collect and analyse distributed data for decision support. This data
is collected and analysed in real-time by a specialized software
known as CEP engines. However, CEP engines have two limita-
tions which include their inability to combine multiple related
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sensor data streams from distributed sources and their inability
of performing predictive reasoning when the information about
the event of interest is incomplete and/or uncertain. In this paper,
we proposed a framework for predictive and proactive complex
event reasoning which processes, integrates, and provides rea-
soning over complex events to predict disruptive events under
incomplete and/or uncertain information using the logical and
probabilistic reasoning approaches. The main contributions of this
work are: (1) semantic annotation of heterogeneous data stream
to integrate and annotate the distributed events information,
(2) a novel approach for semantic complex event processing to
process and correctly interpret semantically annotated complex
events, and (3) development of a methodology for predictive and
proactive complex event reasoning when underlying information
is incomplete and/or uncertain. The validation of the proposed
approach for prediction of failures in IoT-enabled supply chain
activity is performed on real-world semi-conductor manufactur-
ing dataset. The results of the validation of the proposed model
were compared with a baseline model, which indicated that
the proposed approach is much efficient and correctly predicts
failures even under incomplete and/or uncertain information. In
future work, CEP definitions in event calculus will be extended to
explore its applicability in other domains. In particular, we will
explore the application of the proposed CEP in transportation and
logistics industry to capture and predict future events of interest.
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