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Abstract

Identifying the correct meaning of words in context or discovering new word senses is particularly useful
for several tasks such as question answering, information extraction, information retrieval, and text
summarization. However, specially in the context of user-generated contents and on-line communica-
tion (e.g. Twitter), new meanings are continuously crafted as the result of existing words being used
in novel contexts. Consequently, lexical semantics inventories and systems have difficulties to cope
with semantic drifting problems. In this work, we propose an approach to induce and disambiguate
word senses of some target words in collections of short texts, such as tweets, through the use of fuzzy
lexico-semantic patterns that we define as sequences of Morpho-semantic Components (MSC). We
learn these patterns, that we call MSC+ patterns, from text data automatically. Experimental results
show that instances of some MSC+ patterns arise in a number of tweets, but sometimes using different
words to convey the sense of the respective MSC in some tweets where pattern instances appear. The
exploitation of MSC+ patterns when they induce semantics on target words enable effective word
sense disambiguation mechanisms leading to improvements in the state of the art.

Keywords: Lexical semantics, Information extraction, Linguistic pattern mining, Word sense
induction, Word sense disambiguation.

1. Introduction

The semantic annotation of words in social me-
dia is a challenge. Social media text imposes addi-
tional difficulties for automatic methods to carry
out quality disambiguation (Camacho-Collados
et al., 2016), such as context information quite
limited (e.g. short text), poor grammatical rules
conformity (e.g. noise), and high redundancy. In
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addition, a language is a polysemic symbolic sys-
tem without ready semantics for some constructs.

A word can be interpreted in multiple ways
depending on the context in which it occurs –
lexical ambiguity phenomenon (Albano et al.,
2014; Alagić et al., 2018). Sometimes words have
implicit semantics (e.g., to make humor, irony,
or wordplay). For example, the tweet “Blond,
brunette or red-headed Devassa ???”1 plays with
words in English that usually refer to hair color
and the word devassa from the Portuguese lan-
guage. The intended meaning of this word in this

1Capitalizing the first letters of words representing
proper names, as in this tweet, is not guaranteed or even
common in social media. Thus, one can not rely on this
for disambiguation.
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context is not the one you may find in a dictio-
nary, but beer ! It can be inferred by considering
the pattern appearing in the tweets presented in
Table 2, as explained in the following. We have
found that implicit semantics induced by the lan-
guage patterns investigated in this paper is quite
common in colloquial language, and particularly
in social media. In cases like this, current annota-
tion methods frequently fail to capture the correct
meaning of certain words, leading to results with
low levels of precision and recall (Bontcheva and
Derczynski, 2016).

Some of the most prominent tasks for mod-
eling and resolving the lexical ambiguity prob-
lem are Word Sense Disambiguation (WSD) and
Word Sense Induction (WSI) (Navigli and Van-
nella, 2013; Alagić et al., 2018). Both tasks
are fundamental in Natural Language Process-
ing (NLP). WSI automatically discovers the pos-
sible senses for target words (Schütze, 1998) in
text documents, regarding the context in which
each word appears. WSD, in turn, automati-
cally disambiguates the possible meanings to as-
sign the most probable one to each target word.
Some methods for WSD rely on a fixed inven-
tories of word senses such as WordNet (Navigli,
2012). Many solutions for other widely used
semantic annotation tasks such as Named En-
tity Recognition/Normalization/Disambiguation
(NER/NEN/NED) or Entity Linking (EL)
(Zhang et al., 2010; Liu et al., 2012) also rely on
pre-defined sense inventories.

However, building and constantly updating
large inventories of word senses (e.g., Word-
Net (Fellbaum, 1998), BabelNet (Navigli and
Ponzetto, 2010), Yago (Mahdisoltani et al., 2013))
is an expensive and difficult task. As a result,
important current senses of words used in social
media, by specific groups, in certain geographic
regions or in particular domains may not appear
in sense inventories. For example, consider the
tweets2 (i) to (iii) transcribed below and the sense
of the word polar in each one of them.

(i) And the journey continues: the Arctic Sun-

2Tweets collected using https://twitter.com/

search-home on October 2 2018.

rise reaches the polar region.

(ii) This is the first-ever view of the polar region
of Jupiter.

(iii) I wish to drink an ice-cold polar.

Table 1: Some senses for the target word ”polar”

# PoS tag Gloss

1 Adj Characterized by opposite ex-
tremes.

2 Adj Of or existing at or near a geo-
graphical pole or within the Arc-
tic or Antarctic Circles

3 Adj Extremely cold

Consider the sense inventory extract for the
word polar presented in Table 1. The intended
sense for polar in tweets (i) and (ii) is that of
line #2 in Table 1, because of clear references to
regions of Earth and Jupiter, respectively. How-
ever, in tweet (iii), polar plays the role of a proper
name and the verb to drink induces a sense of
beverage which is out of the scope of some sense
inventories. Difficulties to catch the exact word
sense will happen using any sense inventory that
does not know about the beer brand called Polar.
Sometimes, the intended word sense exists in the
inventory, but it is hard to devise algorithms that
disambiguate to the correct sense. For example,
in BabelNet, we found 19 senses (12 nouns and
6 adjectives) for the word polar. Two of them
related to beer. Then, we submitted message (iii)
to the Babelfy tool3, and the word polar was an-
notated with the sense of arctic (extremely cold).

In this paper, we propose a new approach and
automated methods to induce and disambiguate
the correct sense of words in text. As many
WSI/WSD approaches, it also takes advantage
of contextual information. However, for the best
of our knowledge, our proposal is the first one
to automatically learn context information from
some collection of short text as language patterns
defined by sequences of Morpho-Semantic Com-
ponents (MSC), which we call MSC+ patterns.

3Babelfy is a unified, multilingual, graph-based tool
that combines Entity Linking and Word Sense Disam-
biguation based on BabelNet http://babelfy.org
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Table 2: Example of MSC+ pattern instances of size 3 (MSC1, MSC2, MSC3) identified on tweets # 1 to 5

# MSC1 MSC2 MSC3
〈Verb, Ingest〉 〈Adj, Any〉 〈Noun, Beer〉

1 Hey get your cold beer and relax.
2 We could drink an ice cold Budweiser or two.
3 I wish to drink an ice-cold polar .
4 Let’s drink one more cold Devassa ok?
5 Drinking a blond devassa .

Each MSC has the most probable senses (e.g. can-
didate concepts or named entities) and the most
probable morphosyntactic classes (e.g. Part-of-
Speech (PoS) tags) for a word in a text document.
An MSC+ pattern can be seen as a sequence
of pairs 〈morphosyntactic class, Sense〉 that re-
peatedly appear in the MSCs of distinct short
texts (e.g. tweets). An instance of an MSC+

pattern is a sequence of not necessarily adjacent
but consecutive MSCs (i.e. words) in some text,
in which the most probable morphosyntactic class
and sense for each MSC match those in the respec-
tive position the pattern.

Firstly, we provide formal definitions for MSC
and MSC+ patterns, and an unsupervised algo-
rithm to mine these patterns. Then, we show that
these patterns are frequent in tweets. Finally, we
exploit these linguistic patterns for doing correct
WSI/WSD in cases for which current tools fail,
leading to better precision and recall of semantic
annotations.

Table 2 provides an example of MSC+ pattern
arising in short texts (#1 to #5) extracted from
Twitter4. Each one of these tweets (one per line)
has an instance of the MSC+ pattern that is a se-
quence of distinct MSCs (i.e. words) with respec-
tive candidate morphosyntactic classes and senses
matching the sequence: MSC1〈V erb, Ingest〉,
MSC2〈Adj,Any〉, MSC3〈Noun,Beer〉. Each in-
stance of this pattern is a sequence of 3 MSCs
(columns MSC1, MSC2 and MSC3) highlighted
in bold in the respective tweet (line). These se-
quences are similar in terms of the PoS tags and
meanings of their respective MSCs. MSC1 is a
verb referring to liquid ingestion (sense = Ingest).

4Tweets collected by using https://twitter.com/search-
home on November 21 2018.

MSC2 is an adjective that can refer to cold, ex-
tremely cold or hair color, among other possibili-
ties (sense = Any). MSC3 is a noun, but only for
the tweets #1 and #2 its sense is correctly dis-
ambiguated to beer and beer brand, respectively,
by using current automatic approaches.

Target words (whose sense has to be solved yet)
in the other tweets are highlighted in red. Thanks
to the MSC+ pattern established by the MSC se-
quences of the first two tweets, our method can
also disambiguate them. Notice the partial adher-
ence of the MSC sequence in #3 to this pattern.
Each MSC in #3 matches with the respective one
in the pattern, except the word polar (MSC3),
whose PoS class is also a noun, but whose sense
is initially undetermined. This partial adherence
to the MSC+ pattern induces the sense of the
MSC3 from the previous tweets to the word po-
lar in tweet #3, and allows it to be disambiguated
to beer.

Analogously, one can also induce sense to and
disambiguate the word Devassa to beer in tweets
#4 and #5, as well as other short texts (from au-
thors with similar language habits) in which such
a word appears with the same MSC+ pattern or
a similar one (e.g. the tweet “Blond, brunette or
red-headed Devassa ???”). We employ this ratio-
nale to automatically mine MSC+ patterns and
use them for doing WSI and WSD when there
is partial matching with some mined pattern in-
volving a word that current automatic approaches
have difficulties to disambiguate.

Some approaches for WSI/WSD learn and em-
ploy lexical patterns (Liu et al., 2010). Never-
theless, MSC+ patterns are an alternative for
some situations in which current approaches fail,
as exemplified above. These patterns can be used
to improve semantic annotations produced by us-
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ing a variety of annotation methods (Moro et al.,
2014; Fileto et al., 2015). Then, the improved se-
mantic annotations can help to boost a variety
of computational tasks and applications, ranging
from text simplification (Saggion et al., 2015),
summarizers (Goularte et al., 2019) and knowl-
edge base enrichment (Fellbaum, 1998; Camacho-
Collados et al., 2016; Navigli and Ponzetto, 2010;
A. Júnior et al., 2015; Ruiz-Casado et al., 2007)
to events detection (Xia et al., 2015), sentiment
analysis (Dragoni, 2018), and question answering
(Al-Harbi et al., 2017).

The main contributions of this paper can be
stated as follow:

1. the introduction and formal definition of
MSC, MSC sequences, MSC+ patterns and
MSC+ pattern instances;

2. an approach for word sense induction and dis-
ambiguation based on MSC+ patterns;

3. an algorithm to find the most frequent
MSC+ patterns in a set of documents that
have been previously annotated with candi-
date morphosyntactic classes and candidate
senses of semantically relevant words.

4. two methods for word sense induction and
disambiguation based on MSC+ patterns.

The results of experiments reveal major char-
acteristics of MSC+ patterns mined in a set of
tweets, and the contribution of word sense induc-
tion and disambiguation based on the mined pat-
terns to improve precision and recall of semantic
annotations produced by state-of-the-art systems.
They also show that the variation of our method
for word sense induction and disambiguation re-
lying on both PoS tagging and word sense confi-
dence leads to the best results.

The remainder of this paper is organized as fol-
lows. Section 2 provides some foundations nec-
essary for understanding our proposal. Section 3
discusses related works. Section 4 formally de-
fines key concepts of our approach such as MSC
and MSC+ patterns. Section 5 describes our ap-
proach in a top-down fashion, i.e., first in terms
of main stages and then details of key tasks. Sec-
tion 6 and Section 7 report the experiments for

performance evaluation and discuss their results.
Finally, Section 8 presents conclusions and indi-
cations of future work.

2. Preliminaries

This section provides an overview of methods
for capturing word senses, the problem tackled in
this paper. It also reviews sequence pattern min-
ing, and how it could be used to find textual pat-
terns that are less elaborated than MSC+ pat-
terns. However, it can help to understand our
proposal and it distinguishable traits.

2.1. Capturing word senses with WSI and WSD

A word sense is a discrete representation of one
aspect of the meaning of a word (Jurafsky and
Martin, 2018). Word Sense Induction (WSI) and
Word Sense Disambiguation (WSD) are tradi-
tional approaches to automatically capture word
senses. WSI, sometimes also called unsupervised
WSD, is a NLP task which goal is to classify
and identify multiple senses of polysemous words.
Most WSD method do not use any predefined
sense inventory (Navigli, 2009). WSD automati-
cally assigns one meaning per word in accordance
with the context where the words occur. It usu-
ally takes such senses from a predefined sense in-
ventory (Navigli, 2009).

Currently, the most used fine-grained sense in-
ventories in studies about lexical semantics5 are
WordNet6 (Fellbaum, 1998) and BabelNet7 (Nav-
igli and Ponzetto, 2010). Both provide a wide-
coverage semantic network of the word meanings.
Despite this fact, these sense inventories do not
cover all words and meanings used by humans
(e.g., in specific domains such as law or medicine,
the use of creative slang for emerging topics at a
recent moment, words that assume a new seman-
tic value as a consequence of the context).

In contrast to knowledge-based and supervised
approaches, WSI can discover senses of wide cov-

5International Workshop on Semantic Evaluation - Se-
mEval, https://aclweb.org/aclwiki/SemEval_Portal

6http://wordnet.princeton.edu
7http://babelnet.org/stats
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erage and high accuracy without manually anno-
tated training data. Instead, a set of “senses” of
each word are captured automatically from the
instances of each word in the training set (Juraf-
sky and Martin, 2018). For this reason, WSI is
an attractive alternative to WSD for lexical se-
mantics studies. WSI relies on the unsupervised
approach and does not use human-defined word
senses (Jurafsky and Martin, 2018).

Most algorithms for WSI are typically derived
from clustering techniques. For instance, the al-
gorithm of Schutze (Schütze, 1998) whose goal is
to represent each word as a context vector of bag-
of-words features ~c. However, their evaluation is
generally more difficult (Navigli, 2012). Accord-
ing to (Jurafsky and Martin, 2018), algorithms for
WSI apply three steps.

1. Compute a context vector ~w for each to-
ken/word w.

2. Use a clustering technique to build a parti-
tion of the word/token context vectors ~w into
a predefined number of groups or clusters.
Each cluster refers to a word sense.

3. Compute the centroid of each vector cluster.
Each vector centroid is a sense vector repre-
senting that sense of w.

2.2. Sequential pattern mining

Sequential pattern mining is a data mining task
that tries to discover patterns in the form of re-
current subsequences in a set of sequences (e.g. of
numbers or symbols) by using statistically mea-
sured criteria, frequency of occurrence, length,
and profit (Fournier-Viger et al., 2017).

The idea of sequential pattern mining can be
transposed to text analysis. In a text, the order-
ing of words or relevant elements in sentences is
important (Bashar et al., 2017). Thus, sentences
in a text are considered sequential data, with each
one being a subsequence of words (Fournier-Viger
et al., 2017). The most frequent word subse-
quences define patterns that can be used for WSD
(Béchet et al., 2012).

For example, Table 3 shows the word patterns

found by using the Apriori algorithm8 in the
tweets presented in Section 1. Table 3 shows only
the patterns that occur at least two times (min-
imum support) in (i), (ii), and (iii) tweets. No-
tice that these patterns only indicate the most
recurrent words and the words that appear to-
gether most frequently. The support (or abso-
lute support) of a sequence sa in a document D is
defined as the number of sequences that contain
sa, and is denoted by sup(sa). In other words,
sup(sa) = |{s|s ⊆ sa ∧ s ∈ D}| (Bashar et al.,
2017).

Table 3: Word patterns

Id Pattern Support Message

1 〈{the}〉 5 i, ii
2 〈{polar}〉 3 i, ii, iii
3 〈{of}〉 2 ii
4 〈{region}〉 2 i, ii
5 〈{polar, region}〉 2 i, ii
6 〈{the, polar}〉 2 i, ii
7 〈{the, polar, region}〉 2 i, ii

The MSC+ patterns proposed in this work are
more elaborate in two senses: (i) they take into
account the order of occurrence of the words, not
just their co-occurrence in the documents; and
(ii) MSC+ pattern instances are compared in
more subtle and abstract ways than word match-
ing. MSC (instead of just words) are compared in
terms of PoS tag and sense class.

3. Related Work

The main works are based on four clustering
approaches: (i) context, (ii) word, (iii) graphs,
and (iv) probabilistic (Navigli, 2012). The stan-
dard approach is first one, in which the con-
texts of word instances are represented as vector
space model (e.g., bag-of-words) of first or second-
order. The context vectors are obtained by
techniques, such as word-context co-occurrence
statistics (Schütze, 1998), word embeddings (Li
and Jurafsky, 2015). Then, context vectors are

8Designed for finding groups of items frequently ap-
pearing together - frequent item sets problem.
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grouped into sense clusters (e.g., K-means algo-
rithm, Brown algorithm). The second approach
consists of clustering words which are semanti-
cally similar. Usually, the similarity/relatedness
between the words is measured in terms of syn-
tactic dependencies (Lin, 1998). The third ap-
proach is based on graph clustering (Panchenko
et al., 2017; Rodriguez et al., 2016; Pelevina et al.,
2017; Chang et al., 2018; Gutiérrez et al., 2017).
According to Di Marco and Navigli (2013), this
approach represents word instances similar or re-
lated to each target word as nodes in a similarity
graph which is grouped using graph clustering al-
gorithms (e.g., HyperLex (Véronis, 2004), PageR-
ank (Agirre et al., 2006), Chinese Whispers (Bie-
mann, 2006)). The fourth approach represents
senses by statistical models, such as Bayesian
framework (Brody and Lapata, 2009), Bayesian
in Learning Word Embeddings (Wu et al., 2018),
Hierarchical Dirichlet Process (Lau et al., 2012).
First, for each ambiguous word is created a set of
senses by the probability distribution over words.
Thus, context words are generated according to
this distribution, and different senses can be ob-
tained which have different word distributions.

The main evaluation techniques for WSD sys-
tems are unsupervised (Alagić et al., 2018; Jur-
gens and Klapaftis, 2013; Pelevina et al., 2017)
and supervised (Jurgens and Klapaftis, 2013;
Panchenko et al., 2017; Pelevina et al., 2017). For
the unsupervised evaluation, the induced senses
(clusters) are directly compared with a gold-
standard annotation using measures as paired F-
score (Artiles et al., 2009), V-measure (Rosenberg
and Hirschberg, 2007), and Fuzzy NMI (Jurgens
and Klapaftis, 2013). The paired F-score com-
putes the harmonic mean of precision and recall
by treating as true positives all instance pairs that
are clustered together in both induced and gold
sense clusters (Alagić et al., 2018). V-Measure
computes the homogeneity and completeness of
clusters. Homogeneity represents if all of its clus-
ters contain only data points which are members
of a single class, whereas completeness represents
if all the data points that are members of a given
class are elements of the same cluster (Rosenberg
and Hirschberg, 2007). The second type of evalu-

ation, supervised, the induced senses are mapped
to gold standard senses using a mapping heuristic,
and precision and recall measures are used to de-
termine the quality of the resulting WSD system.
Usually, baseline systems are used to compare the
results of WSD systems, such as the Most Fre-
quent Sense (MFS) for each word from a corpus
(Jurgens and Klapaftis, 2013; Moro and Navigli,
2015; Alagić et al., 2018). In the WordNet, the
MFS is corresponding to the first sense of a word.

The currently best-performing approaches to
WSI rely on lexical substitutes (Alagić et al.,
2018; Jurgens and Klapaftis, 2013). In this ap-
proach, a system creates a substitute vector for
each target word from the most likely substitutes
suggested by a statistical language model (Nav-
igli, 2012). In SemEval-2013 Task 13 (Jurgens and
Klapaftis, 2013), the best performance of WSI
systems in the single-sense setting is F-score =
0.64. In (Alagić et al., 2018), the system perfor-
mance using SemEval-2010 dataset is paired F-
score = 0.58. In SemEval-2015 Task 13 (Moro
and Navigli, 2015), the best system for English is
able to obtain a performance similar to the sys-
tems mentioned above.

The other line of research relevant for our work
is WSI based on detecting patterns in lexical
data. Lexical pattern approaches for WSD ex-
plore grammatical dependencies (e.g., syntactic,
morphological, semantic) from words and con-
texts, or word pairs and patterns. For instance,
using syntactic dependency structures automat-
ically derived from text to building a collection
of paths sharing distributionally similar nominal
anchors (Lin and Pantel, 2001); learning an opti-
mal combination of the various knowledge sources
for individual target words (Mihalcea, 2002); ab-
straction of pattern using features (e.g., lemma
and Part-of-Speach) and kernel methods (Strap-
parava et al., 2004); identify lexical patterns be-
tween concepts in online encyclopedia to extend
existing ontologies or semantic networks (Ruiz-
Casado et al., 2007); using ensembles of Naive
bayesian classifiers to extract infrequent sense in-
stance with the same n-gram (Liu et al., 2010).
All these works implement a supervised evalua-
tion by classical precision, recall and F1 measures
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using data from SemEval (except in (Lin and Pan-
tel, 2001)).

The availability of SemEval datasets boosted
works in WSI/WSD based on lexical patterns
(Mihalcea, 2002; Strapparava et al., 2004; Liu
et al., 2010). For example, the SemEval-2013
Task 139 provided three datasets with weighted
word sense annotations and labeled with Word-
Net 3.0 senses. Despite the coverage of SemEval
datasets in different domain and languages, most
datasets to WSD task are texts from documents,
and apart from a few exceptions to WSD task
(e.g., multiword expressions and noun and verb
supersenses) that consists in social media data10

(Schneider et al., 2016).

Our approach combines several of the above
ideas and adds features ensuring interpretabil-
ity. Most notably, we use a word sense inven-
tory (Alagić et al., 2018) and tagger/WSD tool
to enrichment data from social media with se-
mantic information; for inducing sense we rely
on morphosyntactic and semantic context fea-
tures (Strapparava et al., 2004; Panchenko et al.,
2017), co-occurrences (Panchenko et al., 2017)
and learning of patterns (Mihalcea, 2002; Ruiz-
Casado et al., 2007; Liu et al., 2010).

4. Basic Definitions

4.1. Morpho-semantic components

Some words in text can have their meaning in-
duced and disambiguated by exploiting morpho-
semantic patterns. A morpho-semantic pattern is
characterized by a sequence of Morpho-semantic
Components (MSC) with length based on n-gram.
An MSC refers to a word in a document text d
and its associated sets of candidate morphosyn-
tactic classes (e.g. from some PoS tag set) and
senses (e.g. from some sense class set), as stated
in Definition 1.

9https://www.cs.york.ac.uk/semeval-2013/

task13/, texts extracted from source types such as
fiction, journal, letters, non-fiction, technical, travel
guides.

10http://dimsum16.github.io/

Definition 1. Morpho-semantic Compo-
nent - MSC. Given a text document d with
identifier idd, a set of morphosyntactic classes
Λ and a set of senses Ξ, an MSC is a sextuple
msc = 〈idd, idc, b, e, P, S〉, where:

idd : is the identifier of the document (e.g., id of
the tweet) where msc occurs;

idc : is the identifier of the morpho-semantic
component msc;

b : is the beginning of msc in the text document
identified by idd;

e : is the end of msc in the text;

P = {〈p1, p̃1〉, . . . , 〈pn, p̃n〉} (n ≥ 1): is a list of
n candidate PoS classes for msc, in which
each pair 〈pi, p̃i〉 indicates candidate class
pi ∈ Λ and its normalized degree of belief
p̃i ∈ (0, 1], in such a way that

∑n
i=1 p̃i = 1

∀〈pi, p̃i〉, 〈pj, p̃j〉 ∈ P : pi 6= pj;

S = {〈s1, s̃1〉, . . . , 〈sm, s̃m〉} (m ≥ 1): is a list
of m canditate senses for msc, in which
each pair 〈si, s̃j〉 indicates a candidate sense
sj ∈ Ξ with its normalized degree of belief
s̃j ∈ (0, 1], in such a way that

∑m
j=1 s̃j = 1

∀〈si, s̃i〉, 〈sj, s̃j〉 ∈ S : si 6= sj.

Each candidate morphosyntactic class pi ∈ Λ
and each candidate sense sj is associated with
the respective degree of belief (p̃i and s̃j, respec-
tively), because sometimes the PoS class and the
sense of the MSC returned by the annotation tool
is uncertain. The set of possible PoS classes and
and the set of possible word senses vary accord-
ing to the annotation tool and the sense inventory
employed for text annotation. For instance, ontol-
ogy classes, resources of linked data, and synsets
of lexicons are commonly used to represent word
senses. When the value of an annotation of a
word is an instance, the word sense can be induced
or compared with other senses by considering its
class (e.g., beer brand, food, person, institution).

Of course, there are correlations between can-
didate morphosyntactic classes and candidate
senses of words, i.e., certain sense only apply to

7



some words when the play particular morphosyn-
tactic roles in sentences. However, we prefer to
dissociate candidate senses and morphosyntactic
classes in MSCs for two reasons: (i) there are tools
that tags words just with possible senses or just
with possible morphosyntactic classes; (ii) the dy-
namics of languages can make it dificulty to keep
track of all the senses and morphosyntactic classes
that can be associated with certain words and the
correlations between the respective classes.

The relevance of an MSC in a text document
d can determined by applying some summariza-
tion method to d, for example, among other pos-
sibilities. An MSCs can also be classified in non-
disambiguated, weakly disambiguated or strongly
disambiguated, depending on the confidence of
its candidate senses and morphosyntactic classes.
Definition 2 and 3 state the conditions for an
MSC to be considered weakly disambiguated and
strongly disambiguated, respectively.

Definition 2. Weakly disambiguated MSC
A morpho-semantic component msc is weakly dis-
ambiguated with respect to the parameters τ pabs,
τ sabs ∈ (0, 1] if, and only if, there are at least one
pair 〈p, p̃〉 ∈ P and at least one pair 〈s, s̃〉 ∈ S
such that:

p̃ ≥ τ pabs ∧ s̃ ≥ τ sabs

Definition 3. Strongly disambiguated MSC
A morpho-semantic component msc is strongly
disambiguated with respect to the parameters τ pabs,
τ sabs, τ

p
dif , τ sdif ∈ (0, 1] if, and only if, it is weakly

disambiguated with respect to τ pabs and τ sabs, and
there are one pair 〈p, p̃〉 ∈ P and one pair 〈s, s̃〉 ∈
S such that:

∀〈pi, p̃i〉 ∈ P |pi 6= p : p̃− p̃i ≥ τ pdif ∧

∀〈sj, s̃j〉 ∈ S|sj 6= s : s̃− s̃j ≥ τ sdif

Notice that a strongly disambiguated MSC has
just one candidate sense whose confidence surpass
the ones of all the other candidate senses by at
least τ sdif and one morphosytactic class whose con-
fidence surpass the ones of all the other morphosy-
tactic classes by at least τ pdif . The representation

of a strongly disambiguated MSC can be simpli-
fied to include only the disambiguated morphosy-
tactic class p and the disambiguated sense s, as
follows: msc disambiguated = 〈idd, idc, b, e, p, s〉.

4.2. MSC+ patterns

Many relevant MSCs can appear in a text doc-
ument d possibly separated from each other by
words considered irrelevant. Definition 4 formally
specifies a sequence of MSCs in a text document.

Definition 4. MSC+ Sequence. A sequence of
morpho-semantic components (MSC+ sequence)
is an ordered list msc+ = (msc1, . . . ,mscl)
(l ≥ 1) of morpho-semantic components re-
ferring to subsequent but not necessarily ad-
jacent words in the same document d, i.e.,
∀msck = 〈idd, idck, bk, ek, Pk, Sk〉,msck+1 =
〈idd, idck+1, bk+1, ek+1, Pk+1, Sk+1〉 ∈ msc+ :
bk+1 > ek (k = 1, . . . , l).

An MSC+ sequence is said strongly disam-
biguated if all its l ≥ 1 morpho-semantic com-
ponents are strongly disambiguated according to
a set of parameters τ pabs, τ

s
abs, 2τ pdif , τ sdif ∈ (0, 1].

MSC+ sequences with the same length (l) whose
respective MSCs are all strongly disambiguated to
the same PoS class and the same sense, are consid-
ered occurrences (instances) of the same MSC+

pattern, as stated by Definitions 5 and 7.

Definition 5. MSC+ pattern. An MSC+ pat-
tern is an ordered list of l ≥ 1 pairs pmsc+ =
(〈p1, s1〉, . . . , 〈pl, sl〉), with each pair 〈pk, sk〉 (1 ≤
k ≤ l) referring to a PoS class pk and a sense sk.

Definition 6. Perfectly matching instance
of MSC+ pattern. Given an MSC+ pattern
pmsc+ = (〈p1, s1〉, . . . , 〈pl, sl〉) with length l ≥
1 a perfectly matching instance of pmsc is any
MSC+ sequence msc+ = (msc1, . . . ,mscl) also of
length l, such that each morpho-semantic compo-
nent msck = 〈iddk, idck, bk, ek, pk, sk〉 (1 ≤ k ≤ l)
of msc+ is strongly disambiguated, according to
the parameters τ pabs, τ

s
abs, τ

p
dif , τ sdif ∈ (0, 1], to the

respective morphosyntactic class pk and sense sk
(pair 〈pk, sk〉) of pmsc+.
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Notice that distinct instances of an MSC+ pat-
tern can appear in distinct documents. It has
been exemplified in the tweets of Table 2, each one
with an instance of the pattern 〈V erb, Ingest〉,
〈Adj,Any〉, 〈Noun,Beer〉.

Finally, we say that an MSC sequence MSC+

of a text document d partially matches an MSC
pattern pmsc+ when at least one component msck
of that MSC+ sequence matches the sense and
the morphosyntactic class of the respective pair
〈pk, sk〉 of the pattern pmsc+ as stated by Defini-
tion 7. The senses of the remaing MSC compo-
nents of msc+ are unsolved, i.e., undefined (with
no candidate sense) or at least not strongly dis-
ambiguated. Though this definition allows par-
tially matching instances with any number of
MSC components with sense unsolved, the ex-
periments reported in this paper only considered
partially matching instances with just one compo-
nent with sense undefined, for doing WSI/WSD
to solve the sense of the respective word.

Definition 7. Partially matching instance
of MSC+ pattern. Given an MSC+ pat-
tern pmsc+ = (〈p1, s1〉, . . . , 〈pl, sl〉) with length
l ≥ 1 and an MSC+ sequence msc+ =
(msc1, . . . ,mscl) also of length l, we say that
MSC+ partially matches the MSC pattern pmsc
if at least 1 MSC component of MSC+ is strongly
disambiguated, according to the parameters τ pabs,
τ sabs, τ pdif , τ sdif ∈ (0, 1], to the respective mor-
phosyntactic class and sense of pmsc+, i.e.,
〈pk, sk〉, and at least one of the candidate mor-
phosyntactic classes pk,i ∈ Pk (1 ≤ k ≤ l, i ≥ 1)
of each MSC in MSC+ matches the one of the
respective pair 〈pk, sk〉 of the pattern pmsc.

5. The Proposed Approach

This section describes our approach for cop-
ing with challenging instances of the WSI and
WSD problems in sequences of texts such as so-
cial media posts. Figure 1 provides an overview
of the proposed process, which is composed of five
stages: (i) Pre-processing, (ii) Semantic and mor-
phosyntactic annotation, (iii) MSC extraction,
(iv) Matching MSCs & Mining MSC+ patterns,

and (v) WSI/WSD based on MSC+ patterns.
In this figure, the continuous lines indicate data
flow and the dotted lines linking stage (ii) with
morphosyntactic annotation tools (e.g., FreeLing,
LX-Tagger) and WSI/WSD and/or NER/NED
tools (e.g., DBpedia-Spotlight, Babelfy) indicate
its function dependence on the use of such tools,
which can be accessed remotely by web servers via
APIs. Many of the latter rely on sense inventories,
such as lexicons (e.g. WordNet), Linked Open
Data (LOD) collections (e.g. DBpedia) or com-
positions of them (e.g. Babelnet), usually repre-
sented as knowledge graphs.

Pre-processing
(e.g., stopwords removal, 
filtering, normalization)

Semantic and 
morphosyntactic

 annotation

Sense inventory 
 (e.g., WordNet, DBpedia, 

BebelNet)

Normalized
sentences

Morphosyntctic 
annotation tool(s)

(e.g. Freeling)

NER-NED/WSD tool(s)
(e.g., DBpedia-Spotlight, 

Babelfy)

Texts for annotating and training
(e.g. collection of tweets)

MSC extraction

Annotated
sentences

MSCs

WSI/WSD based on 
MSC+ Patterns

Annotated 
word senses 

MSC+ patterns & 
instance matchings

Matching MSCs & 
Mining MSC+ Patterns

(e.g. Algorithm 1)

Ambiguous MSCs with 
partial matching MSC+ patterns 

Figure 1: Proposed approach.

5.1. Pre-processing

Short texts such as social media posts usually
have few and sparse context data. However, we
can select collection of posts of certain users, with
some hashtag, originated from a certain region
and/or whose timestamp is in a certain time in-
terval. The texts of such posts tend to present
similar language habits and taken as collections
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can provide more contextual information. Our
method take advantage of this to extract language
patterns that are common in such post collection
and use them for WSI/WSD.

However, social media posts are very prone to
noise. They may present emoticons/emoji, con-
tent in different languages, bad use of capital-
ization, lack of vowels/consonants in abbreviation
and acronyms, slangs, characters not recognized
by typical text parsers of annotation tools (e.g.,
@ = user, # = hashtag, url) and other prob-
lems. Therefore, first of all it is necessary to sub-
mit the posts to pre-processing task, for cleans-
ing, filtering and normalization of their texts.
Cleansing removes the less useful parts of the
text, such as stopwords. Filtering, on the other
side, can select the most relevant parts, based on
keywords, topics, or language (e.g., English, Por-
tuguese, Spanish). Normalization can exchange
out-of-vocabulary words with equivalent formal
ones from a repository.

In our work, we consider the useful parts of the
text as being tokens that do add relevant informa-
tion to the message such as verbs, nouns, adverbs,
and adjectives. Table 4 provides an example of
tweet raw text (Input) and how it becomes after
the pre-processing stage (Output).

Table 4: An example of tweet text pre-processing.

Input: RT @user: Star Wars #the-
forceawakens first reactions
https://t.co/8KZno5CW49.

Output: user Star Wars theforceawakens re-
actions

5.2. Semantic and morphosyntactic annotation

The semantic and morphosyntactic annotation
enriches the relevant text components result-
ing from the pre-processing stage with PoS tags
and semantic resources (e.g., concepts, instances,
synsets) of knowledge graphs. Table 5 presents
annotations generated by FreeLing11 on relevant

11http://nlp.lsi.upc.edu/freeling

textual components resulting from the text pre-
processing illustrated in Table 4. It associates
to each token (on the left) its lemma (middle)
and its morphosyntactical class (right). NP00V00
1 means that Freeling classified Star Wars as a
proper noun whose gender and number are un-
specified and whose named entity class is other ,
with confidence 1 (100%). VBZ means that the-
forceawakens was classified as a verb in the third
person with confidence 0.9967. Finally, NNS 1
means that reactions has been annotated as a
common noun in plural with confidance 1. Freel-
ing can also provide candidate meanings for some
words, that we have not shown in Table 4 due to
space limitation. For instance, among the pos-
sible senses for the word reaction Freeling lists
the synset with id = 00859001-n12 taken from the
WordNet Multilingual Central Repository13.

Table 5: Examples of annotated text components.

Star Wars star wars NP00V00 1

theforceawakens theforceawakens VBZ 0.9967

reactions reaction NNS 1

5.3. MSC extraction

After the previous stage, in which relevant
words were annotated with morphosyntactic
classes (e.g. PoS tags) and semantic resources
(e.g., synsets of lexicons, LOD resources) that
best match the textual context where they ap-
pear, our method extracts the relevant Mor-
phosyntactic Components (MSCs). This is done
based on the agreement and confidence of the an-
notations performed by state-of-the-art tools. Ta-
ble 6 presents MSCs extracted from the annotated
sentence presented in Table 5. Each one refers to
idc and idd, an arbitrary word w and lemma, a
list of candidate morphosyntactic classes P, and
a list of candidate senses S, respectively. In par-
ticular, the MSC approach uses two types of con-

12http://wordnet-rdf.princeton.edu/pwn30/

00859001-n
13http://adimen.si.ehu.es/web/MCR/
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Table 6: Examples of morpho-semantic components extracted from a tweet

word MSC

idd idc b e P S

Star Wars 1 1 11 19 {〈NPV, 1〉} –
theforceawakens 1 2 22 36 {〈V BZ, 0.9966〉, . . .} –
reactions 1 3 44 52 {〈NNS, 1〉} {〈859001− n0.0081〉, . . .}

text word-features: semantic-based features and
language-language features, described below.

Semantic-based features. We extract for
each word a list of its candidate senses with their
respective levels of confidence. This information
is obtained by using annotation tools which im-
plement NER/NED and/or WSI/WSD, usually
based on local textual contexts. Relations be-
tween synsets also can be used for tagging senses.
For instance, in WordNet the annotated synset of
ID 859001-n (candidate sense for idc 3 in column
S of Table 6), which belongs to the noun (n) mor-
phological group, semantic domain act, defined
by the synset {reaction, response} that means
“a bodily process occurring due to the effect of
some antecedent stimulus or agent”. It is related
to the synsets 02894436-a ({sensorimotor}) and
00717358-v ({react, respond}), via the relations
“has derived” and “retated to”, respectively.

Language-based features. These features
are based on n-gram probabilities. In particu-
lar, the context of a word w is represented by
(i) one or more neighboring words on its left
and its right (e.g. “theforceawakens reaction”,
“star wars reaction”, “star wars theforceawakens
reaction”); and (ii) their respective lists of
candidate pairs 〈P, S〉 of morphosyntactic class
P and sense S, {〈V BZ,−〉, 〈NNS, 859001-
n〉}, {〈NPV,−〉, 〈NNS, 859001-n〉}, and
{〈NPV,−〉, 〈V BZ,−〉, 〈NNS, 859001-n〉}. The
n-gram probabilities are also used as belief values
for PoS tagging and sense candidates.

5.4. Matchig MSCs and Mining MSC+ patterns

Algorithm 1 depicts our method for mining
MSC+ patterns and associating each one of them
with its respective (partial) matching instances.
It takes as inputs Morpho-Semantic Components
(MSCs) extracted from a set of text documents

and the minimum support (number of instances)
sup ≥ 1 for returned mined patterns.

Algorithm 1: Mining MSC+ patterns

input : mscData; // list of MSCs found in a

set of text documents

input : sup; // minimum support

output: MSC+ patterns with their instances.

1 begin
2 foreach p ∈ P do
3 foreach s ∈ S do
4 matchings← filter msc ∈

mscData matching 〈p, s〉;
5 if matchings.size ≥ sup then
6 matchingMSCs[p, s]←matchings;

7 mscMines(mscData,matchingMSCs, sup);

8 mscMines (mscData,matchingMSCs, sup):
9 foreach k, v ∈ mscData do

10 foreach i, c ∈ matchingMSCs do
11 if k 6= i then
12 mscIntersection← v ∩ c;
13 if mscIntersection 6= ∅ then
14 mscMine[k, i]←

mscIntersection;

15 if mscMine 6= ∅ then
16 fileOut(mscMine);
17 mscMines(msc,mscMine, sup, n);

The first call of this algorithm takes all MSCs
with resolved senses from a training data set. Af-
terwards, this algorithm can be called for find-
ing matches for MSCs (usually from new docu-
ments) whose sense has to be induced and/or dis-
ambiguated. MSCs in the sentences have been
automatically extracted as explained before, and
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labeled in vertical data format (Fournier-Viger
et al., 2017). MSCs having compatible mor-
phosyntactic classes and senses are considered to
match each other. A partial matching occurs
when some document one or more MSCs that
match a pattern, being one of these MSCs with
the sense not defined or not disambiguated.

First (lines 1 to 6 of Algorithm 1), we ana-
lyze the incidences of combinations between mor-
phosyntactic tags and senses. Patterns with
length one (of the form {〈p, s〉}) are generated by
pruning based on support sup. Their instances
(with one MSC each one) are stored in the vec-
tor interactingMSC. Then, we mine patterns
(function mscMines) of length greater than one
in a recursive way, by comparing the content and
ids of canditates msc (v ∩ c, with left alignment
vector). Thus, a sequence of components MSC+

has high relevance when it is suportted by several
instances whose morphosyntactic class and sense
are compatible with those of a pair 〈p, s〉. This
function also implements pruning based on sup-
port values, filters to select the content and verify
the order of the components.
MSC+ patterns and the respective instances

resulting from Algorithm 1 are returned in a file
in JSON format. Table 2 presents two perfectly
matching instances of the pattern of size three:
{〈V erb, Ingest〉, 〈Adj,Any〉, 〈Noun,Beer〉} oc-
curring in the respective tweets with identifiers
#1 and #2, respectively. This pattern can
then be used for WSI and WSD as described in
the following. As the other instances partially
matching this pattern (tweets with identifiers
between #3 and #5) have the sense of their last
component disambiguated to Beer the pattern
support increases.

5.5. WSI and WSD based on MSC+ patterns

Algorithm 1 associates two kinds of instances
(MSC sequences found in the text documents)
to the respective MSC+ patterns: (i) perfectly
matching instances, i.e., MSC sequences in
which all components are strongly disambiguated
and each one matches the respective pair mor-
phosyntctic class and sense 〈p, s〉 of some MSC+

pattern as defined in Section 4; and (ii) par-

tially matching instances i.e., MSC sequences
in which at least one of the components has its
sense undefined, not disambiguated at all, or just
weakly disambiguated. If other components of a
partially matching instance perfectly match the
corresponding pair 〈p, s〉 of the MSC+ pattern,
the missing sense(s) can be induced and disam-
biguated in accordance with the sense of the re-
spective 〈p, s〉 pair of the MSC+ pattern.

For example, the sense of MSC3 of tweets
#3 (polar), #4 (Devassa) and #5 (devassa)
of Table 3 can be disambiguated to Beer
thanks to the partial matching of the respective
MSC sequences to the pattern {〈V erb, Ingest〉,
〈Adj,Any〉, 〈Noun,Beer〉}. We assume that the
higher the support (number of MSC instances of
the pattter, i.e., MSC sequences perfectly match-
ing the pattern) and the lower the number of
weakly disambiguated components in the par-
tially matching MSC sequences, the highest the
confidence for WSI/WSD.

An example of partially matching MSC se-
quence with more than one component with sense
unsolved is the one given by the 3 component
words “star wars”, “theforceawakens” and “re-
action” in Table 6. Its first two words do not
have their senses annotated (what is indicated by
– sign in column S). In this case, each word
with sense unresolved (“star wars” and “the-
forceawekens” in the partially matching instance
can be considered as a target words for the WSI
and the WSD tasks.

Our approach for WSI and WSD consists of
mining the MSC+ patterns from a set of text
documents, identifying pattern instances having
at least one MSC with unresolved sense, and us-
ing the partial adherence to patterns for solv-
ing the sense of the respective words (with un-
solved sense). WSI and WSD are done by us-
ing heuristics and statistical information from
the patterns with sufficient support of perfectly
matching MSC+ sequence instances.

When a word whose sense is to be resolved
is part of MSC+ sequences partially matching
more than one pattern, we use score methods for
WSI/WSD. We consider matching such a word
with the pairs morphosyntactic class and sense
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(〈p, s〉) of the respective MSC in each pattern
based on the beliefs p̃ and s̃ of the respective MSC
components of each perfectly matching instance of
each pattern. We experiment two score methods:

1. Max Average Adherence for Sense
(MAA-S): This method induces the sense
of a target word wt in an MSC+ sequence
(instance) partially matching more than one
MSC+ patterns by adherence to strongly
disambiguated instances of these MSC+ pat-
terns. The MAA-S method computes the
score for each pattern (and consequently
the sense s of the corresponding MSC) by
averanging the beliefs s̃ of the respective
strongly disambiguated MSC of each per-
fectly matching instance of the pattern i in
accordance with Equation 1.

2. Max Average Adherence for mor-
phosyntactic class and sense (MAA-
PS): The MAA-PS method computes the
WSI score using the beliefs p̃ and s̃ of each
candidate morphosyntactic class p and sense
s of the respective strongly disambiguated
MSC (corresponding to the position of the
word wt) in each instance perfectly matching
the pattern. The score of each wt for each
pattern i is computed in accordance with
Equation 2.

Score(wti) =

∑supi
j=1 s̃ji

supi
(1)

Score(wti) =

∑supi
j=1 (p̃ji + s̃ji)

2supi
(2)

In Equations 1 and 2, supi is the total num-
ber of MSC+ sequences perfectly matching an
MSC+ pattern i. Then, the sense for wt is cho-
sen from the corresponding position of the pat-
tern with maximum score among the candidate
ones (BestF it), as stated by Equation 3.

BestF it = argmax
i

Score(wti) (3)

Result

Pre-processing
Semantic and morphosyntactic annotation

MSC extraction
Previously mined MSC+ patterns

#Pattern MSC
1

MSC
2

MSC
3

1 ⟨NN, cognition⟩ ⟨NN, object⟩ ⟨NN, person⟩

2 ⟨NN, cognition⟩ ⟨NN, object⟩ ⟨NN, artifact⟩

Data to annotate
 (e.g., Tweet:  "Qui-Gon jinn would never join you!" "Don't be so sure...." 
OH SHIT love triangle!!!! #StarWars #obiwan #dooku #quigon ??)

Scores for disambiguating obiwan using each candidate
pattern

#Pattern 1: MAA-S = 0.50; MAA-PS = 0.72
#Pattern 2: MAA-S = 0.15; MAA-PS = 0.56

MSC+ sequence partially matching the patterns

#idc MSC
1

⟨NN, cognition⟩
MSC

2
⟨NN, object⟩

MSC
3

⟨NN,?⟩

1 love triangle obiwan

#Pattern MAA-S MAA-PS

Rank Sense induced Rank Sense induced

1 0.50 person 0.72 person

2 0.15 artifact 0.56 artifact

Figure 2: Example of WSI and WSD based on previously
mined MSC+ patterns on a target word of a tweet.

Figure 2 illustrates the application of our
WSI/WSD approach (process shown in Fig-
ure 1) to a tweet with the MSC sequence
(MSC1,MSC2,MSC3), considering two previ-
ously mined MSC+ patterns (#Pattern 1 and
2). First, the tweet tweet is pre-processed for
eliminating noise, its words are annotated with
morphosyntactic classes and senses by using off-
the-shelf annotation tools, and each relevant MSC
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is extracted from the tweet and submitted to Al-
gorithm 1 to find matchings between MSC+ se-
quences of the tweet and previously mined MSC+

patterns. The second box of Figure 2 (from
top to bottom) shows the words of the MSC se-
quence (MSC1,MSC2,MSC3), with the target
word obiwan (whose sense was not solved by the
annotation tool) in red on the last position of the
sequence (MSC3). This MSC+ sequence par-
tially matches patterns 1 and 2. The sense for
the target word obiwan (weakly disambiguated
MSC3) is taken from the corresponding position
of pattern 1 (person), because this pattern has
the highest score for the position corresponding
to MSC3 for both methods do calculate this score
(MAA-S 0.50 and MAA-PS 0.72).

#Pattern 1:
MAA-S: (0.20 + 1.00 + 0.30) / 3 = 0.50
MAA-PS: (0.99 + 0.86 + 1.00 + 0.20 + 1.00 + 0.30) / (2 * 3) = 0.72

#Pattern 2: 
MAA-S: (0.15 + 0.15) / 2 = 0.15
MAA-PS: (0.99 + 0.96 + 0.15 + 0.15) / (2 * 2) = 0.56

Beliefs of perfectly matching instances

#idc #Pattern MSC
1

MSC
2

MSC
3

⟨p ̃
1 

,  s ̃
1
⟩ ⟨p ̃

2 
, s ̃

2
⟩ ⟨p ̃

3 
, s ̃

3
⟩

2 1 ⟨1.00, 0.25⟩ ⟨0.98, 0.50⟩ ⟨0.99, 0.20⟩

3 1 ⟨1.00, 0.25⟩ ⟨0.98, 0.50⟩ ⟨0.86, 1.00⟩

4 1 ⟨0.98, 0.08⟩ ⟨0.98, 0.08⟩ ⟨1.00, 0.30⟩

5 2 ⟨1.00, 0.25⟩ ⟨0.98, 0.50⟩ ⟨0.99, 0.15⟩

6 2 ⟨1.00, 0.25⟩ ⟨0.98, 0.50⟩ ⟨0.96, 0.15⟩

Figure 3: Details of score calculation with the methods
MAA-S and MAA-PS using instances perfectly matching
each candidate pattern.

Figure 3 shows details of the calculus of these
scores using the beliefs of each strong disam-
biguated MSC of the corresponding position
(MSC3) of each perfectly matching MSC+ in-
stance of each candidate pattern. MAA-S takes
the average of the beliefs on sense (s̃), while MAA-
PS takes into account both kinds of of beliefs: one

sense (s̃, in blue) and on morpho-syntactic class
(p̃, in green).

6. Experiments

The experiments aim to investigate the preva-
lence of MSC+ patterns in tweets, their sup-
port by perfectly matching MSC+ sequences in
these tweets, and the gains obtained by do-
ing WSI/WSD based on the mined patterns on
words with sense unresolved by typical annotation
tools. This section describes the infra-structure,
including off-the-shelf tools, the parameters, the
dataset, and the evaluation metrics used in these
experiments. It also presents a characterization of
the mined patterns and their matching instances,
as well as the time spent to mine them. The re-
sults regarding WSI/WSD with the mined pat-
terns are reported and discussed in Section 7.

6.1. Tools and parameters

The support parameter of Algorithm 1 was
set to 2% and 5% of the number of training
tweets. Note that no additional parameter tun-
ing is needed for our approach. After mining the
MSC+ patterns, we selected the ones with length
3 for evaluation. We evaluated our MAA-S and
MAA-PS methods for WSI/WSD by assessing the
semantic annotation improvements (precision and
recall) over the results of two annotation tools:

FreeLing. This tool provides language anal-
ysis functionalities useful to construct MSC,
such as text tokenization, morphological anal-
ysis, named entity detection and classification,
PoS tagging, WordNet based sense annotation.
FreeLing uses UKB, a state-of-the-art WSD sys-
tem based on Personalized PageRank (Agirre and
Soroa, 2009).

Babelfy. This state-of-the-art toll for WSD
and entity linking on text written in variety of
languages draws upon BabelNet 3.0, a large multi-
lingual semantic network which connects descrip-
tions of concepts and objects from different in-
ventories, such as WordNet, Open Multilingual
WordNet, Wikipedia, OmegaWiki, Wiktionary
and Wikidata (Navigli and Ponzetto, 2010).
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FreeLing&Babelfy annotation is a composition
of the results generated by FreeLing PoS tagging
and Babelfy sense annotation.

6.2. Dataset

We used the Microposts201614 dataset for
testing different configurations for the proposed
WSI/WSD approach. Microposts2016 consists of
event and non-event tweets extracted from a col-
lection of over 18 million ones. After removing
from Microposts2016 the tweets “Not Available”
(not in the Twitter server anymore) we obtained
2493 tweets, with 827 annotated mentions to en-
tities in the gold standard. The annotation of
these tweets using FreeLing&Babelfy allowed us
to extract 16260 relevant strongly disambiguated
MSCs from these tweets, since 2,6K extracted
words were weakly disambiguated or with no can-
didate sense annotated by Babelfy.

6.3. Evaluation metrics

Micropost2016 provides a gold standard to en-
tities corresponding to the hierarchy of the se-
mantic domain of words from WordNet (also
called Supersenses). Supersenses are coarse-
grained semantic labels based on syntactic cate-
gories (nouns, verbs, adjectives and adverbs) and
logical groupings of senses in classes such as per-
son, phenomenon, feeling, and location (45 groups
in total) (Vu et al., 2017). Therefore, to measure
WSI/WSD performance, we used the supersense
to induce and disambiguate senses, as the task
one supersense per collocation (analogue of one
sense per collocation), and mapped them to the
gold standard. To evaluate the performance of the
proposed WSI/WSD approach, we used the clas-
sical precision, recall an F-score measures based
on the matching of the DBpedia class with the
supersense class returned by the annotation tool.

6.4. Mined patterns

Table 7 summarizes the results (number of
MSC+ patterns with length between 1 and 5,

14http://microposts2016.seas.upenn.edu/

challenge.html

and their perfectly matching instances and par-
tially matching instances) obtained by applying
Algorithm 1 to the MSCs extracted from the se-
lected subset of Microposts2016 tweets. The re-
quired support of the mined patterns was set to
2% of the total number of tweets. Notice that the
number of perfectly matching instances is higher
than the number of partially matching instances.
This situation usually occurs when the number of
strongly disambiguated MSCs (discounting words
with no sense annotated by the annotation tool)
is higher than the the number of weakly disam-
biguated MSCs.

Table 7: Quantities of MSC+ patterns and instances
found in the dataset.

Length MSC+ Matching instances
patterns Perfectly Partially

1 108 22437 2675
2 1064 57882 14453
3 1943 45512 12726
4 562 5260 1474
5 9 47 9

6.5. Execution time

We measured the execution time of Algorithm 1
for mining MSC+ patterns using a set of 20,000
MSCs extracted from the Microposts2016 training
data. The set of MSCs was partitioned in four
samples: 1,000 MSC (a-1K), 5,000 MSC (b-5K),
10,000 MSC (c-10K), and 15,000 MSC (d-15K).

Figure 4 presents the arithmetic average of the
time (measured in seconds) spent on five execu-
tions of Algorithm 1 with each data sample. The
measurements were done using a desktop with
an Intel Core 2 Duo processor @3.00GHz, run-
ning Windows10, 64 bits, and routines invoked
via command-line prompt.

As the size of the samples grows, the computa-
tion that needs to be performed by Algorithm 1
for mining MSC+ patterns and matching their in-
stances could end up being fairly substantial, due
to the O(n2 log n) time complexity. However, a
simple partitioning scheme (e.g. extracting the
important sentences) can help to speed up the al-
gorithm when input sizes become large.
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Figure 4: Execution times of the samples.

7. WSI/WSD results

Table 8 presents the WSI/WSD performance
for FreeLing, FreeLing&Babelfy, and some varia-
tions of our proposal based on MSC+ patterns
(below the dashed line). Tables 9 and Table 10,
by their turn, detail the gains obtained by apply-
ing variations of our approach with support 2%
and 5%, respectively. Each table shows the total
number of words whose sense has been handled by
the respective approach (#Word), the number of
matching in terms of just surface name (Mention)
or surface name and sense (Mention&sense), the
recall (R), the precision (P), and the F-Measure
(F). Notice that the columns R, P and F, in Ta-
bles 9 and Table 10 refer to the gains obtained
in the respective measures by variation of our
method, which solved the sense of a number of
words whose sense was left undefined (with no
sense found) by the baseline systems.

Table 8 highlights in bold the best results for
recall (R), precision (P) and F-score (F) for each
system evaluated. The patterns with the support
of 2% (MSC2%) achieved the best results for re-
call improving the annotation of the systems in
8.9% to FreeLing (0.709 to 0.798) and 3.5% to
FreeLing&Babelfy (0.712 to 0.747).

The proposed WSI method MAA-PS achieved
the best results for precision in both systems

and support of patterns (MSC2% and MSC5%).
In FreeLing system the precision of 0.210 and
F-score of 0.324 could be improved to 0.225
and 0.345, respectively using FreeLing+MAA-PS
(MSC5%). In FreeLing&Babefy system the pre-
cision of 0.238 and F-score of 0.357 could be
improved to 0.243 and 0.364, respectively us-
ing FreeLing&Babefy+MAA-PS (MSC5%). The
FreeLing&Babefy+MAA-PS (MSC2%) achieved
the best general result using our approach.

Table 8 also show the gain performance for the
candidate target words (#Words) to the disam-
biguation task. Using the FreeLing and FreeL-
ing&Babelfy systems with MSC2%, our results
show that gain greater than MSC5%, 1330 candi-
date target words to FreeLing and 685 to FreeL-
ing&Babelfy, respectively.

Figure 5 graphically compares the results of
each base baseline with those improved by using
our MAA-PS method, in terms of recall (a) and
precision (b). Considering MSC2% (supp = 2%)
we can find more candidate instances for the WSI
task than the support used is 5% (MSC5%), and
consequently achieved the best recall results in
the systems. In another hand, MSC5% achieved
better results for precision than MSC2%. It is be-
cause if we increase the support value, matching
MSC sequences will need to occur many times in
the dataset to be considered a pattern, and con-
sequently Algorithm 1 will find a smaller number
of patterns.

MAA-S uses only word sense beliefs of instances
strongly disambiguated while MAA-SP uses the
PoS tagging and word sense beliefs. As we can
see from Table 9 Table 10, the MAA-SP method
allows achieved the best precision in both systems
tested with different values of supports.

8. Conclusions and future work

This paper presented an approach for
WSI/WSD that exploits language patterns
composed by sequences of morpho-semantic
components (MSC) quite frequent in some short
text documents such as tweets. We presented an
algorithm to mine these patterns, which we call
MSC+ patterns, from sets of text documents. It
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Table 8: WSI/WSD performance

Matching
System #Words Mention Mention&sense R P F

FreeLing 13594 586 174 0.709 0.210 0.324
FreeLing&Babelfy 13770 589 197 0.712 0.238 0.357
FreeLing+MAA-PS (MSC2%) 14924 660 179 0.798 0.216 0.287
FreeLing&Babelfy+MAA-PS (MSC2%) 14455 618 200 0.747 0.242 0.365
FreeLing+MAA-PS (MSC5%) 14226 613 187 0.741 0.225 0.345
FreeLing&Babelfy+MAA-PS (MSC5%) 14046 596 201 0.721 0.243 0.364

Table 9: MSC+ pattern performance with support = 2% (MSC2%)

Matching
System Method #Words Mention Mention&sense R P F

FreeLing
MAA-S 1330 74 4 0.089 0.005 0.009
MAA-PS 1330 74 5 0.089 0.006 0.011

FreeLing&Babelfy
MAA-S 685 29 1 0.035 0.001 0.002
MAA-PS 685 29 3 0.035 0.004 0.007

Table 10: MSC+ pattern performance with support = 5% (MSC5%)

Matching
System Method #Words Mention Mention&sense R P F

FreeLing
MAA-S 632 27 11 0.033 0.013 0.019
MAA-PS 632 27 12 0.033 0.015 0.020

FreeLing&Babelfy
MAA-S 227 7 1 0.080 0.001 0.002
MAA-PS 227 7 4 0.080 0.005 0.006
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Figure 5: Comparison of recall (a) and precision (b).
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relies on annotations of morphosyntactic classes
and senses of relevant words. These annotations
can be produced by a variety of alternative
off-the-shelf tools for NLP. Our MSC+ pattern
algorithm can be seen as a kind of automatic
learning of linguistic patterns that carry contex-
tual information that can be used to resolve the
sense of certain words that appear in instances
of these patterns with a sense that may not be
useful for these works, but that is induced by the
pattern. Our methods for WSI and WSD based
on MSC+ patterns can complement current
approaches for lexical semantics resolution from
both the conceptual and the empirical perspec-
tives, even when context information is quite
limited in particular documents.

Our experiments have shown that morphosyn-
tactic classification and semantic annotations
based on sense inventories and knowledge graphs
can be used to gather language patterns that pro-
vide more general context information to comple-
ment that of specific documents to improve the
performance of WSI/WSD on tweets. We also
demonstrate that the confidence on distinct an-
notations (i.e. candidate morphosyntactic classes
and senses of words) are both useful to improve
WSD precision and recall. The experiments re-
ported in this study are readily reproducible, as
the algorithms for MSC+ pattern mining and
WSI/WSD methods based on these patterns are
publicly available15.

In future work, we plan to explore our approach
and methods for WSI/WSD on more extensively
experiments with other datasets and existing WSI
and WSD systems. The proposed approach can
be applied easily with other tools, sense invento-
ries and semantic knowledge bases different from
FreeLing and Babelfy, BabelNet and WordNet.
Further evaluation of the proposal can use dis-
tinct datasets that do not involve social media
texts, such as short text that can appear in some
diaries and medical records. Furthermore, we in-
tend to investigate a variety of alternatives to im-
prove the performance of the proposed approach.
For instance, we plan to associate global weights

15https://github.com/fabiobif/MSC-patterns

to each MSC+ pattern mined by our algorithm
to improve the disambiguation process. We also
intend to investigate the effects of several words
with sense unsolved in the same MSC sequence on
WSI/WSD, and smarter ways to incorporate the
influence of newly disambiguated words in the su-
port of MSC+ patterns and beliefs on particular
morphosyntactic classes and senses.
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