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Abstract

Knowledge Base Completion (KBC), which aims at determining the missing relations between entity pairs, has received increasing

attention in recent years. Most existing KBC methods focus on either embedding the Knowledge Base (KB) into a specific semantic

space or leveraging the joint probability of Random Walks (RWs) on multi-hop paths. Only a few unified models take both semantic

and path-related features into consideration with adequacy. In this paper, we propose a novel method to explore the intrinsic rela-

tionship between the single relation (i.e. 1-hop path) and multi-hop paths between paired entities. We use Hierarchical Attention

Networks (HANs) to select important relations in multi-hop paths and encode them into low-dimensional vectors. By treating rela-

tions and multi-hop paths as two different input sources, we use a feature extractor, which is shared by two downstream components

(i.e. relation classifier and source discriminator), to capture shared/similar information between them. By joint adversarial training,

we encourage our model to extract features from the multi-hop paths which are representative for relation completion. We apply

the trained model (except for the source discriminator) to several large-scale KBs for relation completion. Experimental results

show that our method outperforms existing path information-based approaches. Since each sub-module of our model can be well

interpreted, our model can be applied to a large number of relation learning tasks.

Keywords: Joint Adversarial Training, Hierarchical Attention Mechanism, Knowledge Base Completion

1. Introduction

Knowledge Base, which is used to store structured knowl-

edge data, has achieved satisfactory results in many artificial

intelligence tasks such as question answering [8], information

retrieval [31], and relation extraction [4]. Existing large-scale

KBs (e.g., Freebase [3] and WordNet [30]) contain a vast amount

of facts about the real world in the form of triples such as (Head

Entity, Relation, Tail Entity). However, the growth of edges

in KBs is not in proportion to that of entities due to the lack of

data collection [5]. In other words, edges in existing KBs are

extremely sparse and far from complete. Complementing most

of the missing facts manually will cost an unacceptable amount

of time and resources. Hence, a large number of Knowledge

Base Completion techniques based on analyzing the labeled

data have been proposed.

The existing KBC methods can be roughly divided into two

types: Knowledge Representation (KR) based methods, and

Path Ranking (PR) based methods. KR-based methods, rep-

resented by the translation models [6, 37, 25], which embed the

knowledge in a KB into a specific continuous vector space and

exploit uniform spatial relationships in the projective space to

describe the corresponding relations. Based on the representa-

tion of the given entity pair, KR-based methods define a score

function to rank candidate relations to complete the KB. Mean-

while, there exist Path Ranking (PR) based methods, which

enumerate and select valuable paths among the given entity
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Figure 1: An example of KBC in Freebase. The missing single relation

is Children (which can be indicated by the red dotted line).

pair as the features to be analyzed. PR-based methods deter-

mine the missing relation through training Random Walk (RW)

joint probability of selected paths, and also the corresponding

relation classifier [22]. PR-based methods and their variants

have achieved a satisfactory result on KB completion by op-

timizing the calculation strategies of path similarity and path

selection [23, 27].

A drawback of the KR-based models is that they only take

semantic information implied by the single relations (1-hop paths)

into consideration, thus ignoring the interpretation of multi-hop

paths among the paired entities [24, 33]. For example, as shown

in Figure 1, the missing relation Children can be inferred by

observing the multi-hop paths between Barack Hussein Obama

and Malia Ann Obama (i.e. paths I (yellow) and II (green)).

More generally, the semantic relationship and co-occurrence in-

formation is intrinsically built in the single relation and multi-
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hop paths between the paired entities. Based on this princi-

ple, PR-based methods capture the features of the multi-hop

paths and calculate the joint probability of each candidate rela-

tion. However, PR-based approaches also have their drawbacks,

which lie in the existence of noise within multi-hop paths (as il-

lustrated in Figure 1, path III (blue) with two hops is useless for

determining the missing relation) as well as the lack of mining

the inner relationships between single relation and multi-hop

paths [27].

Based on an intuitive assumption that a vast amount of paths

between the paired entities generally contain shared/similar se-

mantic and co-occurrence information, this paper presents a

unified model that takes both the single relation and multi-hop

paths between the given entity pair into full account. Specif-

ically, our model complements the missing single relation by

extracting shared information from multi-hop paths. To achieve

that, our model leverages Hierarchical Attention Networks (HANs)

to encode the inputs and send the features to a downstream

feature extraction module, where shared features are automati-

cally captured without any manual selection through Adversar-

ial Training (AT). Among them, the HANs is used to ensure

that the features fed to the downstream modules retain the im-

portant information in multi-hop paths. The feature extraction

module consists of two tightly coupled and parameter-shared

neural network structures, one for relation prediction and one

for source discrimination. The whole framework is jointly ad-

versarial trained so that the extracted features not only minimize

the classification error but also make the source discriminator

unable to discriminate their source. Finally, we can get the par-

tial information of a single relation by only taking multi-hop

paths as input, so as to determine the missing relation.

The experimental results on FB and WN demonstrate that

our method outperforms the state-of-the-art approaches. More

generally, since the sub-modules in our model can be well inter-

preted, our method can transform various tasks (e.g., reasoning

and information extraction) into encoding and decoding tasks

by defining appropriate adversarial data sources.

The contributions of this paper can be summarized as fol-

lows:

• We propose a general approach to mine the intrinsic re-

lationship between single relation and multi-hop paths

based on specific downstream tasks.

• We propose a novel KBC approach which outperforms

the state-of-the-art methods.

• By visualizing and analyzing the working processes of

the components in our model, we interpret their corre-

sponding functions and effects.

The rest of this paper is organized as follows: Section 2

reviews traditional KBC methods and the AT framework. Sec-

tion 3 details the composition of the whole framework and each

of the sub-modules proposed in this paper, and conducts a the-

oretical analysis. Section 4 introduces the experimental details

and analyzes the results of typical downstream tasks. At length,

section 5 concludes this paper.

2. Related Work

2.1. Knowledge Base Completion

As mentioned above, the existing methods for KBC mainly

include the KR-based models [5, 6, 7, 37, 25] and PR-based

models [22, 12, 23, 27].

KR-based models, originating from representation learning,

focus on modeling triples in structured [5] or unstructured [7]

embeddings. Trans-family models [6, 37, 25] train embeddings

based on the assumed spatial positional relationship that h+r ≈

t. Recent years have seen more elaborate triple modeling meth-

ods including: DistMult, which defines a triple scoring method

based on matrix operation [14]; ComplEx, which introduces

complex space into KR to handle two-way relations [17]. Also,

The work of Sun et al. [15] focuses on spatial rotation to op-

timize triple modeling. In addition, ConvE improves the qual-

ity of KR by modeling the relations through convolution meth-

ods [13]. Similarly, Shang et al. [41] and Nguyen et al. [42]

achieve KBC based on convolutional neural networks. Nguyen

et al. [44] introduce capsule neural embedding architecture for

learning knowledge embedding to complement the relations.

MultiE models triples based on multi-task learning [45]. More-

over, through utilizing canonical tensor decomposition, Lacroix

et al. [46] obtain high-quality knowledge embedding for KBC.

In general, the KR-based methods vectorize the entities and re-

lations and achieve the purpose of KBC by ranking candidate

relations.

In contrast to KR-based methods, PR-based methods gen-

erally leverage a RW-based inference technique. Initially pro-

posed by Lao and Cohen [22], PR-based methods determine

the missing edges by planning the optimal RW path between

entities, and calculating the joint probabilities of the selected

paths. Further innovations lay in variant methods which can be

summarized as the contextual information/feature extraction of

paths [27], the planning of RW [23], and the optimization of

path similarity calculation [12].

Recently, some research has begun focusing on incorporat-

ing extra information into the completion model. Among them,

Lin et al. [24] introduce low-order (2 or 3) path-related infor-

mation into TransE in three different ways (ADD, MUL, and

RNN) and optimize the model. Durán et al. [10] propose an

extension of TransE that learns to explicitly model the compo-

sition of relations via the addition of their corresponding trans-

lation vectors. The work of Xie et al. [39] equips the Trans-

family model with a sparse attention, which represents the hid-

den concepts of relations and transfers statistical strength. Wei

et al. [38] combine external memory and the RW strategy to

mine the inference formulas. The method proposed by Shen

et al. [33] uses a global memory and a controller module to

learn multi-hop paths in vector space and infers missing facts

jointly without any human-designed procedure. Yoshikawa et

al. [43] achieve KBC by combining axiom injection as an infer-

ence basis. By constructing rich features, Komninos and Man-

andhar [47] use a neural network to complete missing relations.

Table 1 lists the time and space complexity of some classi-

cal methods. Within the experimental setting of 3 as the upper

limit of the paths’ hop number, we can conclude that the time

2



Table 1: Complexity (the number of parameters and the number of

multiplication operations in an epoch) of several models. Ne and Nr

represent the number of entities and relations, respectively. Nt repre-

sents the number of triplets in a knowledge graph. Np,i denotes the

number of i-hop paths in dataset. m is the dimension of entity em-

bedding space and n is the dimension of relation embedding space. d

denotes the average number of clusters of a relation. li is the length of

i-hop paths. k is the number of hidden nodes of a neural network and

s is the number of slices per tensor. In both datasets of FB15K* and

WN18* Np,i < Nt with Nt/Np,i = 15.7 and 1.97 respectively.

Time Complexity Space Complexity

TransE O(Nt) O(Nem + Nrn)

TransH O(2mNt) O(Nem + 2Nrn)

TransR O(2mnNt) O(Nem + Nr(m + 1)n)

PTransE(ADD) O(Nt) O(Nem + Nrn)

PTransE(MUL) O(Nt +
∑

liNp,i) O(Nem + Nrn)

PTransE(RNN) O(Nt +
∑

liNp,i) O(Nem + Nrn)

DistMult O(2Nt) O(Nem + Nrn)

ComplEx O(2Nt) O(Nem + Nrn)

ConvE O(n′Nt) O(Nem + Nrn
′)

RotatE O(2Nt) O(Nem + Nrn)

Ours O(
∑

(li + 1)Np,i) O(Nem + Nrn)

complexity of our model on the FB series datasets is less than

that of the other methods’, and the time complexity on the WN

series datasets is close to O(2Nt). With improvements in time

complexity, our model’s space complexity is similar to that of

the others’.

The common drawback of the existing models is the lack of

mining the internal semantic relations between single relation

and multi-hop paths, which could bring in path-related infor-

mation for KBC. In this paper, we present a novel method to

exploit the intrinsic semantic and co-occurrence relationships

between single relation and multi-hop paths, and use them to

complete the knowledge base.

2.2. Adversarial Training

Inspired by the two player game, the Generative Adversar-

ial Networks (GANs) consist of two connected sub-modules,

in which the discriminator is trained to distinguish if the input

sample matches the true data distribution or is generated by the

generator while the generator is trained to generate fake sam-

ples that maximize the error rate of the discriminator. GANs

have been successful in a large number of image-related tasks,

and the adversarial framework in GANs has been adapted to fit

many other tasks by introducing additional structures. Among

them, Han et al. [20] propose a method for learning implicit fea-

tures by merging the adversarial mechanism into auto-encoder,

which realizes the processing of general data. Tadesse and Col-

lons [16] utilize the adversarial framework to unify the seman-

tic information of different sources into word-char embeddings,

and have achieved improvements in tasks of sequence labeling.

The work of Qin et al. [19] integrates the adversarial mecha-

nism into the screening of training samples, which improves

the quality of input samples of distant supervision, and con-

sequently improves the performance of information extraction.

Yasunaga et al. [18] analyze the specific effects of the adver-

sarial mechanism in natural language processing in detail and

propose a robust model for multi-lingual part-of-speech tagging

tasks. In summary, we find that AT can extract shared infor-

mation between different sources effectively under specific re-

quirements.

3. Methodology

In this section, we introduce the proposed KBC method in

detail.

3.1. Problem Definition and Notations

Given a KB containing a collection of triples T = {(h, r, t) |

h, t ∈ E, r ∈ R}, where h, t respectively denote the head and

tail entity, r denotes the single relation. E and R are the entity

and relation sets. A multi-hop path is a sequence of relations

pi = (ri1, ri2, . . . , riTi
), pi ∈ P, ri j ∈ R, i ∈ [1,Np], j ∈ [1,Ti],

where pi is a path in the multi-hop paths set P, and Np and

Ti denote the size of P and the number of relations in pi. P

contains all of the paths between (h, t) except the single relation

r. The task of KBC is to train a relation classifier based on

the labeled data {r}
⋃
P and complement the missing relation r

between the given entity pair (h, t).

3.2. Overall Architecture and Components

The overall architecture of the proposed method is shown

in Figure 2. The hierarchical attention-based encoders are used

to encode the single relation and multi-hop paths as input, and

the coupled neural networks are used to extract features. We

will describe the detail of different components in the following

sections.

3.2.1. Hierarchical Attention-Based Encoders

Given a path pi, i ∈ [1,Np], we first embed the relations into

vectors through an embedding matrix Wt, vi j = Wtri j, where ri j

denotes the jth hop relation in pi. Additionally, we add Po-

sition Encoding [34] pei j and direction information di j after

the relation representation to get the final input vector xi j =

[vi j; pei j; di j]. We utilize a Bidirectional Gated Recurrent Unit

(Bi-GRU) [1] to get the annotations of the relation sequence,

which summarizes the information from both directions.
As illustrated in the left part of Figure 2, we obtain the an-

notation for each relation ri j in pi by concatenating the for-

ward hidden state
−→
hi j and the backward hidden state

←−
hi j, i.e.

hi j = [
−→
hi j;
←−
hi j]. Among them,

−→
hi j (or

←−
hi j) is computed as

−→
hi j = (1 − zi j) ⊙ hi, j−1 + zi j ⊙ h̃i j, (1)

where
−→
hi j is a linear interpolation between the previous state

hi, j−1 and the candidate state h̃i j.
GRU utilizes a gating mechanism to track the states of the

sequence. Update gate zi j decides how much past information
is kept and how much new information is added, which is com-
puted as

zi j = σ(Wz xi j + Uzhi, j−1 + bz), (2)

3
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Figure 2: The overview of the architecture of the proposed model.

where σ(·) is a sigmod activation function. The candidate state

h̃i j is computed in a way similar to a traditional RNN:

h̃i j = tanh(Wh xi j + reseti j ⊙ (Uhhi, j−1) + bh), (3)

where tanh(·) is a tanh activation function.
Reset gate reseti j controls how much the past state con-

tributes to the candidate state h̃i j. Its update function is as fol-
lows:

reseti j = σ(Wreset xi j + Uresethi, j−1 + breset). (4)

Different relations may contribute differently to the seman-
tic representation of the multi-hop path. Hence, we introduce
the attention mechanism [1] to extract the important relations
and aggregate the representation of those meaningful relations
to form a specific output. As illustrated in the relation attention
layer in Figure 2, we utilize a single attention layer to get ui j as
a hidden representation of hi j:

ui j = tanh(Wehi j + be). (5)

Specifically, we measure the importance of the relation as the
similarity/relatedness of ui j with a context entity vector ue, and
get a normalized importance weight ai j using a softmax func-
tion as

ai j =

exp(u⊤i jue)
∑Ti

k=1
exp(u⊤

ik
ue)
, (6)

where exp(·) is an exponential function based on the natural
constant e. Then, we obtain the representation of the multi-
hop path by weighted summing of the relation annotations as
follows:

pi =

Ti∑

j=1

ai jhi j. (7)

As shown in the path encoder in Figure 2, to mine the shared

semantic features between single relation and multi-hop paths,

we use a weighted sum over all the encoded path vectors be-

tween entities. As the process and calculation methods are sim-

ilar to the relation encoder, we omit the detailed description for

simplicity. So far, we selectively encode all multi-hop paths in

P into a low-dimensional vector based on HANs.

3.2.2. Coupled Neural Networks

In the proposed method, we define two feed-forward archi-

tectures to discriminate the source of the extracted feature and

its corresponding relation. As shown in the right part of Fig-

ure 2, the two neural networks are coupled together by a sub-

module that extracts features from different input sources. Un-

der the assumption mentioned above, these extracted features

are considered as the semantic information shared by the en-

coded multi-hop paths p and the encoded single relation r. We

decompose such coupled neural networks into three parts to de-

tail each sub-module.
i. Parameter-Shared Feature Extractor: As a sub-module

shared by two neural networks, the feature f extracted by the
feature extractor should minimize the classification error and be
source-indiscernible in the meantime. In the proposed model,
the feature mapping is accomplished by several feed-forward
layers, which are similar to the encoder in stacked AutoEn-
coder [36]. Because this sub-module is shared by the follow-up
discriminator and classifier, all of the parameters θe in the fea-
ture extractor E(x; θe) are updated based on the gradients from
downstream parts (as illustrated in the upper LC and bottom
LD in Figure 2). To improve the ability of the feature extractor
to resist noise and remain sparse, we add sparse constraints in
the loss function. After which, the loss function of the feature

4



extractor is defined as

LE
= L + β

∑

j

KL(ρ||ρ̂ j), (8)

where L is the downstream loss (i.e. the combination of LC

and LD), β denotes the constraint rate, KL(·) is the KL diver-

gence, and ρ and ρ j represent the expected activation of neurons

and average activation degree on the training set.

In general, for the source discriminator, the feature extractor

can be considered as a query of ‘what are the source-shared fea-

tures?’ Thus from the classifier’s perspective, it can be regarded

as a query of ‘what are the valuable features for determining

relation?’ Furthermore, it also stands for a high-level repre-

sentation of a fixed query in the whole model of ‘what are the

pivots between a source discriminator and relation classifier?’

More theoretically, to ensure that the features extracted by the

feature extractor can be obtained from the single relation and

the multi-hop paths, and can effectively correspond to the true

single relation, this paper selects a coupled adversarial structure

to achieve the above two constraints. Among them, the source

discriminator confuses features from different sources by pro-

viding a reversal gradient, so that the features obtained by the

feature extractor from different sources obey a similar distri-

bution. The relation classifier can still accurately correspond to

the unique correct relation by the similar features obtained from

the single relation and the multi-hop path through the classifi-

cation error constraint.
ii. Source Discriminator: The source discriminator is a

sub-module exploited to discriminate the source of input fea-
tures. Its discriminant results can be used to optimize the per-
formance of the feature extractor. As illustrated in the bottom
right part of Figure 2, we treat the shared features f ∈ { fr, fp}
as a credential that determines the source of the input features
which is computed as

zi = Wdi f + bdi, yi =
exp(zi)∑2

j=1 exp(z j)
, (9)

where zi, i ∈ [0, 1] is the independent probability of each data
source, yi is the normalized probability for different data sources.
The goal of the source discriminator is to minimize the cross-
entropy loss within all data distribution:

LD
= −

1

2Ns

2Ns∑

k=1

(ŷklnyk + (1 − ŷk)ln(1 − yk)), (10)

where ŷk ∈ {0, 1} denotes the real source of sample k and Ns is

the number of positive samples.
To ensure that the features extracted by the feature extractor

are source-indiscernible, we introduce Gradient Reversal Layer
(GRL) [9] between the feature extractor and the source discrim-
inator, as shown in the bottom right part of Figure 2. The GRL
achieves gradient reversal through multiplying the gradient by
a certain negative constant during the back propagation-based
training, which guarantees similar feature distributions over the
two sources. Specifically, GRL acts as an identity transform
during the forward propagation, but takes the gradient from sub-
sequent level, multiplies it by −λ, and passes it to the preced-
ing layer. In our framework, we treat the GRL as a “pseudo-
function” Rλ(x) defined by the following equations, describing

its forward- and back-propagation behaviors:

Rλ(x) = x,
∂Rλ(x)

∂x
= −λI, (11)

where I is an identity matrix and λ is the adaptation rate. Hence,
the independent possibility zi has to be rewritten as

zi = WdiRλ( f ) + bdi. (12)

Mathematically, we treat the source discriminator asD(Rλ( f ); θd)

and the feature extractor as E(x; θe), where θd and θe are corre-

sponding parameters. As illustrated in Figure 2, the θd is opti-

mized to enhance the capability of the source discriminator to

distinguish different data sources, while θe is trained to fool the

discriminator based on the reversal gradient −λ ∂L
D

∂θe
.

iii. Relation Classifier: This sub-module is used to deter-
mine the missing relation between the given entity pairs. It out-
puts the probability of each candidate relation in relation set R.
As illustrated in the top right part of Figure 2, we treat the out-
put from the feature extractor as the representative features to
determine the single relation and feed it to the softmax layer
for relation classification. Because the calculation method of
the softmax layer is similar to that of the corresponding part in
the source discriminator, we omit it. The loss function for the
relation classifier can be written as

LC
= −

1

Ns

Ns∑

k=1

Nc∑

i=1

(ŷilnyk i), (13)

where ŷi ∈ {0, 1} and yk i are the ground truth and output result

respectively.

3.2.3. Regularization

In order to avoid over-fitting, the squared Frobenius norm
and squared ℓ2 norm for different weight Wd,Wc and bias bd, bc

are added as

LR
= ||Wd ||

2
F + ||bd ||

2
2 + ||Wp||

2
F + ||bp||

2
2, (14)

where || · ||2 and || · ||F respectively denote the ℓ2 norm of a vector

and Frobenius norm of a matrix.

3.3. Joint Adversarial Training

The overall objective function of the proposed model is a
combination of the losses of its components.

LTotal
= LD

+LC
+ β
∑

j

KL(ρ||ρ̂ j) + ρrL
R, (15)

where ρr is the regularization parameter. To minimize LTotal,

we use a joint AT strategy to iteratively update all sub-modules.

Before AT, we pre-train the components with specific meth-

ods to avoid possible problems (e.g., gradient vanishing, and

gradient instability) [35]. The implementation details (includ-

ing initialization, determining parameters, and pre-training) of

each component will be detailed in the follow-up section.
During AT, the source discriminator1 and the relation clas-

sifier can be directly trained to minimize their loss by using

1To ensure the performance of the source discriminator, we manually adjust

the input distribution in each mini-batch to balance the number of inputs from

the two sources.
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stochastic gradient descent (SGD) based method as

θc := θc + µ
∂LC

∂θc
, θd := θd + µ

∂LD

∂θd
, (16)

where θc and θd denote the parameters in the classifier and
discriminator respectively, and µ is the learning rate. As the
upstream module, the feature extractor has multiple gradient
sources. Hence, as illustrated in the bottom part of Figure 2,
reversed gradient (through passing the GRL) from the discrimi-
nator and back-propagation gradient from the classifier are used
to update the parameters by fine-tuning as

θe := θe + µ
∂LE

∂θe
. (17)

In particular, in order to ensure the performance of AT, we

balance the distribution of gradient source in each batch.

3.4. Analysis of Model Perspectives

From the perspective of the whole model, the motivation of

our model is to ensure that the shared features extracted from

different sources are valuable for completing missing relations.

In the following, we propose some alternative perspectives to

facilitate understanding of our model.

Information Theory: Consider Xr ∼ q(Xr) is the distribu-

tion of r, q unknown, X fr = fθe (Xr). It can easily be shown that

minimizing the expected classification error and discrimination

error amounts to respectively maximize a lower bound on mu-

tual information I(X fr ; Xr) and I(X fr ; X fp
). Because downstream

tasks are independent of each other, our model can thus be

justified by the objective that fθe (·) captures as much source-

indiscernible information as possible for relation classification,

i.e. maximizing a lower bound on I(Xr; X fp
).

Manifold Learning: We treat f as a low-dimensional man-

ifold, and fθe (·) is a stochastic operator learnt to map r, p to

fr, fp which tends to go from lower probability points to high

probability points, generally on or near the manifold. Our model

can thus be seen as a way to define and learn a manifold, and

the intermediate representation Y = fθe (X) can be interpreted

as a coordinate system for points on the manifold. More gener-

ally, one can think of Y = fθe (X) as a representation of X which

is well suited to capture the valuable (not main) variations in

the input, i.e. on the manifold. When additional criteria (i.e.

source indiscrimination) are introduced in the learning model,

one can no longer directly view Y = fθe (X) as an explicit low-

dimensional coordinate system for points on the manifold, but it

retains the property of capturing the specific factors of source-

shared variation in the data.
Generative Model: As our model takes an input vector x ∈

{r}
⋃
{p}, x ∈ Rd, and maps it to features f ∈ { fr}

⋃
{ fp}, f ∈ Rd′

through feature extractor f = fθe (x), parameterized by θe. De-
pending on the different downstream tasks, feature f is then
mapped back to the ‘reconstructed’ outputs, i.e. relation r (through
relation classifier) and source (through source discriminator) by
yc = gθc ( fr) and yd = hθd ( f ). Each training x(i) is mapped to
a corresponding f (i), an output relation yc (only for xr) and a
source yd. Since the downstream tasks are pre-trained, the pa-
rameters of the model are optimized to minimize the average

reconstruction error and maximize the source discrimination
error:

θ⋆e = arg min
θe

(
1

m

m∑

i=1

L(x(i), y(i)
c ) −

1

n

n∑

j=1

L(x( j), y
( j)

d
)), (18)

where L is a loss function, m = |{r}|, n = |{r}
⋃
{p}|.

As mentioned in Section 3.2.2, L is the cross-entropy. i.e.
L = LH, then:

θ⋆e = arg min
θe

Eq0(X)(LH(X,Yc) − LH(X,Yd)), (19)

where q0(X) denotes the empirical distribution associated to

training inputs, Ep(X)[ f (X)] =
∫

p(x) f (x)dx is the expectation

of f (X).
Specifically, we recover the training criterion for our model

from a generative model perspective. Then the goal of our
model is to learn a constrained joint probability distribution, i.e.
the co-occurrence probability of the input data X, the source-
indiscernible feature f , and the relation r. Consider the genera-
tive model p(X, f ,Yc, Ȳd) = p(Yc, Ȳd)p(X|Yc, Ȳd)p( f |X)), where
Ȳd denotes the wrong source label. We can show that training
the feature extractor as described above is equivalent to maxi-
mizing a variational bound on that generative model:

arg max
θe

Eq0(X)[log p(X, f ,Yc, Ȳd)]

= arg max
θe

Eq0(X)[log p(Yc, Ȳd)p(X|Yc, Ȳd)p( f |X))]. (20)

p(Yc, Ȳd) is a uniform prior probability and q0(X| f ) ∝ q0( f |X)q0(X),
then

arg max
θe

Eq0(X)[log p(Yc, Ȳd)p(X|Yc, Ȳd)p( f |X))]

= arg max
θe

Eq0(X)[log p(X|Yc, Ȳd)]

= arg max
θe

Eq0(X)[log(p(X|Yc = gθc ( fr)) · p(X|Ȳd = hθd ( f )))]

= arg min
θe

Eq0(X)(LH(X,Yc) − LH(X,Yd)). (21)

Obviously, this is consistent with our training goals, i.e. Equa-

tion 19.

4. Experiments

We evaluate the proposed method empirically in terms of

classification effect and model interpretability.

4.1. Datasets

Since our method requires an abundant amount of multi-hop

paths between entities, we use standardized FB15K and WN18

as experimental datasets [6]. Among them, FB15K is a highly

dense sub-graph captured from Freebase, which contains triples

composed by two entities and a relation. WN18 is a set of lin-

guistic triples obtained from WordNet, which is a lexical En-

glish dictionary containing linguistic relation between words,

e.g., hypernym, hyponym and meronym. We also set up a

delicate sub-graph with some high-quality, intuitively inferable
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Table 2: Statistics of the five datasets. Since we only retain entity pairs that contain multi-hop paths, there are fewer entities than in the original

datasets.

FB15K* FB15K-237* FBe30K* WN18* WN18RR*

#Entities 13126 10463 19835 21569 21562

#Entity Pairs 37785 18473 64732 77396 77092

#Relations 1345 237 1493 18 11

Average Multi-hop Paths (length ≤ 3) between Each Entity Pair 11.62 9.34 12.85 8.63 8.59

sub-graphs2 from FreebaseEasy [2] as the third experimental

dataset (namely FBe30K), to further validate the hierarchical at-

tention mechanism in a relatively controllable context. Further-

more, we also use FB15K-237 and WN18RR as experimental

data, which is a filtered version of FB15K and WN18 [29, 13]

where reciprocal triples are removed. To train the model, we

select the entity pairs with single relation in between and hav-

ing connecting multi-hops paths, and divide them into training,

validation, and test sets by 8:1:1. Note that we add annotation *

to emphasize that our datasets have been restructured. Table 2

details the statistical information of the datasets.

4.2. Experimental Setup

We evaluate the the performance of the models by two widely-

used link prediction testing protocols: the Mean Rank (MR)

of the original triple among corrupted ones, and the propor-

tions of valid entities ranked in top 1%, 3%, and 10% (Hit@1,

Hit@3, Hit@10). Following [6], we also report filtered results

to avoid underestimations caused by corrupted triples that are

in fact valid.

4.2.1. Baseline Methods

We select three groups of models and compare them in the

reconstructed datasets3.

Triple information based methods (Group T)4: TransE mod-

els relations between entities by interpreting them as transla-

tions operating on the low-dimensional embeddings of the enti-

ties [6]. TransH models a relation as a hyperplane together with

a translation operation on it and proposes an efficient method to

construct negative examples to reduce false negative labels in

training [37]. TransR builds entity and relation embeddings in

separate entity and relation spaces and learns embeddings by

first projecting entities from entity space to corresponding re-

lation space, and then building translations between projected

entities [25]. CTransR is cluster-based TransR, which clusters

diverse head-tail entity pairs into groups and learns distinct re-

lation vectors for each group [25].

DistMult implements triple modeling by defining triple as

a matrix operation [14]. ComplEx introduces complex space

to optimize single relationship modeling [17]. ConvE uses 2D

convolution to model the relationship between entity pairs [13].

2The sub-graphs mainly include triples whose relations can be intuitively

infer ed, e.g., Children, Spouse.
3We obtain the experimental results of all baseline methods by rerunning

their codes.
4We only use the selected entity pair (i.e. triple) for training, so there is a

gap between our results and those in the original papers.

RotatE learns knowledge embedding through relational rotation

in complex space [15].

Triple and Path information based methods (Group T&P):

rTransE learns to explicitly model the composition of relation-

ships via the addition of their corresponding translation vec-

tors [10]. PTransE considers relation paths as translations be-

tween entities for representation learning and addresses prob-

lems of path reliability and semantic composition [24]. Differ-

ent methods in multi-hop paths modeling can be divided into

(RNN 2-step), (ADD 2-step), and (MUL 2-step).

Path information based methods (Group P): B-PR considers

binarized path features for learning PR-classifier [11]. SFE-

PR is a PR-based method that uses breadth-first search with

Subgraph Feature Extraction (SFE) to extract path features [11].

In particular, SFE-PR uses only PR-style features for feature

matrix construction. Ours is the model proposed in this paper.

4.2.2. Implementation Details

As we found that various dimensions of relation embed-

dings and PE resulted in similar trends, only experimental re-

sults for 100 dimension relation embeddings and 5 dimension

PE will be reported here. To construct path set P, we utilize the

shortest path principle min{3, n} and RW strategy [23] respec-

tively. We initialize the input embeddings with two different

pre-trained embeddings (i.e. Word2Vec [28] and TransE [6]),

and randomly initialize other model parameters, e.g., attention

vectors, feature extractor and softmax layers of relation classi-

fiers and source discriminators.

Each module is pre-trained after initialization, in which the

training target of the whole model (except source discriminator)

is to minimize the classification error of the relation classifier.

The source discriminator is trained from scratch after the clas-

sifier converges. The hyperparameters of the model are chosen

by maximizing Mean Rank on the validation set: the regular-

ization weight ρr is set to 0.05, the constrain rate β is set to 0.01

and the expected activation degree ρ is set to 0.05. The adap-

tation factor λ in GRL is gradually changed from 0 to 1 during

the training process as λ = 2
1+exp(

γ·nc
nNs

)
− 1 [9]. Our model is op-

timized with the SGD over shuffled mini-batches with momen-

tum rate 0.95, learning rate is decayed as η = 0.005
(1+

γ·nc
nNs

)0.5 , where

nc and n respectively denote the number of trained samples and

iterations, and γ is set to 10. The batch sizes for the source

discriminator and relation classification are both 100, and the

batch for source discriminator coming from different sources

equally.
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Table 3: Comparison of different methods for relation classification in FB15K*, FB15K-237*, and FBe30K*. Higher Hits@n and lower Mean

Rank indicate better predictive performance.

Model
FB15K* FB15K-237* FBe30K*

MR(filter) Hits@1 Hits@3 Hits@10 MR(filter) Hits@1 Hits@3 Hits@10 MR(filter) Hits@1 Hits@3 Hits@10

T

TransE 2.71 89.14 90.70 91.27 3.54 83.88 85.96 87.17 2.67 89.63 90.83 91.51

TransH 2.50 90.06 91.63 92.43 3.34 84.64 87.08 88.21 2.48 90.37 91.87 92.52

TransR 2.33 91.25 92.75 93.27 3.19 85.42 87.71 89.08 2.32 91.58 92.67 93.34

CTransR 2.10 92.30 93.86 94.54 3.11 86.09 88.18 89.43 2.09 92.56 93.92 94.51

DistMult 1.61 94.71 96.43 97.19 2.63 88.47 90.90 91.98 1.57 94.91 96.72 97.31

ComplEx 1.59 94.82 96.63 97.23 2.57 88.49 90.97 92.34 1.56 95.73 96.75 97.33

ConvE 1.46 95.63 97.34 97.84 2.40 89.40 91.84 93.26 1.45 95.84 97.30 97.98

RotatE 1.44 95.67 97.75 97.98 2.36 89.77 92.01 93.25 1.36 96.83 97.64 98.42

T
&

P

rTransE 1.87 93.51 95.17 95.71 2.77 87.69 90.10 91.26 1.86 94.06 95.21 95.73

PTransE(MUL 2-step) 1.93 93.04 94.88 95.42 2.95 86.98 88.99 90.30 1.92 93.38 94.86 95.46

PTransE(RNN 2-step) 1.58 94.74 96.64 97.29 2.52 88.98 91.24 92.62 1.57 95.21 96.71 97.28

PTransE(ADD 2-step) 1.50 95.27 97.08 97.65 2.43 89.56 91.78 93.05 1.50 95.85 97.11 97.68

P

B-PR 2.52 89.72 91.62 92.35 3.46 84.36 86.48 87.54 2.51 90.49 91.73 92.38

SFE-PR 2.34 90.87 92.69 93.24 3.25 85.05 87.49 88.75 2.32 91.32 92.67 93.36

Ours (Word2Vec&Shortest) 2.13 91.82 93.75 94.40 2.86 87.37 89.67 90.73 2.09 92.52 93.93 94.52

Ours (Word2Vec&RW) 1.98 92.78 94.45 95.14 2.74 87.78 90.26 91.38 1.94 93.38 94.74 95.35

Ours (TransE&Shortest) 1.50 95.10 97.13 97.68 2.49 88.98 91.32 92.80 1.43 96.05 97.39 98.07

Ours (TransE&RW) 1.37 95.81 97.78 98.37 2.32 89.89 92.28 93.65 1.33 96.55 97.97 98.50

4.3. Experimental Result and Analysis

We compare our method with baselines in two aspects as

discussed below.

4.3.1. Classification Effect

Table 3 and Table 4 show the comparative results of clas-

sification effect on FB and WN respectively. We can observe

that our method outperforms the other two groups of baseline

methods significantly, except that Hits@1 is slightly lower than

RotatE. With the use of different pre-trained relation embed-

dings and a more reasonable path selection algorithm, the per-

formance of our model is enhanced greatly.

In contrast to the methods in Group T, we find that our

method (TransE&RW) improves the classification effect in both

MR and Hits@ 3, 10. Furthermore, despite the fact that rTransE

and PTransE in Group T&P introduce path information into

original TransE by using additional translation vectors, the over-

all effect is still not as good as our model’s. This indicates that

although the introduction of path information can significantly

improve the classification effect, its stage and strategy can af-

fect the final results.

By observing the performances on different datasets, we

can find that the prediction effects of all models (especially

B-PR and SFE-PR) become worse after removing reverse re-

lations. However, since our model can handle multi-hop paths

efficiently, the loss of a one-hop reverse path has less impact on

the final results.

To investigate the performance of our model in detail, we

analyze the performance of our model with different relation

frequency, as shown in Figure 3. Since the overall distribution

of relations in the five datasets clearly shows a long tail phe-

nomenon (the statistics of single relations on datasets are shown

in Figure 4), we divide the relations into three buckets [39].

With each bucket, we compare our method (TransE&RW) with

TransE and PTransE (ADD 2-step). The results show that intro-

ducing path information can improve the classification effect in

all buckets, and our method is significantly better than TransE

Table 4: Comparison of different methods for relation classification in

WN18* and WN18RR*. Because most of Hits@3 and Hits@10 for

WN datasets are exceed 98%, we only report Hits@1.

Model
WN18* WN18RR*

MR(filter) Hits@1 MR(filter) Hits@1

T

TransE 1.99 92.88 1.97 92.86

TransH 1.73 94.04 1.70 94.40

TransR 1.56 94.89 1.57 95.04

CTransR 1.54 95.17 1.54 95.22

DistMult 1.25 96.60 1.24 96.82

ComplEx 1.26 96.64 1.22 96.69

ConvE 1.17 97.23 1.13 97.17

RotatE 1.16 97.31 1.10 97.31

T
&

P

rTransE 1.41 95.72 1.40 95.77

PTransE(MUL 2-step) 1.56 94.75 1.53 94.96

PTransE(RNN 2-step) 1.38 95.82 1.36 96.07

PTransE(ADD 2-step) 1.20 96.97 1.19 96.88

P

B-PR 1.85 93.61 1.87 93.49

SFE-PR 1.79 93.93 1.82 93.53

Ours (Word2Vec&Shortest) 1.49 95.42 1.47 95.60

Ours (Word2Vec&RW) 1.41 95.72 1.42 95.95

Ours (TransE&Shortest) 1.18 97.15 1.15 97.15

Ours (TransE&RW) 1.13 97.39 1.07 97.44

and PTransE(ADD 2-step) in dealing with low-frequency rela-

tions.

Combining the analysis performed over KBs and the statis-

tic information in Table 2, we can conclude that the denser (the

ratio of entities to relations) and the larger (the amount of enti-

ties and relations) the KB becomes, the better our method out-

performs baselines. This means that our method is better suited

for relation completion of large-scale and dense KBs.

4.3.2. Parameter Study

In order to measure the impact of fluctuations in the hyper-

parameters of our model on KBC performance, we perform the

following experimental analysis for different hyperparameters.

Path Length: We set the maximum path length (i.e. max-

imum hop limit) of the selected multi-hop paths between the

paired entities in the range of 2 to 4 to observe the impact of

path length on model performance. The computational com-

plexity dramatically raises with the increase of maximum path

length allowed, so we stop at 4 which still takes acceptable
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Figure 3: The relation completion results of the three methods in different frequency relations. We chose PTransE (which also introduced path

information) and TransE (which is our initial inputs) to compare our method. (low, middle, high) means the distribution of relation frequency.
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Figure 4: Frequencies and log frequencies of single relations in three datasets. The x-axis is single relations sorted by frequency.

computational time on our reduced datasets. The experimental

results shown in Figure 5 demonstrate that setting the parame-

ter to 3 achieves significantly better results that setting it to 2.

However, as we allow longer path to be sampled (e.g. length

of 4), prediction accuracy is not further improved, instead it

is weakened. We believe that this is because as the maximum

path length increases, the number of sampled multi-hop paths

increases rapidly, among which the proportion of noisy/useless

paths also grows greatly. Through observations we have noticed

that a 5-hop path can almost connect any two entities in our

datasets, which definitely introduces a large amount of noise.

We also noticed that there are only 18 kinds of relations in the

WN, which results in a higher sensitivity to changes in path

length limitations, as shown in Figure 5.

Embedding Dimension: As a hyperparameter of KB em-

bedding, the dimension of the embeddings may influence the

semantic information contained in the input relations and paths,

which may then bring variance to our model. To verify this, we

set the embedding dimension to 50, 100, 200, 500, and 1000

2 3 4
hops( )

1

2

3

4

M
R(
fil
te
r)

FB15K*
FB15K-237*
FBe30K*
WN18*
WN18RR*

Figure 5: Comparison of different hop upper limit selection. The lower

the MR(filter), the better.

respectively and test our model on FB15k-237 and WN18RR5.

The experimental results in Figure 6 illustrate that the model

5The varying dimension does not include the position embedding and direc-

tion embedding.
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Table 5: Comparison of different feature extraction methods in FB15K.

Method Trainable Linear MR Hits@1 Hits@3 Hits@10

Non-Linear Encoder (multi-layers) Yes No 1.37 95.81 97.78 98.37

Non-Linear Encoder (single layer) Yes No 2.13 92.65 94.24 95.64

Principal Component Analysis No Yes 4.68 78.47 80.33 80.95

Linear Discriminant Analysis No Yes 4.57 79.06 80.89 81.54

Locally Linear Embedding No No 4.05 81.92 83.72 84.26

50100 200 500 1000
dimension

1

2

3

M
R(
fil
te
r)

FB15K-237*
WN18RR*

Figure 6: Comparison of different knowledge embedding dimension.

The lower the MR(filter), the better.

is sensitive to the variance of embedding dimension when it is

low, and becomes insensitive to the increasing dimension as it

increases. In particular, the inflection point of the WN’s curve

takes place earlier than that of the FB’S, which we believe is

because fewer relations in FB lets it require fewer dimensions

to distinguish different semantic information between the rela-

tions.

Data Balance: The source discriminator in our model plays

an important role in ensuring that the features extracted by the

feature extractor are the shared ones between the single rela-

tions and multi-hop paths. However, the training process is hin-

dered by uneven distribution of the two sources as the number

of multi-hop paths greatly exceeds that of the single relations.

To overcome this, we manually adjust the distribution of sam-

ples from the two sources in each mini-batch (of size 236) to

balance the proportion. The loss of the source discriminator

through iterations before and after the data balance adjustments

are shown in Figure 7. The results show that the source dis-

criminator (fed with balanced data) can eventually meet the ex-

pected classification accuracy of approximately 0.5, indicating

that the source can not be distinguished. Notice that data bal-

ance also exists in the relation classifier to tackle similar situa-

tions in learning the low-frequency relations.

4.3.3. Model Interpretability

To validate that our model can select the informative multi-

hop paths and crucial relations in them, we choose sample triples

and visualize the intermediate results of the hierarchical atten-

tion layers in Table 6, Table 7, and Table 8 as a case study. The

single relations in the tables that should be complemented are:

/location/location/people born here, /locati

on/country/languages spoken, and /people/pers

0 2000 4000 6000 8000 10000
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Lo
ss

unbalanced
balanced

Loss of each iteration.
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Figure 7: The loss and classification accuracy (with GRL) training on

the FB15k* varies with iteration.

on/education./education/education/institut

ion. By observing the weights of different paths and the rela-

tions in one path, we can find that the crucial paths and relations

are given higher attention weights. For example, as illustrated

in Figure 6, relations place of birth−1, place lived/l

ocation−1, and nationality−1 descent in importance for

determining the missing relation people born here. Cor-

respondingly, paths containing them are given decreasing weights.

All three relations are given relatively higher weights in their

paths, yet their weights decline with decreasing importance.

The above results indicate that the HANs in our model can ef-

fectively determine the importance of paths and encode them

into low dimensional vector by organically combining the se-

mantic information contained in the composing relations.

To further demonstrate this, we randomly select three differ-

ent single relations and subsequently the most important multi-

hop paths that decide them in FB15K*. We use PCA to reduce

the dimensions of their embeddings and visualize the result in

Figure 8, which shows that the weighted sum of the multi=hop

paths is closer to the missing single relation than each multi-
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Figure 8: The visualization of dimension reduction results of the single

relation r in FB15K*, single path codings pi (top 5) and weighted sum

codings p. Three colors represent three different relations respectively.

PCA
LDA
LLE
NLE(multi)
NLE(single)

1. ../founders

PCA
LDA
LLE
NLE(multi)
NLE(single)

2. ../ government
PCA
LDA
LLE
NLE(multi)
NLE(single)

3. ../ family

PCA
LDA
LLE
NLE(multi)
NLE(single)

4. ../language

Figure 9: The visualization of examples in FB15K* for dimension re-

duction using different algorithms. We find that in the vast majority of

dimension reduction results, the outputs of our feature extractor clearly

deviate from other methods (which retain original information as much

as possible).

hop path alone, indicating a semantically closer relationship be-

tween them. It effectively verifies that the HANs can effectively

incorporate the semantic information of the multi-hop paths.

We compare our feature extractor with several common di-

mension reduction algorithms on FB15K* [26, 32]. Experi-

mental results illustrated in Table 5 show that our method has a

higher classification performance. To further analyze the differ-

ence between our method and dimension reduction algorithms,

we visualize the features extracted with different methods in

a common vector space as shown in Figure 9. We find that

our feature extractor, which is driven by the downstream sub-

modules of the proposed model, gets completely different re-

sults from the traditional dimension reduction methods (i.e. PCA,

LDA, and LLE), which aim at retaining information of the orig-

inal data as much as possible, while the results of the latter do

not show much variance. This indicates that the upper-stream

HANs has reduced and discarded some of the noisy/useless in-

formation for downstream tasks, which coincides with our de-

scription in Section 3.4. Fundamentally, the visualization re-

sults validate our assumption to some extent, i.e. there exists

shared semantic information and noisy/useless information be-

tween the single relation and multi-hop paths.

5. Conclusion

In this paper, we propose a novel method for encoding and

extracting the shared features between the single relation and

multi-hop paths among paired entities based on the simple hy-

pothesis that the connecting relation and paths generally share

a vast amount of semantic information. We utilize it for KBC

without any manual pivots. Experiments on five knowledge

base datasets demonstrate the effectiveness of our model. Fur-

thermore, by independently verifying each sub-module, we show

that through AT, the HANs and coupled neural networks in our

model has successfully captured the indistinguishable yet valu-

able features and used it to complete the missing relations. In

the future, we will explore the potential of our model in other

artificial intelligence areas, e.g., distant supervised relation ex-

traction.
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