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Abstract

Due to the development of graph neural networks, graph-based representation learning methods have made
great progress in recommender systems. However, data sparsity is still a challenging problem that most
graph-based recommendation methods are confronted with. Recent works try to address this problem by
utilizing side information. In this paper, we exploit the relevant and easily accessible textual information
by advanced natural language processing (NLP) models and propose a light RGCN-based (RGCN, rela-
tional graph convolutional network) collaborative filtering method on heterogeneous graphs. Specifically,
to incorporate rich textual knowledge, we utilize a pre-trained NLP model to initialize the embeddings of
text nodes. Afterward, by performing a simplified RGCN-based node information propagation on the con-
structed heterogeneous graph, the embeddings of users and items can be adjusted with textual knowledge,
which effectively alleviates the negative effects of data sparsity. Moreover, the matching function used by
most graph-based representation learning methods is the inner product, which is not appropriate for the
obtained embeddings that contain complex semantics. We design a predictive network that combines graph-
based representation learning with neural matching function learning, and demonstrate that this architecture
can bring a significant performance improvement. Extensive experiments are conducted on three publicly
available datasets, and the results verify the superior performance of our method over several baselines.

Keywords: Recommender system, Collaborative filtering, Textual information, Heterogeneous graph,
Graph neural network, Matching function

1. Introduction

In recommender systems, the user-item interac-
tions and the side information about them can be
represented as a graph composed by a set of ob-
jects (nodes) and their relationships (edges). As
these graphs naturally contain at least two differ-
ent types of nodes, i.e., user u and item v, they
belong to the heterogeneous graphs (heterographs
for short). Due to the great expressive power of
these graphs and the rapid development of graph-
based methods [1–4], graph-based recommendation
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methods [5–12] have received increasing attention
in recent years.

In order to gain more effective representations,
some researchers try to exploit the structure of
interaction graph by propagating user and item
embeddings on it. For example, inspired by the
graph convolutional network (GCN) [1], Wang et al.
propose NGCF (neural graph collaborative filter-
ing) [5] to derive more effective embeddings. Later,
both LR-GCCF (linear residual graph convolu-
tional collaborative filtering) [6] and LightGCN [7]
find that discarding some components in standard
GCN (such as non-linear activation and feature
transformation) can yield better performance for
collaborative filtering (CF). Though achieving re-
markable progress, existing graph-based represen-
tation learning methods still suffer from the data
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sparsity problem, which is very common in real-
world recommendations. Since the abovementioned
methods are not designed to address this problem,
they may suffer serious performance degradation
when facing it. One of the typical solutions to alle-
viate this problem is adding side information [13],
which can increase indirect node connections or en-
rich the features of nodes. The recommendation-
related textual information contains a wealth of side
information, but most of the exiting efforts [9–11]
that introduce the side information ignore it, which
limit their performance.
To alleviate the data sparsity problem, similar

to HGNR (heterogeneous graph neural recommen-
dation) [12], based on the interaction graph (Fig-
ure 1-(a)), we introduce the description and com-
ment nodes to construct our heterograph (Figure 1-
(b)). But it is worth mentioning that simply adding
these nodes cannot increase indirect connections
between users and items. Nevertheless, the text
nodes themselves contain plentiful features, which
are helpful to adjust the embeddings of users and
items. Inspired by this, we utilize advanced natural
language processing (NLP) techniques to initialize
the embeddings of text nodes, hence integrate with
the semantics to enhance the representation ability.
Through the node information propagation, the em-
beddings of users and items will contain the textual
knowledge, which can help alleviate the data spar-
sity problem effectively.
HGNR utilizes standard GCN to learn embed-

dings on heterograph. In other words, it trans-
forms the heterogeneous learning process to a ho-
mogeneous one, which may cause unexpected in-
formation loss and performance degradation. By
iteratively applying the GCN framework over dif-
ferent relations, RGCN (Relational Graph Convo-
lutional Network) has been shown to be capable of
dealing with the highly multi-relational data char-
acteristic on heterograph [2]. In view of this, ap-
plying RGCN to propagate information on hetero-
graph is a better choice. However, simply utilizing
the standard RGCN is not desirable, since in or-
der to distinguish different relations, the standard
RGCN always has a larger parameter scale than
the GCN on the same heterograph, which makes
the training of the RGCN-based model difficult and
inefficient. To address this problem, we propose a
modified RGCN to propagate information on het-
erograph in this work. Firstly, it has been proved
in [3, 7] that feature transformation and non-linear
activation of the standard GCN contribute little to

the CF performance. Similarly, we discard these
two components to simplify RGCN and therefore
improve its performance and efficiency. Secondly,
we adopt the weighted layer combination in Light-
GCN [7] and the initial residual in GCNII [4] to
further modify RGCN for better performance. The
experiment results show that the above modifica-
tions on RGCN can improve the recommendation
performance significantly.

After deriving efficient user and item embeddings
via feature propagation of the modified RGCN, an-
other important component of the recommender
system is the matching function. Almost all of
existing graph-based representation learning meth-
ods utilize inner product as the matching func-
tion [5, 7, 9, 10]. However, in the heterographs con-
structed by us, both the description and comment
nodes contain rich semantics, and the simple linear
inner product is ineffective for these complex fea-
tures. To tackle the semantic features learned by
GNN from heterographs, GraphRec [11] concate-
nated latent factors of users and items and utilized
an MLP (multi-layer perception) to predict ratings.
Meanwhile, DeepCF [14], which applies MLP neu-
ral network on user-item interaction matrix, com-
bines the strengths of neural representation learn-
ing and neural matching function learning to over-
come the limitations of each other. Inspired by
GraphRec and DeepCF, we design a predictive net-
work that incorporates the graph-based represen-
tation learning with the neural matching function
learning to better fit the semantics. Specifically, the
combination of graph-based representation learning
and the neural matching function learning can cap-
ture the low-rank user-item relations and learn the
complex matching function jointly.

To sum up, the main contributions of our work
in this paper are as follows:

• We build a heterograph and initialize the em-
beddings of text nodes with advanced NLP
techniques to exploit the knowledge in the re-
lated textual information. Then, by utilizing
a modified RGCN, the semantics in these text
nodes can be propagated to derive the repre-
sentations of users and items.

• In view that inner product is ineffective for
complex semantics, we propose a predictive
framework that combines graph-based repre-
sentation learning with neural matching func-
tion learning for better predictions.
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• Extensive experiments are conducted on three
benchmark datasets, the results verify the su-
perior performance of our method over several
baselines.

The remainder of this paper is organized as fol-
lows: Section 2 discusses related work; Section 3
details the proposed model; Section 4 presents and
analyzes the experimental results; Finally, Section 5
concludes this paper.

2. Related Work

In this section, we review existing related works
on graph-based, text-based and CF-based recom-
mendations, respectively.

2.1. Graph-based Recommendation

To distinguish with other types of heterographs,
the heterographs that only contain user-item inter-
actions are a kind of bipartite graphs, as depicted
in Figure 1 (a). For bipartite graphs, early works,
such as ItemRank [15] and BiRank [16], adopt the
idea of label propagation to capture the CF effect,
but the lack of model parameters for optimization
limits their performance. Recently, HOP-Rec [17]
incorporates matrix factorization (MF) and ran-
dom walks, but it only uses the graph-info to reg-
ularize to the MF and does not contribute to the
embeddings. GC-MC (graph convolutional matrix
completion) [18] applies a GCN-based auto-encoder
framework on the bipartite user-item graph, but it
only employs GCN for link prediction between users
and items. Inspired by GCN, NGCF [5] exploits
the collaborative signal in the embedding function
and explicitly encodes the signal in the form of
high-order connectivity by performing embedding
propagation. The embedding propagation rule of
NGCF is the same as that of standard GCN, in-
cluding feature transformation, neighborhood ag-
gregation, and non-linear activation. But GCN is
originally proposed for node classification on the
attributed graph, where each node has rich at-
tributes, whereas in the bipartite graph used by
NGCF, each node is only described by a one-hot ID.
By removing feature transformation and non-linear
activation that will negatively increase the diffi-
culty for training in NGCF, LightGCN [7] achieves
significant accuracy improvements. However, as
mentioned before, these graph-based representation
learning methods may suffer serious performance
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Figure 1: Different graphs. (a) the bipartite graph; (b) the
heterograph with description and comment nodes.

degradation when facing the data sparsity problem
on bipartite graphs.

To alternative the data sparsity problem, exist-
ing works [9–12] based on graph neural networks
(GNNs) generally focus on leveraging side infor-
mation or auxiliary information, like KG (knowl-
edge graph) [23]. Some early works only exploit
the knowledge of KG to enrich the representa-
tions [24, 25] or only leverage the connectivity
patterns of the entity in KG for better perfor-
mance [26, 27]. To fully exploit the knowledge of
KG, RippleNet [8] stimulates the propagation of
user preferences by automatically and iteratively
extending a user’s potential interests along with
links in KG. KGCN (knowledge graph convolu-
tional networks) [9] utilizes GCN to effectively mine
their representations that contains semantic infor-
mation of KG and users’ personalized interests in
relations. When calculating the representation of
a given entity in KG, GCN-based KGCN aggre-
gates and incorporates neighborhood information
with bias. KGAT (knowledge graph attention net-
work) [10] refines a node’s embedding by propa-
gating the embeddings from its neighbors in KG
and employs an attention mechanism to discrimi-
nate the importance of its neighbors. For the social
recommendation, Fan et al. propose GraphRec [11],
which coherently models social graph and user-item
graph and utilizes an MLP to predict ratings. How-
ever, these aforementioned methods just focus on
increasing indirect connections for user and item
nodes, but ignore the plentiful knowledge contained
in the textual information (such as descriptions and
comments). Moreover, compared with construct-
ing KGs, directly using relevant and easily avail-
able textual information is more convenient and
low-cost. Liu et al. propose HGNR [12] to learn
the embeddings of users and items by using the
GCN on a heterograph, which is constructed from
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Table 1: A summarization of the properties to the most related works.

Algorithm Based Model Data Property

NGCF [5] GCN Bipartite Graph Inner product, Standard GCN.

LightGCN [7] GCN Bipartite Graph
Inner product, Standard GCN without non-linear

activation and feature transformation.

KGAT [10] GAT Heterograph Inner product, Knowladge graph.

GraphRec [11] GNN, DNN Graphs
Deep matching function learning,

Attention mechanism, Social information.

HGNR [12] GCN Heterograph
Inner product, Textual information,

Utilizing SBERT [19].

ANR [20] DNN Matrix
Aspect importance product, Attention mechanism,

Textual information.

NGPR [21] GCN, DNN Bipartite Graph Deep matching function learning.

NeuMF [22] DNN Matrix
Deep matching function, Linear representation

learning.

DeepCF [14] DNN Matrix
Deep matching function, Deep representation

learning.

user-item interactions, social links, and semantic
links predicted from the social network and tex-
tual comments. However, HGNR just utilizes the
standard GCN but does not consider the difference
between nodes. Therefore, the learning of hetero-
graph degenerates as a homogeneous process, which
may cause unexpected information loss. Moreover,
the HGNR utilizes the simple inner product as the
matching function for the embeddings that con-
tain complex semantics, which also limits its per-
formance.

2.2. Text-based Recommendation

The application of deep learning methods in
NLP [28–30] makes it possible to incorporate tex-
tual information that human beings can understand
with recommendation methods. Among the textual
information in recommendations, the comments
which contain users’ attitudes, and descriptions
that contain items’ attributes, are vitally impor-
tant. There are works that utilize sentiment analy-
sis [31, 32], convolutional neural networks [33] and
pre-trained word vectors on large corpora [20, 28] to
get embeddings of comments and descriptions. Spe-
cially, some researchers are trying to combine KG
embedding models with the textual information of
entities. For example, Richard et al. [34] introduce
an expressive neural tensor network suitable for rea-
soning over relationships between two entities, and
find that the performance is improved when enti-
ties are represented as an average of the word vec-
tors. Xie et al. [35] propose an RL method for KGs
by taking advantage of entity descriptions, which

are leaned by a continuous bag-of-words model and
deep convolutional neural model. Xiao et al. [36]
propose the semantic space projection model, which
jointly learns from the symbolic triples and textual
descriptions. The users’ and items’ features con-
tain in these embeddings can alleviate the negative
effects of data sparsity, and thus improve the recom-
mendation performance. However, the NLP tech-
niques used by these text-based methods have weak
context awareness, which may limit their ability to
understand the textual information.

The state-of-the-art contextual NLP techniques,
such as Transformer [37] and bidirectional encoder
representations from transformers (BERT) [30], im-
prove the performance of many NLP tasks sig-
nificantly. Some researchers have applied these
pre-trained NLP models in citation recommenda-
tions [38, 39]. Hebatallah et al. [38] show that the
integration of traditional methods with pre-trained
sentence encoders can retrieve more relevant pa-
pers. Chanwoo et al. [39] combine the context em-
beddings encoded by pre-trained BERT and the
document embeddings encoded by GCN to learn
the proper references for scientific papers. For the
item recommendations, on the heterograph that
contains users, items and comments, HGNR [12] ex-
plores the potential links between users and items
by utilizing SBERT [19] to enrich features for user
and item nodes. In this work, to figure out the
influence of textual context, we exploit both non-
contextual GloVe [29] and contextual SBERT to
gain the initial embeddings of text nodes.
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2.3. CF-based Recommendation
Recently, DNNs that can capture high-order

user-item relationships and enable the codification
of more complex abstractions have changed recom-
mendation architecture dramatically [40]. Depend-
ing on the focus of the CF-based DNN methods,
we divide these methods into three categories [14]:
representation learning, matching function learn-
ing, and the combination of them.
The main idea of representation learning for rec-

ommendation is to map users and items in a com-
mon representation space where they can be com-
pared directly. By using a two pathway neural net-
work representation learning architecture, deep ma-
trix factorization (DMF) [41] maps the users and
items into a common low-dimensional space with
non-linear projections, and then utilizes cosine sim-
ilarity as the matching function to calculate pre-
dictive scores. Similar to DMF, to obtain match-
ing scores, most of the graph-based representation
learning methods [5–7, 9, 10] only utilize the inner
product as the matching function. For these repre-
sentation learning methods, the matching function
used in the predictive part is too simple to deal
with the complex features and cannot fit the com-
plex score distribution well.
Matching function learning is aiming to learn the

complex matching function to model latent features
by utilizing DNNs. He et al. [22] figure out that
linear inner product limited the ability to learn the
complex interaction structure. To learn the com-
plex structure of user interaction data, they replace
the inner product matching function with a non-
linear MLP architecture. Moreover, by fusing the
neural matching function learning structure MLP
with a representation learning structure generalized
matrix factorization, NeuMF is proposed to obtain
better performance. Later, Chen et al. propose
J-NCF [42], which applies a joint neural network
that couples deep feature learning (representation
learning) and deep interaction modeling (matching
function learning) with a rating matrix. Further,
considering the DNN-based representation learn-
ing and matching function learning suffered from
two fundamental flaws, i.e., the limited expressive-
ness of inner product and the weakness in captur-
ing low-rank relations respectively, Deng et al. [14]
propose DeepCF, which combines the strengths of
neural representation learning and neural matching
function learning, to overcome such flaws. Most
recently, based on a bipartite graph, NGPR (neu-
ral graph personalized ranking) [21] is proposed to

Figure 2: Overview of LT-HGCF (An example of um, vn).

capture the user-item geometric structure by ex-
ploiting rich complementary embedding propaga-
tion and endowing the interaction modeling with
neural collaborative signals into embeddings by an
MLP.

Inspired by the success of NGPR and DeepCF,
to better exploit textual features and learn a com-
plex matching function, we design a new framework
that combines graph-based representation learning
with neural matching function learning. Different
from the predictive part of NGPR, our predictive
network adds a neural representation learning part
to capture the low-rank user-item relations. As for
DeepCF, it is a neural network-based method with
the input of interaction matrices, which is different
from our method.

In order to better illustrate the differences be-
tween the most related works with ours, we provide
a summarization table to list their properties, as
shown in Table 1.

3. Proposed Method

3.1. Framework Overview

We consider a recommender system with M users
U = {u1, . . . , uM}, N items V = {v1, . . . , vN}, P
descriptions D = {d1, . . . , dP } and Q comments
C = {c1, . . . , cQ}, and the hidden state of them

in l-th propagation layer are denoted as U(l) =

{u
(l)
1 , . . . ,u

(l)
M }, V(l) = {v

(l)
1 , . . . ,v

(l)
N }, D(l) =

{d
(l)
1 , . . . ,d

(l)
P } and C(l) = {c

(l)
1 , . . . , c

(l)
Q }, respec-

tively. Y ∈ R
M×N denotes the implicit feedback

matrix, where ym,n is the implicit feedback of user
um on item vn. The value of ym,n can be defined
as:

ym,n =

{

1, if um has interacted with vn;
0, otherwise.

(1)
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Figure 2 gives an overview of the proposed
Light Text-based Heterogeneous Graph Collabo-
rative Filtering (LT-HGCF). Firstly, in the het-

erograph, we initialize u
(0)
m and v

(0)
n with zero

vectors, and initialize d(0)
p and c

(0)
q with existing

NLP techniques. Specifically, to figure out the im-
pact of textual context, we utilize pre-trained non-
contextual GloVe [29] and contextual SBERT [19],
respectively. Then, by propagating information
on the RGCN-based embedding network, the tex-
tual knowledge in the text node embeddings can
be integrated into the embeddings of users and
items to obtain the final weighted layer combina-
tion representations um and vn for user um and
item vn. Finally, the predictive network, which
combines graph-based representation learning with
neural matching function learning, takes um and vn

as input to get the predictive scores. In the training
phase, we utilize pairwise BPR (bayesian personal-
ized ranking) loss [43] to learn the parameters of
the embedding network and the predictive network
jointly.

3.2. Embeddings Initialization of Text Nodes

Textual information contains rich knowledge that
can alleviate the negative effects of data spar-
sity [44]. As mentioned above, we utilize two types
of NLP techniques, non-contextual GloVe [29] and
contextual SBERT [19], to initialize the embeddings
of text nodes respectively.
As for the non-contextual word-to-vector method

GloVe, descriptions and comments contain many
meaningless words that can affect the quality of em-
bedding construction, we remove them in advance
by comparing with Long Stopword List1. Then, we
pick up GloVe.6B2, the pre-trained word vectors on
large corpora (Wikipedia 2014 and Gigaword 5),

to calculate the initial embeddings d(0)
p and c

(0)
q .

Specifically,

d(0)
p =

1

nd

∑nd

i=1
wi, c(0)q =

1

nc

∑nc

i=1
wi (2)

where wi denotes the vector of word wi, nd (nc)
denotes the number of words that dp (cq) contains
after removing the stop words.
To get the independent contextual sentence em-

beddings, there are researches that feed sentences

1https://www.ranks.nl/stopwords
2http://nlp.stanford.edu/data/glove.6B.zip

into BERT and then derive a fixed-sized vector
by averaging the outputs. However, this com-
mon practice yields rather bad sentence embed-
dings, often worse than averaging GloVe embed-
dings [19]. To address this problem, Reimers et
al. [19] proposed a contextual sentence embedding
method SBERT, which adds a pooling operation af-
ter the pre-trained BERT [30] and utilizes siamese
and triplet networks [45] to fine-tune the weights of
BERT, and has been proved to be capable of pro-
ducing semantically meaningful sentence embed-
dings.

In our implementation, considering that the max-
imum dimension of pre-trained word vectors in
GloVe.6B is 300, which is much smaller than the
dimension of BERT-Base (768), we utilize the pre-
trained BERT-Mini (256) [46] as the target fine-
tune model. Moreover, since the MEAN strategy
pooling operation (compute the mean of all output
vectors) can always gain the best performance on
several NLP tasks, the mean strategy is applied in
the SBERT we utilized. Based on the pre-trained
BERT-Mini and mean strategy pooling operation,
SBERT can encode the sentences in dp and cq to

initialize d(0)
p and c

(0)
q . Note that, Equation (2)

is only for the word-to-vector GloVe, while contex-
tual SBERT can directly encode each sentence of
per description or comment. To avoid the extra ef-
fect, we utilize the zero initialization of users embe-
dings U(0) and items embeddings V(0), rather than
the random initialization that has been employed
in NGCF [5] and LightGCN [7].

3.3. RGCN-based Embedding Network

To utilize the knowledge in textual information,
different from the standard GCN that randomly ini-
tializes the embeddings of all the nodes, we initial-
ize the embeddings of the text nodes in our hetero-
graph by advanced NLP techniques. After that, as
shown in Figure 3, we take user u1 as an example
to concretely describe the first-order RGCN-based
embedding propagation, and then expand it to any
nodes in high-order. Note that, since the edges in
our heterograph only represent related associations,
we do not learn and use the embeddings of them.

We utilize e ∈ E to denote the entities in the
heterograph, where E = U ∪ V ∪ D ∪ C, and use
e to denote the representation of e. According to
feature propagation rule of RGCN [2], we formulate
message-propagation for user u1 under the relation
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Figure 3: RGCN-based embedding network w.r.t. (a) the 1st order HeteroGCN layer; (b) the 1st and 2nd order connectivity
(the different line colors represent different relation types and the array direction represents the direction of information
aggregation).

set R as:

u
(l)
1 =















∑

r∈R

∑

m∈N r
u1

gm(u
(0)
1 , e

(0)
j ), if l = 1;

∑

r∈R

∑

m∈N r
u1

gm(u
(l−1)
1 , e

(l−1)
j ) + u

(1)
1 , else.

(3)

where gm(·) is the message construction function,
and N r

u1
denotes the set of incoming messages for

node u1 under relation r ∈ R. As mentioned above,
similar to SGC [3] and LightGCN [7], we abandon
the non-linear activation function to avoid the un-
necessary complexity. Moreover, we apply a vari-
ation of the initial residual here. In GCNII [4], at
each layer, initial residual constructs a skip con-
nection from the input layer. However, the ini-
tial embeddings of users and items are zero in our
model, which is less helpful for emphasizing the ini-
tial knowledge and alleviating the over-smoothing
problem. Therefore, we construct a skip connection
from the first layer to other higher layers by directly

adding u
(1)
1 , as shown in the skip arrows between

layers in the embedding network of Figure 4, and is
formulated as Equation (3).
In the standard RGCN, gm(·) is typically chosen

to be a simple linear transformation with a nor-
malization, i.e., gm (u1, ej) = Lu1,ejWej , where W
denotes the weights for feature transformation and
Lu1,ej = 1/

√

|Nu1
||Nej | is the symmetric normal-

ization term. Through solid experiments, [7] has
demonstrated that feature transformation, i.e., the
weight matrices in standard GCN, contributes little
to the CF performance and even degrades perfor-
mance. Therefore, we also discard the weight ma-
trices, and the message construction function in our
model is formulated as gm (u1, ej) = Lu1,ejej .
As shown in Figure 3-(a), the first propagation

embedding of u1 can be obtained by propagating
the hidden state through first-order connectivity,

u
(1)
1 . To gain the high-order connectivity informa-

tion, we can stack more embedding propagation lay-
ers. As Figure 3-(b) shows, when the number of the
propagation layers l increases from l = 1 to l = 2,
the nodes that can be used to calculate the embed-
ding of u1 increases four (d1, d2, c3, u2). Note that,
for an interacted user and item pair in our hetero-
graph, there are two ways to connect them, one
is the direct connection (black arrow in Figure 3-
(b)), the other is the indirect connection through
the transmission of a comment (purple arrow in Fig-
ure 3-(b)). Therefore, the heterograph we used is
a cyclic graph. But since the RGCN-based method
can learn on the cyclic graph, it has no impact on
our implementation.

We extend the embedding calculation of u
(l)
1 to

e
(l)
i , and use N r

ei
to denote the set of neighbor enti-

ties that directly connected to ei under relation r.
Since the layer combination operation that will be
introduced next can capture the same effect as self-
connection [7], the same as LightGCN, we remove
the self-connection operation in our model. In this
way, an entity ei is capable to receive the messages
propagated from its l-hop neighbors by stacking l
embedding propagation layers. In the l-th step, the
embedding of ei is recursively formulated as,

e
(l)
i =















∑

r∈R

∑

ej∈N r
ei

Lei,eje
(0)
j , if l = 1;

∑

r∈R

∑

ej∈N r
ei

Lei,eje
(l−1)
j + e

(1)
i , else.

(4)
where Lei,ej = 1/

√

|Nei ||Nej | is the Laplacian ma-
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Figure 4: The Network Framework of LT-HGCF w.r.t. (a) representation learning part; (b) matching function learning part;
(c) fusion part.

trix (note that, each type of relation r corresponds

to a Laplacian matrix), and e
(l−1)
i and e

(l−1)
j re-

spectively denote the representations of ei and ej
generated from the previous message-propagation
steps. We have implemented our model with the
matrix form propagation rule as in [5, 7], by which
we can simultaneously update the representations
of all nodes in a rather efficient way.
After propagating on l layers for all relations, we

can obtain the embeddings for all the nodes, de-
noted as E(l). Then, we combine all the layers’
embeddings to get the final representations of all
nodes E, formally,

E = α0E
(0) + α1E

(1) + · · ·+ αLE
(L) (5)

where αi denotes the weight for the i-th layer.
Lastly, taking user um and item vn as an example,
the propagation process over L layers among differ-
ent nodes is shown as the RGCN-based embedding
network in Figure 4. Based on the initial embed-
dings of text nodes, the RGCN-based embedding
network finally encodes the users and items with
rich semantics.

3.4. Predictive Network

After propagating with L layers, we obtain the
final embeddings um and vn as the input of the
predictive part. Different from the inner product

used by most of graph-based representation learn-
ing methods, we design a predictive network, which
incorporates graph-based representation learning
with neural matching function learning. As shown
in Figure 4, the representation learning part is (a),
the matching function learning part is (b) and the
fusion part is (c). The relationship of these three
parts can be described as follows: Part (a) and part
(b) simultaneously take the outputs of the embed-
ding network as input. Then, part (a) is used to
capture the low-rank user-item relations, and part
(b) is used to learn the complex matching func-
tion. Afterward, the output vectors of the above
two parts are concatenated and is fed into part (c)
to get the final predictive score.

The RGCN-based embedding network, itself be-
longs to representation learning, the representation
learning part in our predictive network is mainly
used to adjust the obtained embeddings. We adopt
MLP layers to transform the latent representations
for users and items. Specifically, for user um,

h(1)
um

= W
(1)
rl um + b

(1)
rl

· · · · · ·

h(Xrl)
um

= W
(Xrl)
rl h(Xrl−1)

um
+ b

(Xrl)
rl

(6)

whereW
(xrl)
rl and b

(xrl)
rl denote the weight matrixes

and bias vector for the xrl-th layer’s perception.
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Through sufficient experiments, we find that the
activation functions in predictive networks always
results in a worse performance. The potential rea-
son is that the activation functions increase the dif-
ficulty for learning proper parameters. Thus, we
simplify our model by discarding all the activation
functions for the abovementioned three parts. The

latent representations h
(Xrl)
vn for item vn can be cal-

culated similarity. Then, the latent predictive vec-

tor h
(Xrl)
rl of representation learning is calculated

by:

h
(Xrl)
rl = h(Xrl)

um
⊙ h(Xrl)

vn
(7)

where ⊙ denotes the element-wise product.
To better match the complex score distribution,

matching function learning replaces the inner prod-
uct with a neural network. By taking um and vn

as the input, we also adopt MLP layers to learn
the matching function. Therefore, the calculation

of latent predictive vector h
(Xml)
ml is formulated as:

h
(0)
ml = c(um,vn) =

[

um

vn

]

h
(1)
ml = W

(1)
mlh

(0)
ml + b

(1)
ml

· · · · · ·

h
(Xml)
ml = W

(Xml)
ml h

(Xml−1)
ml + b

(Xml)
ml

(8)

where c(·) denotes the vector concatenation,

W
(xml)
ml and b

(xml)
ml denote the weight matrix and

bias vector for the xml-th layer, respectively.
The fusion part is utilized to aggregate the la-

tent predictive vector of the above two parts and
predict the score. In this part, the latent predictive

vector h
(Xrl)
rl and h

(Xml)
ml are aggregated by a vec-

tor concatenation. Finally, an MLP layer is applied
as the mapping function to calculate the predictive
scores Ŷ . Specifically, for user um and item vn, the
predictive score ŷm,n is calculated by:

ŷm,n = Woutc(h
(Xrl)
rl ,h

(Xml)
ml ) + bout (9)

where Wout and bout respectively denote the
weight matrix and bias vector of the fusion layer.

3.5. Optimization

The BPR loss, which has been intensively used
in graph-based recommender systems [5–7], is uti-
lized in our method to optimize the parameters of
graph embedding network (θG) and predictive net-
work (θP ). The objective function is defined as:

Loss =
∑

(m,i,j)∈O

− lna (ŷm,i − ŷm,j) + λ‖Θ‖22 (10)

Algorithm 1: Learning Algorithm

Input: Entitie set of the heterograph: E,
textual information set: T, number of
embedding propagation layer: L,
pairwise training data: O.

Output: Parameters of graph embedding
network and predictive network:
θG, θP .

1 Initialize D(0) and C(0) with T by SBERT;

2 Initialize U(0) and V(0) with 0 vectors;
3 while not converged do

4 for l = 1 to L do

5 for ei in E do

6 Update e
(l)
i by Equation (4) and

store it;

7 end

8 //The layer combination operation;
9 Update E by Equation (5) and store it;

10 end

11 for (um, vi, vj) in O do

12 Look up um, vi, vj from the final
embeddings of nodes;

13 Calculate ŷm,i, ŷm,j by Equation (9) and
store them;

14 end

15 Calculate BPR loss by Equation (10);

16 Utilize Adam to optimize θG and θP with
BPR loss;

17 end

18 return θG, θP

where O = {(m, i, j)|(um, vi) ∈ R+, (um, vj) ∈ R−}
denotes the pairwise training data, R+ indicates
the set of interactions that ym,i = 1, and R− in-
dicates the set of interactions that ym,j = 0; a(·) is
the activation function and we use Sigmoid here; Θ
denotes all the trainable model parameters, and λ
controls the L2 regularization strength to prevent
over-fitting. We adopt mini-batch Adam [47] to op-
timize the parameters of embedding network and
predictive network jointly. The learning algorithm
of LT-HGCF is presented in Algorithm 1.

4. Experiments

To demonstrate the effectiveness of the proposed
method, we first introduce the experimental set-
tings, and then present the experimental results to
answer the following research questions:

• RQ1: How does our method perform as com-
pared with other state-of-the-art CF methods?

9



Table 2: Statistics of datasets.

DataSet #Users #Items #Interactions Sparsity Size of Des. Size of Com.

Music 5,541 3,568 64,706 0.9967 2,338 KB 65,758 KB
Beauty 22,363 12,101 198,502 0.9993 5,735 KB 83,251 KB
Clothing 39,387 23,033 278,677 0.9997 3,960 KB 80,208 KB

• RQ2: How does the textual information affect
the performance of LT-HGCF?

• RQ3: How does the performance benefit from
the modifications on RGCN and the carefully
designed structure of the predictive network?

• RQ4: How do the key hyper-parameters (e.g.,
input and output size of embedding network,
the dropout rate of the network and the nodes,
depth of layers, etc.) affect the performance?

Note that, when analyzing one factor, we keep
the others fixed. The default hyper-parameters and
implementation details for all the datasets are: the
embeddings of textual nodes are initialized with
the pre-trained SBERT, the input size of embed-
ding network is 256 (BERT-Mini) [46], the output
size of embedding network is 64, the hidden di-
mension of embedding network is 128, the number
of embedding propagation layer is 4, the depth of
representation learning network is 1, the depth of
matching function learning network is 2, the hidden
dimension of the representation learning network
and matching function learning network are 128,
the dropout rate of the network (including embed-
ding network and predictive network) and the nodes
are 0, the regularization strength λ is 1 × 10−4,
and the learning rate for the joint learning phase
is 1 × 10−3. Moreover, we utilize the initial resid-
ual and the weighted layer combination operation
in the default settings, and each weight αl for layer
combination is simply set as 1/L. Our model LT-
HGCF is implemented based on Pytorch3, and all
the codes have been released in the Github4.

4.1. Experimental Settings

4.1.1. Datasets

Jure Leskovec et al. [48] collect and categorize
a variety of Amazon products and built several

3https://github.com/pytorch
4https://github.com/SunwardTree/LT-HGCF

datasets5 including ratings, descriptions, and com-
ments. We evaluate our LT-HGCF and other com-
pared methods on three publicly available Amazon
datasets: Digital Music (Music for short), Beauty

and Clothing Shoes and Jewelry (Clothing for
short), which all have at least 5 comments for each
product. Among these datasets, from Music to
Clothing, the size and the sparsity are increasing.
Table 2 shows the statistical details of the datasets.

4.1.2. Baseline methods

We compare LT-HGCF with seven methods,
where singular value decomposition (SVD) is a
basic linear CF recommendation method, MLP,
NeuMF and DeepCF are neural recommendation
methods that only utilize user-item interactions,
ANR is a neural recommendation method that
leverages textual information, NGCF and Light-
GCN are the state-of-the-art graph-based methods.
SVD [49] is often used as a benchmark for recom-

mendation tasks, aims to find the linear model that
maximizes the log-likelihood of the rating matrix.
MLP [22] applies matching function learning

neural networks in collaborative filtering, which uti-
lizes non-linearity of DNNs for modeling user-item
latent structures.
NeuMF [22] combines the linearity of MF

(GMF, generalized matrix factorization) and non-
linearity of DNNs (MLP) for modelling user–item
latent structures.
DeepCF [14] combines neural representation

learning and neural matching function learning to
overcome the limited expressiveness and the weak-
ness in capturing low-rank relations.
ANR6 [20] applies an attention mechanism to

focus on the relevant parts of comments and esti-
mates aspect-level user and item importance jointly
with the aspect-based representation learning.

5http://snap.stanford.edu/data/amazon/productGraph/
categoryFiles

6Note that, ANR is implemented with mean squared error
loss to predict ratings, which makes it is not comparable with
other ranking methods. We modify the loss function of ANR
as BPR loss to make it comparable in this work.
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Table 3: Performance comparison. The best performance is in boldface and the second is underlined.

Dataset Metric
Compared Methods

LT-HGCF
SVD MLP NeuMF DeepCF ANR NGCF∗ LightGCN∗

Music

HR@10 0.1045 0.5844 0.6253 0.5896 0.3785 0.6114 0.6548 0.7011

NDCG@10 0.0470 0.3590 0.3969 0.3611 0.1939 0.3845 0.4179 0.4424

HR@20 0.2099 0.7255 0.7674 0.7419 0.5588 0.7533 0.7946 0.8439

NDCG@20 0.0732 0.3945 0.4315 0.3992 0.2394 0.4182 0.4527 0.4762

Beauty

HR@10 0.1011 0.3395 0.3610 0.3513 0.3724 0.3337 0.4110 0.4747

NDCG@10 0.0463 0.2024 0.2240 0.2095 0.1986 0.1983 0.2519 0.2840

HR@20 0.2004 0.4552 0.4793 0.4659 0.5382 0.4489 0.5195 0.6068

NDCG@20 0.0712 0.2310 0.2537 0.2386 0.2405 0.2276 0.2792 0.3173

Clothing

HR@10 0.0992 0.1593 0.1842 0.1833 0.3483 0.1459 0.2073 0.3896

NDCG@10 0.0451 0.0844 0.0981 0.0979 0.1821 0.0740 0.1182 0.2191

HR@20 0.1993 0.2623 0.3153 0.2939 0.5104 0.2499 0.3193 0.5426

NDCG@20 0.0701 0.1102 0.1308 0.1253 0.2230 0.1001 0.1463 0.2576
∗ The depth of embedding propagation layer of NGCF and LightGCN is the same as LT-HGCF’s and equals 4.

NGCF [5] represents user-item interactions as a
bipartite graph and explicitly encodes the collab-
orative signal in the form of high-order connectiv-
ity by performing embedding propagation based on
graph convolutional network.

LightGCN [7] simplifies the design of NGCF
to learn embeddings by linearly propagating, which
gains significant improvements over NGCF on the
bipartite user-item interaction graph.

4.1.3. Evaluation Methodology and Metrics

Following [14, 22, 41], we adopt the leave-one-out
evaluation to evaluate the recommendation perfor-
mance, i.e., the latest interaction of each user is
used for testing and the remaining data for train-
ing. For the methods [14, 20, 22] with neural match-
ing function learning (including our LT-HGCF), it
is too time-consuming to rank all items for every
user during evaluation. Thus, we follow the com-
mon strategy [50] that randomly samples 99 items
that are not interacted by the user, and then rank
these items with the test one item. The training
and testing data is constructed in advance, and all
the evaluated methods are trained and tested by
using the same data. Note that, to maintain a fair
comparison, we remove the comments of test data
in the pre-processing period.

For the testing data, we utilize Hit Ratio
(HR) and Normalized Discounted Cumulative Gain
(NDCG) on Top-10 and Top-20 ranking list as the
evaluation metrics, denoted as HR@10, NDCG@10,
HR@20 and NDCG@20. The HR intuitively mea-
sures whether the test item is present on the Top-k
list, and the NDCG accounts for the position of
the hit by assigning higher scores to hits at top

ranks [22]. A higher value of HR and NDCG means
a better performance.

4.2. Performance Comparison (RQ1)

Table 3 shows the summarized results of our ex-
periments on the three datasets in terms of met-
rics including HR@10, NDCG@10, HR@20, and
NDCG@20. From the results, we have the following
key observations:

• Compared with the linear method SVD, the
non-linear neural network methods perform
better. DeepCF and NeuMF7, which combine
representation learning and matching function
learning, always perform better than MLP.
Moreover, among these methods that only use
user-item interaction information, graph-based
LightGCN performs the best.

• For the Music dataset that is less sparse, the
textual ANR cannot compete with most of the
methods. However, with the increase of data
sparsity, the strength of ANR is shown out.
On Clothing, ANR outperforms other meth-
ods significantly, which demonstrates the im-
portance of utilizing textual information to al-
leviate the negative effects of data sparsity.

• By exploiting pre-trained SBERT embeddings
to initialize the text nodes on the heterograph

7Note that, we do not utilize the pre-train components to
initialize DeepCF, which may result in the performance gap
between DeepCF and NeuMF.
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Table 4: Performance comparison between NGCF, LightGCN and LT-HGCF at different layers.

Dataset Music Beauty Clothing

Layer # Method HR@20 NDCG@20 HR@20 NDCG@20 HR@20 NDCG@20

2 Layer

NGCF 0.7450 0.4177 0.4453 0.2284 0.2548 0.1026

LightGCN 0.7869 0.4552 0.5070 0.2735 0.2927 0.1287

LT-HGCF 0.8231 0.4494 0.5858 0.2989 0.5141 0.2396

3 Layer

NGCF 0.7519 0.4153 0.4473 0.2259 0.2480 0.0982

LightGCN 0.7903 0.4557 0.5147 0.2778 0.3092 0.1384

LT-HGCF 0.8258 0.4494 0.5997 0.3082 0.5290 0.2467

4 Layer

NGCF 0.7533 0.4182 0.4489 0.2276 0.2499 0.1001

LightGCN 0.7946 0.4527 0.5195 0.2792 0.3193 0.1463

LT-HGCF 0.8439 0.4762 0.6068 0.3173 0.5426 0.2576

Table 5: Types of textual information and initialization methods. Best performance is in boldface.

Dataset Metric
Textual Information Initialization Methods

Default
W/O Com. W/O Des. W/O Pre. W/ GloVe

Music

HR@10 0.6504 0.6874 0.4023 0.6318 0.7011

NDCG@10 0.4038 0.4327 0.2293 0.3867 0.4424

HR@20 0.8026 0.8233 0.5589 0.7833 0.8439

NDCG@20 0.4421 0.4672 0.2687 0.4250 0.4762

Beauty

HR@10 0.4327 0.4398 0.2121 0.4229 0.4747

NDCG@10 0.2566 0.2610 0.1146 0.2484 0.2840

HR@20 0.5691 0.5745 0.3336 0.5593 0.6068

NDCG@20 0.2895 0.2949 0.1450 0.2823 0.3173

Clothing

HR@10 0.3432 0.3422 0.1106 0.3203 0.3896

NDCG@10 0.1872 0.1865 0.0521 0.1700 0.2191

HR@20 0.5025 0.4995 0.2093 0.4826 0.5426

NDCG@20 0.2262 0.2252 0.0765 0.2109 0.2576

and combining a light RGCN-based represen-
tation learning with matching function learn-
ing to learn the preference of users, our LT-
HGCF consistently outperforms all the eval-
uated baselines and obtains remarkable im-
provements.

Since the depth of embedding propagation layer
is important for the graph-based methods, we com-
pare NGCF, LightGCN, and LT-HGCF in different
depths at HR@20 and NDCG@20. As shown in
Table 4, in general, with the growth of layer num-
ber from 2 to 4, the performance of these meth-
ods all improves, and the best performance is ob-
tained with 4 layers. Less or more hidden lay-
ers would decrease the model performance. It is
straightforward that less layers are hard to fit the
model completely, leading to the classic underfitting
problem, while more layers may overfit the model.
Moreover, no matter how the layer number varies,
the performance of LT-HGCF is always the best,
which further verifies the superior performance of
our method.

4.3. Effect of Textual Information (RQ2)

To further figure out the impact of the textual
information, in this part, we conduct experiments
and discuss the results from different types of tex-
tual information and different methods for the ini-
tialization of text nodes in the heterograph.

As shown in Figure 1, the heterograph we used
contains two types of textual information, descrip-
tions and comments. Therefore, we consider three
possible cases, without comments (W/O Com. for
short), without descriptions (W/O Des. for short),
and with all textual information, i.e., Default.

It can be observed from Table 5 that without
comments or descriptions result in poor perfor-
mance, demonstrating that the textual information
contains rich knowledge of users and items. More-
over, compared with the case that only exploits one
kind of textual information, combining both them
can always achieve better performance. For the
Music dataset, comments contribute more than de-
scriptions on performance improvement. However,
with the increase of data sparsity, descriptions play
a nearly equal important role. This may be due to
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Table 6: The ablation experiment for the main components. Best performance is in boldface.

Dataset Metric W/ WeightW/ Active.W/ Self-con.W/O Layer Com.W/O Init. Resid.W/ GCNDefault

Music

HR@10 0.6576 0.6807 0.7002 0.6775 0.6890 0.6683 0.7011

NDCG@10 0.4051 0.4214 0.4372 0.4253 0.4237 0.4073 0.4424

HR@20 0.8094 0.8246 0.8396 0.8273 0.8381 0.8190 0.8439

NDCG@20 0.4436 0.4579 0.4714 0.4609 0.4616 0.4449 0.4762

Beauty

HR@10 0.4244 0.4486 0.4630 0.4469 0.4655 0.4442 0.4747

NDCG@10 0.2466 0.2661 0.2795 0.2644 0.2789 0.2594 0.2840

HR@20 0.5556 0.5878 0.5946 0.5847 0.6029 0.5781 0.6068

NDCG@20 0.2798 0.2998 0.3116 0.2992 0.3135 0.2928 0.3173

Clothing

HR@10 0.3245 0.3549 0.3835 0.3813 0.3776 0.3342 0.3896

NDCG@10 0.1735 0.1954 0.2183 0.2088 0.2131 0.1822 0.2191

HR@20 0.4831 0.5141 0.5315 0.5422 0.5320 0.4824 0.5426

NDCG@20 0.2123 0.2354 0.2556 0.2495 0.2520 0.2194 0.2576

that the comments have a more positive correlation
with the interactions, as compared to descriptions.
Moreover, the growth of interaction sparsity also
brings a negative effect on the introduction of com-
ments.
In this work, we propose to initialize the text

nodes’ embeddings in the heterograph with the non-
contextual method GloVe (W/ GloVe for short) and
the contextual sentence encoding method SBERT,
respectively. The right part of Table 5 shows that
compared to the method without pre-training (i.e.,
randomly initialize the text nodes’ embeddings,
W/O Pre. for short), the methods that are ini-
tialized with advanced NLP techniques can enrich
the knowledge of embeddings and thus gain a bet-
ter performance. Further, compared with the non-
contextual method GloVe, the contextual method
SBERT (the Default) always performs better.

4.4. Ablation Experiment (RQ3)

Our LT-HGCF model discards the weight of the
embedding network, and the third column in Ta-
ble 6 demonstrates that the addition of weight ma-
trices (W/ Weight for short) will lead to a per-
formance degradation. The activation functions of
embedding and predictive network are removed in
LT-HGCF, and the fourth column in Table 6 shows
that, after adding the LeakyReLU activation func-
tion on both networks (W/ Active. for short), the
model performance decreases. According to the
analysis of LightGCN, the weight and activation
function may increase the difficulty for training,
which results in a performance degradation. In the
middle part of Table 6, we compare the default set-
ting with the one that adds self-connection and re-
moves the layer combination operation (W/ Self-co.
for short), and the one that only abandons the layer

combination operation (W/O LaCo. for short).
From the fifth and sixth columns, we can conclude
that the layer combination operation can improve
the performance of our model and is more effective
than self-connection. As shown in the seventh col-
umn in Table 6, without the variation of the initial
residual (W/O Resid. for short), the performance
of LT-HGCF will degenerate, demonstrating its ef-
fectiveness. Moreover, the hyper-parameter exper-
iment latter on the depth of propagation layer can
show its strength in alleviating the over-smoothing
problem. To verify the necessity of utilizing het-
erogeneous representation learning methods on het-
erographs, we change the embedding method to the
modified GCN (W/ GCN for short). Note that, for
fair competition, the modified GCN method also
applies the same modifications as our method. It
can be observed from the the results in Table 6 that
it is harmful to degenerate the heterograph learning
process as a homogeneous one.
From Figure 5, we can observe that using neu-

ral matching function learning can achieve bet-
ter performance, and our predictive network that
combines graph-based representation learning with
matching function learning can always gain the
best performance. Compared with the simple in-
ner product, the neural network can deal with the
complex semantics obtained from the textual in-
formation better, and thus result in a significant
performance improvement.

4.5. Hyper-parameter Sensitivity (RQ4)

We select several important parameters (input
and output size of embedding network, dropout
rate of the network and the nodes, depth of em-
bedding propagation layer, depth of predictive net-
work, and the L2 regularization strength λ) to ana-
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(a) (b)

Figure 5: The different types of matching functions w.r.t. (a) the performance on Top-10; (b) the performance on Top-20.

(a) (b) (c)

Figure 6: Performance of HR@20 w.r.t. (a) the input size of embedding network; (b) the output size of embedding network;
(c) the depth of embedding propagation layer.

lyze their effects on the performance of our method.
Since HR@10 exhibits a similar performance trend
as HR@20, for simplicity, we only present HR@20
of each dataset in the followings.

4.5.1. Input and output size of embedding network.

Lulia et al. [46] released a couple of pre-trained
miniature BERT models, which have smaller trans-
former layers (L) and hidden embedding sizes (H).
The horizontal axis of Figure 6 (a) gives four com-
binations of L and H, from left to right are BERT-
Tiny, BERT-Mini, BERT-Medium, and BERT-
Base. It is clear to see that, the larger input size
means more knowledge, which can result in better
performance.
Figure 6 (b) shows that the performance of our

method does not improve with the increase of the
output size of the embedding network. The rea-

son might be that the useful knowledge can be con-
tained within 32 dimensions.

4.5.2. Depth of embedding propagation layer.

Figure 6 (c) shows that with the increase of the
embedding propagation layer number, the perfor-
mance of our model also increases, which is much
different from the trends of NGCF and LightGCN.
The reason might be that the introduction of the
variation of the initial residual directly adds the
first-order embedding to deeper layers, which alle-
viates the over-smoothing problem to some extent
and improves the model performance.

4.5.3. Dropout rate of network and nodes.

In Figure 7 (a) and (b), when the dropout rate
of network and nodes ranges from 0 to 0.6, the per-
formance of our model decreases accordingly, which
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(a) (b) (c)

Figure 7: Performance of HR@20 w.r.t. (a) the dropout rate of network; (b) the dropout rate of nodes; (c) the L2 regularization
strength.

(a) (b)

Figure 8: Performance of HR@20 w.r.t. (a) the depth of representation network; (b) the depth of matching function network..

has a similar trend with that of LightGCN. That is
because the model has discarded the weight matri-
ces on the embedding part and the activation func-
tion, which makes it simple enough, the dropout
rate is therefore superfluous.

4.5.4. The L2 regularization strength.

Figure 7 (c) shows that with the increase of the
L2 regularization strength λ, the performance of
our model first rises and then falls. It achieves the
best performance when λ = 1 × 10−4. It can be
observed that too small λ may trap the model in a
local optimum, while too large λ may miss the best
parameters.

4.5.5. Depth of predictive network.

As shown in Figure 4, in our predictive network,
the depth of the fusion layer is set to 1. Figure 8
(a) and (b) show the performance of our method
with varying depths of MLP layers for representa-
tion learning and matching function learning, re-
spectively.

For the representation learning part, the best
performance is achieved when the depth is 0 or
1. Representation learning is applied to get the
proper representations of users and items, this work
has been completed by the graph convolutional net-
work, so only one layer is enough to adjust the
representations. For the matching function learn-
ing part, proper depth of the network can improve
the model learning ability, but too more layers will
make the model difficult to train.

5. Conclusion

In this paper, to exploit the rich preference
knowledge in textual information, we first build a
heterograph with comment and description nodes,
and then utilize the pre-trained NLP models (GloVe
or SBERT) to initialize the embeddings of these
text nodes. On the constructed heterograph, based
on the modified RGCN, our LT-HGCF model prop-
agates information among nodes. As for the modi-
fied RGCN, we discard feature transformation and
non-linear activation of it to simplify the model
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while achieving better performance. Besides, we
adopt the layer combination in LightGCN and the
initial residual in GCNII to further strengthen the
representation ability of RGCN. By the message
propagation among neighbors, the knowledge in
text nodes can be aggregated to the representa-
tions of users and items. Moreover, we find that
the matching function used by most graph-based
representation learning methods is the inner prod-
uct, which is insufficient to capture the complex
semantics. To better fit the semantics, inspired
by GraphRec and DeepCF, we propose a frame-
work that can combine our graph-based represen-
tation learning method with the neural matching
function learning, and train the RGCN-based em-
bedding network and predictive network jointly.
We conduct extensive experiments on three pub-
lic datasets, the results verify the superior perfor-
mance of LT-HGCF over several baselines.
For future work, we intend to study whether

it is possible to incorporate our proposed method
with reinforcement learning and transfer learning to
meet the different needs of recommender systems.
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