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Pricing European and American Options Under
Heston Model Using Discontinuous Galerkin
Finite Elements

Sinem Kozpimar? Murat Uzunca! Biilent Karasozen*

Abstract

This paper deals with pricing of European and American options, when
the underlying asset price follows Heston model, via the interior penalty
discontinuous Galerkin finite element method (AGFEM). The advantages
of dGFEM space discretization with Rannacher smoothing as time in-
tegrator with nonsmooth initial and boundary conditions are illustrated
for European vanilla options, digital call and American put options. The
convection dominated Heston model for vanishing volatility is efficiently
solved utilizing the adaptive dGFEM. For fast solution of the linear com-
plementary problem of the American options, a projected successive over
relaxation (PSOR) method is developed with the norm preconditioned
dGFEM. We show the efficiency and accuracy of dGFEM for option pric-
ing by conducting comparison analysis with other methods and numerical
experiments.

Keywords: Heston model, European option, American option, discon-
tinuous Galerkin method, Rannacher smoothing, preconditioning.

1 Introduction

In 1973, Black and Scholes [6] proposed a celebrated model under which the
underlying price follows a geometric Brownian motion with constant volatility,
and evaluate European options via an analytical formula. In spite of its sim-
plicity and mathematical tractability, the Black-Scholes model is revealed to be
unsuccessful, e.g., in predicting the volatility smirk due to the assumption of
constant volatility. This important shortcoming can be overcame by regarding
volatility as a source of randomness as in Heston model. Heston model treats
the volatility as a square-root process, while also providing analytical prices for
some options such as European vanilla options.

Heston model is a two-dimensional reaction-convection-diffusion (RCD) par-
tial differential equation (PDE) with variable coefficients [21] B5]. The diffusion
matrix contains the cross-diffusion term as a result of the correlation between
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the volatility and the underlying security. The commonly used method for op-
tion pricing under the Heston model is the finite difference method (FDM).
It is relatively simple to implement, but the accuracy of the method is lim-
ited by time and space. For the effective numerical solution of these systems,
FDMs with alternating direction implicit (ADI) time-stepping methods [29] [30],
and high-order compact finite difference scheme in space [I3] haven be devel-
oped. When the boundary conditions, the shape of the domain, or data have
limited regularity, finite elements methods (FEMs) perform better than FDMs
[8, 52]. Radial basis [B] and spectral methods [4I] are more accurate than the
classical FDMs and FEMs, but they require the inversion of full system matri-
ces. Fourier-based integration methods (COS) make use of the characteristic
function, i.e., the Fourier transform of the probability density function of the
underlying stock price of Heston model [21], which are fast and accurate [I6].
Recently wavelet methods are developed using the B-splines basis [39] and Shan-
non wavelets inverse Fourier methods [40]. Due to the local nature of the wavelet
basis, they are more robust and efficient than the COS methods. For American
options, the value function satisfies a parabolic partial differential variational
inequality system due to the early exercise constraint. FDMs are combined with
operator splitting [9), 19 27, 28] [38] 45] to the linear complementarity problem
(LCP). FEM is also applied for solving American options under Heston model
17, 33, 535).

This paper deals with the numerical computation of European and American
option pricing problems under the Heston model with discontinuous Galerkin
finite elements method (dGFEM). The basis functions in dGFEM are discon-
tinuous along the inter-element boundaries in contrast to the classical FEMs.
The dGFEM has a number of desirable properties like the weakly enforcement
of the boundary conditions, hp (space and order) adaptivity and parallelization.
In contrast to the stabilized continuous Galerkin finite elements methods for
PDE with convection term like the Heston model, discontinuous Galerkin (dG)
methods produce stable discretization without the need for extra stabilization
strategies and damp the unphysical oscillations for convection dominated prob-
lems. The dG combines the best properties of the finite volume and continuous
finite elements methods. Finite volume methods can only use lower degree poly-
nomials, and continuous finite elements methods require higher regularity due
to the continuity requirements. The disadvantage of the dG methods is higher
condition numbers of the matrices of the associated algebraic systems [51] than
for finite elements or finite differences. Several preconditioning techniques are
developed as a remedy. One of them is applied here for American options.

We apply the symmetric interior penalty Galerkin (SIPG) method [2] [44]
with upwinding for the convective part [3] to Heston model for some European
options, such as vanilla and digital call options, and for American options. The
SIPG method is the most used and popular method among the dG methods.
On the other hand, other types of dGFEMs are applied to option pricing; pric-
ing of European and American options with Constant Elasticity of Variance
(CEV) model [37] and American options for the Black-Scholes equation [48],
nonsymmetric interior penalty Galerkin (NIPG) method for pricing of Euro-
pean options under Black-Scholes [25], Heston models [23], and Asian options
[26] 24]. An interesting feature of the Heston model is the occurrence of sharp
layers or discontinuities for vanishing volatility. In the case of European call
options, for instance, extremely high foreign interest rates make the problem



convection dominated [30] when the underlying volatility is very small. In these
cases, the naive approach is to refine the spatial mesh uniformly, which increases
the degrees of freedom and refines the mesh unnecessarily in regions where the
solutions are smooth. In some FDMs and FEMs [I1], [29] 80], predefined nonuni-
form grids are used to resolve the discontinuities or the sharp layers accurately.
In practice, the location of the interior or boundary layers for convection dom-
inated problems are usually not known a priori. Adaptive methods can detect
the layers using a posteriori error estimators and refine the mesh locally. Due
to the local nature of the basis functions of the dGFEMs, the sharp layers and
the singularities of the solution can be detected easily using the adaptive tech-
niques [46]. We applied adaptive dGFEM based on a posteriori error estimator
for an accurate and efficient solution of convection dominated Heston model for
European options.

Option pricing models have nonsmooth initial data, with the discontinuous
first derivatives of the payoff functions. The most popular time discretization
method in option pricing is the Crank-Nicolson (CN) method, which leads unde-
sired oscillations for nonsmooth initial data. The instability of the CN method
is remedied by applying in the first four steps the implicit backward Euler (BE)
method and then continuing with CN method as time integrator, known as
Rannacher smoothing [43]. We apply the Rannacher smoothing for the Heston
model with combination of SIPG and CN. The effect of the Rannacher smooth-
ing is clearly visible for digital call options. For American options, the LCP is
solved by projected successive over relaxation (PSOR) [27, 28] or by projected
Gauss-Seidel (PSG) method. At each time step, a large full LCP has to be
solved [9]. Because the condition number of the dGFEM discretized matrices
increases rapidly for finer meshes, the convergence of the PSOR method slows
down. Using the norm preconditioner in [I8] designed for dGFEM discretiza-
tion of RCD equations, we show that the convergence of PSOR method can
be accelerated. Numerical results show that the number of iterations at each
time step is essentially mesh independent. To the best of our knowledge, the
PSOR with a matrix preconditioner is used for the first time in the evaluation of
American options. We further present the detailed comparison of the SIPG for
European and American options with radial basis functions with the partition
of unity methods (RBF-PUM) [36], and with the NIPG [23].

The paper is organized as follows: In the next section, we introduce the
Heston model for option pricing and give strong and variational forms of the
underlying PDE. The space discretization via STPG method and time discretiza-
tion by CN method with Rannacher smoothing are described in Section [3] The
American option pricing as a LCP is formulated in Section [ with the precondi-
tioned PSOR method. In Section [f] we give numerical orders of convergence for
a test problem with a known solution, and we report on numerical results for
European call as well as digital call and American put options, convection dom-
inated problem for European call options using adaptive dGFEM. At the end of
Section [5| we compare the dGFEM with the RBF-PUM methods for European
and American options. The paper ends with some conclusions.



2 Heston model

Heston stochastic volatility model assumes that the value of the underlying
security S is governed by the stochastic differential equation [21]

dS; = (ra — r4)Sdt + /0. S;dW?2,
for which the variance vy > 0 follows the square-root process
dvy = k(0 — v)dt 4+ o\ /v dWY,

where W;° and W are standard Brownian motions with constant correlation
p € (—1,1). Here, 74 is the domestic interest rate, 7 is the foreign interest
rate, x is the mean reversion rate, 8 is the long-run mean level of v;, and o is
the volatility of the volatility. We remark that the variance process v; becomes
strictly positive if the so-called Feller condition 2x6 > o2 is satisfied. However,
as experienced in some practical applications, the variance process v; can reach
zero for some ¢ > 0 with probability 1. But even this condition is not fulfilled,
the Lebesgue measure over the set of times at which vy = 0 is zero. Therefore,
one can conclude that the variance process will not be stuck at zero even when
the Feller condition does not hold (see [I] for a more detailed discussion).
Remarkably, the Heston model provides a Fourier-based pricing formula for
European vanilla [2I] and digital options [34]. Unfortunately, the Heston model
does not yield a similar, easily computable pricing formula for American options.

2.1 Heston model as parabolic PDE

As a direct application of the Feyman-Kac theorem, the no-arbitrage price of
a European option under the Heston model can be characterized by a two-
dimensional RCD equation with variable coefficients. More precisely, the Euro-
pean option price U(7, v, x) with strike K and maturity T satisfies the following
linear two-dimensional variable coefficient RCD equation [21], 35]

ou
E_JfU“r‘TdU:Oa (1)

for all v > 0, z € (—o0,00) and 7 € (0,T] with the initial condition
U(0,v,2) = U°v,z),

where x = log(S/K), T = T —t is the time to maturity 7 at time ¢, and U°(v, z)
denotes the payoff function. The linear operator JZ is defined by
1 9°U 1 .0U o’U 1, 0%°U ou
U =—-v— — Ty — —V)— —otv—r 0—v)— At —
Iz 2" 922 +ra=ry QU) Ox + Lo oo + 27 Vop2 + (5(6 = v) = Alt,v,2) v’
where A\(7, v, ) represents the market price of volatility risk, which is commonly
chosen as A(7,v,x) = Agv for some constant Ag. Note that we can write

n(@—v)—)\ov:(/ﬁ—i—)\o)(Hf/\oﬁ—z)).

By modifying the parameters x and 6 as k* = k + Ag and 6* = k0/(k + \o),
the constant Ag can be eliminated. Therefore, the market price of volatility risk



is commonly set to zero. Throughout the paper, we follow this approach and
assume that A\g = 0.

Different from its European counterparts, American options provide their
holders the flexibility of exercising at any time up to maturity. Therefore, when
evaluating American options, one should take into account its early exercise
feature which addresses a LCP. Suppose that U(7,v,z) denotes the price of
an American option with strike K and maturity 7. As is well-known in the
literature (see, e.g. [19]), the American option price is defined as the solution of
the following LCP

8—U—jfU+rdUzo, U>U°
or
oU (2)
(a - J7U + rdU) (U -U% =0,
T

with the payoff function U°(v, z).

We consider an open bounded domain Q with the boundary I' = I'p U
I'n, where on I'p the Dirichlet and on I'y the Neumann boundary conditions
are prescribed, respectively. Then, the log-transformed PDE for European
options is expressed as the following RCD equation

g—[jfv.(AVU)+b.VU+rdU:O in (0,T) x €,
U(r,z) =UP(r,z)  on (0,T) x I'p,
AVU(1,2) -n= UN(T, z) on (0,T) x Ty, (3¢

U(0,z) = U°(z in {0} xQ,  (3d

where n is the outward unit normal vector, z = (v, z)T, throughout this paper,
is the spatial element. In , the diffusion matrix and convection field are given

by
1 a2 po —k0 + 0?
A_2U<pa 1 ) and b—U( )+((Tdrf)+;p0 .
Remark 1. Although the transformed PDE 1s defined on the computational
domain (0,00) X (—o00,00), dGFEM must be performed on a bounded spatial
region Q@ = (Vimin, Vmaz) X (Tmin, Lmaz) for the numerical simulations. The spatial
domain is truncated in practice based on the standard financial arguments, such

that the error caused by truncating the solution domain has a negligible effect
on the option values in the region of interest.

= X

2.2 Variational form of European options

Let L?(Q) be the space consisting of all square integrable functions on Q, and
H'(Q) be the Hilbert space of those functions in L?(£2) having square integrable
first-order partial derivatives, with the subspace H}(2) including functions with
zero trace on the boundary. The variational (weak) form of the PDE of
European options is obtained by multiplying it with a test function w € H} ()
and integrating by parts over the domain Q. Then, for a.e. 7 € (0,7, we seek
a solution U(7,v,2) € H5(Q) :={U € HY(Q) : U = UP on T'p} satisfying



/ —wdz + a(U,w) = / UNwds, Vw € Hg (9), (4a)
I'n

/ U(0,z)wdz :/ U wdz, Vw € Hy (), (4b)
) Q

where ds is the arc-length element on the boundary. In , a(U,w) is the
classical bilinear form given by

a(U,w):/Q(AVU-Vw+b~VUw—|—rdUw)dz, Yw € Hy(Q).

For the existence and uniqueness of a solution, we assume that the matrix A
is positive definite, i.e. v > 0 and p € (—1,1) which is usually satisfied. Then
there exist constants C, ¢; and ¢y for all U and w, so that the bilinear form
a(-,-) is continuous and weakly coercive [52]

la(U, w)| < Cl[U||m@)l|wl|m (0, Uwe H'(), (5)
a(U,U) > el |U[3 0y — c2|lU172(a) U e H'(Q). (6)

The inequality accounts to the continuity of the bilinear form and the in-
equality @ is the Garding inequality. The weakly coercive bilinear form a(-, -)
can be transformed into a coercive one using the substitution U =e2"U [,
Sec. 1.3.3]. Then, there exist a unique solution to the problem and the
following energy estimate holds [7], 52]

T
e (U2 ooy o1 [ 100 2oy < 100.2) ooy

The existence of a solution strongly depends on which space the solution sought
to be in. For the existence of a solution, the integrability of the solution is
required, i.e. their norms must be finite as above if v > 0. When v ~ 0, the
diffusion matrix A tends to zero matrix and spatial derivative of U can become
arbitrarily large without violating the integrability. It was shown in [32] for
the existence and uniqueness of the solution with singularities, the theory of
(regular) Sobolev spaces can be conveyed to weighted spaces.

3 Symmetric interior penalty Galerkin method

The interior penalty Galerkin (IPG) methods are well-known members of the
family of dG methods, which use discontinuous polynomial approximations and
enforce boundary conditions weakly [44]. There are seldom works using dG
methods in option pricing. In [23], a nonsymmetric variant of IPG method
was used to price the European option under one dimensional Black-Scholes as
a PDE, and the same method was extended to two-dimensional PDE case for
the valuation of Asian options in [24]. In both studies, upwinding is used for
convective terms. In this paper, we use SIPG method with upwinding for the
convective term, to price European and American options under the Heston
model.



Let {&, }1, be a family of disjoint partition of the domain €2 into shape regular
(triangular) elements K, i.e. = Ugee, K. We set the mesh-dependent finite
dimensional solution and test function space by

Wi, := Wi(&) = {w € L*(Q) : w|k € Pr(K), VK € &},

where Py (K) denotes the space of all polynomials up to degree k defined on
the element K. The functions in W}, are discontinuous along the inter-element
boundaries, which leads to the fact that on an interior edge e shared by two
neighboring triangles K and K’ in &, there are two different traces from either
triangles. Thus, we define the jump and average operators of a function w € W,
on e, respectively, by

1
[[w]]e:w|KnK—|—w|K/nK, R {w}}(’:g(w|K+w|K/)’

where ng denotes the exterior unit vector on the boundary of K. On a boundary
edge e C 09, we set [u], = u|gn and {u}, = u|x. In addition, we form the
sets of inflow and outflow edges as the following

' ={z€9Q:b(v) n(v,zx) <0}, 't =00\I",

0K~ ={z € 0K :b(v) -ng(v,z) <0}, 0Kt = 0K \ 0K ™.

Moreover, we denote by I‘?” I‘E and Fﬁ[ the sets of interior, Dirichlet boundary
and Neumann boundary edges, respectively, and we set ', = 1"2 U I‘}? . Then,
in space IPG discretized semi-discrete system of the PDE (3) reads as: for a.e.
T € (0,TY, for all wy, € Wy, find Uy, := Up(7,2) € W}, such that

oU,
/ B " wndz + ap(Un, wp) = fa(wp), (7a)
Q T

/Uh(O,z)whdz:/UOwhdz, (7b)
Q Q

with the bilinear and linear forms given by

ah(Uh,wh) = Z / (AVUh -Vwp, +b - VU,wy, + T'dthh) dz
Keg, 7K

+ 3 [ (. ol - (AU L), + s AVw b (031, ) ds

ecl'y, €

+ > / b - ng (U — Up)wpds — / b-ngUpwyds |,

Kegtn \g\o0 oK NI
fr(wy) = Z /UNwhdz—I— Z /UD <7fwh+uAth) ds
eery V¢ ecrb ”e ¢
— Z b-nKUthds,
K€ty "nr-

where Ug"" denotes the trace of U, on an edge e from outside the triangle K.
For a positive number € and the so-called penalty parameter ~, the parameter



e := €7 is used for the penalization of the solutions on the edges to ensure the
coercivity of the bilinear form, as a result, the positive definiteness of the dG
stiffness matrix. In addition, the parameter p is the IPG parameter determining
the type of the dG scheme: p = 1 corresponds to the NIPG method, u = —1
to the SIPG method and p = 0 for incomplete interior penalty Galerkin (ITPG)
method. In [24], the authors use NIPG with the setting ¢ = 1, and they take
v = 1 and € = 0. However, it is known that the NIPG method produces
sub-optimal solutions when even higher degree polynomials are used [44]. On
the other hand, the STPG method provides optimal convergence rates for any
degree polynomials. In this study, we use the SIPG method to discretize the
PDE problem in space. In the SIPG scheme, the penalizing term should be
selected sufficiently large to ensure the coercivity of the bilinear form [44] Sec.
7.6]. At the same time, it should not be too large since the stiffness matrix
becomes ill-conditioned for large penalty parameters. Here, we set the positive
parameter € locally given by

ex —H\f] , VK €&,

2L°°

where | - |2 denotes the matrix 2-norm. Moreover, we follow [15] to estimate
the penalty parameter v, namely above a threshold value the bilinear form is
coercive and the scheme is stable and convergent. From the uniform ellipticity
(positive definiteness) of the diffusion matrix A(v), it follows that there exist
two constants dg and d; such that the following inequality holds

doy"y < y" Ay < diy"y, Yy € R%
Then, one can compute and set the penalty parameter + as [15]

v = e (k + 1) cot 8, on each interior edge,
62
v = @ —k(k+1)cotb, on each boundary edge,

where 6 denotes the smallest angle over all triangular elements K in .
The semi-discrete solution of the SIPG discretized system of the Heston
model is given by

N. Ny
Un(rz) = ) > uf ()¢} (=), (8)
m=1 j=1
where 7" and uj", j =1,..., Ny, m =1,..., N, are the basis functions span-

ning the space W) and the unknown coefficients, respectively. The number
N; denotes the local dimension of each dG element with the identity N =
(k4 1)(k +2)/2, and N, is the number of dG elements (triangles), leading to
the dG degrees of freedom N := N, x Nj. Substituting (§) into (7)) and choos-
ing wy, = 5", j =1,...,Ny, m = 1,..., Ne, we obtain the following system
of ordinary differential equations (ODEs) for the unknown coefficient vector
wi=u(r) = (ul(r),...,ul, (1), ... ,uy (1), ..., uy (7))T € RN

Mu, + Au = f,



where M is the mass matrix, A is the stiffness matrix and f := f(7) is the
right hand side vector, with the entries (M);; = (¢7,¢")q, (A)i; = an(¥?, ¢")
and (£); = fal'), 1 < i,j < N.

For the time discretization, we consider a uniform partition of [0, 7] into J
time intervals I,, = (771, 7"] of length A7, n =1,2,...,J, and we set discrete
times 7" = nA71, n =0,1,...,J. We denote by u” = u(7") and f" = f(")
the full discrete solution vector and the right hand side vector at time 77,
respectively. The presence of discontinuities in the initial conditions creates
challenge for the solution of option pricing problems. The discontinuities pollute
the solutions resulting in the reduction of the theoretical rate of convergence of
a numerical scheme. When central finite difference discretization is used for
the time derivative, like the CN scheme, spurious oscillations are introduced.
Spurious solutions are removed using the so-called Rannacher time-stepping
[43]. It involves applying four steps BE method with the step size A7/2 and
continuing with the CN method with the step size A7. Thus the same coefficient
matrix is formed [27]

A m m AT m
<M—|—2TA)’LL ;l:MUT‘FTTf%, m:O71a2a35

(M—FA?TA) u"tt = (M—A;A) u”—&—%(f"—&—f”*‘”, n=23,...

(9)
The coefficient matrix is factorized by LU decomposition at the initial time
step and used in all successive time steps, which makes the time integration
efficient. A few implicit steps filter out high frequency error components, the
loss of accuracy is negligible and overall second-order convergence is retained
[4, [43]. Besides Rannacher smoothing there exist other techniques for handling
the discontinuities in the initial data of option pricing models and to increase
the convergence rate. A frequently used smoothing technique is constructed
by calculating the average value on the intervals over the function [31]. It was
used in [20] for vanilla put options. A fourth-order implementation based on
compact FDMs in two dimensions is constructed using inverse Fourier transform
[12]. Another technique is shifting the grid so that the discontinuities are placed
in between the grid points [50]. In this way, the order of convergence can be
increased. These methods and Rannacher smoothing are discussed for one and
two-factor option pricing problems in [42].

4 American option: linear complementary prob-
lem

For the American put option under Heston model, we consider the LCP in
the form

—_— >
o5 + LU =0, (10a)
(‘2(] + LHU> (U -U% =0, (10b)
—

U>U°, (10c)



where the differential operator is LU := —V - AVU +b-VU +1r4U. Let us set
the space W4 := {w € H,(Q) : w > U°}. Then, for any w € W4, multiplying
by w — U° (which does not change the inequality sign), taking integral
over the domain 2 and subtracting the integral of from it, we obtain the
variational formulation of as [22]

/ <8U+LHU> (w—U)dz >0, Vw € Wa, (11a)
O 8’7—

U(0,z) = U". (11b)

When the term (L7 U, w)r2(q) for any w € Wy satisfies the continuity condition
and the Garding inequality @, the problem admits a unique solution.
For details of the proof, we refer to (Section 4.3, [7]).

Using the notations and formulations for the European option in the previous
section, the numerical pricing of American option after SIPG discretization with
the Rannacher smoothing leads in matrix-vector form to the following LCPs

m+1

Bu z >F", Bu"' > F",
uT > uP, u" >l
(’U,MT-H _ uO)T(Bumg—l _F™) =0, (u"t! — u®)T(Bumt! — F) =0,
m=20,1,2,3, n=23,...,J —1,
(12)
where we set
A
B =M+ A,
m AT m
F" = Mu 2+1+7Tf ;1, m=0,1,2,3,
A A
= (M_;A>un+;(f"+f"“>v n=23,...,J-1

One of the most popular methods for the solution of the LCPs in numerical
pricing of American options is the PSOR method. The PSOR method con-
verges for symmetric positive definite matrices B [I0]. The PSOR works also
for nonsymmetric but diagonally dominant matrices [22]. But the matrix B in
(12) resulting from the SIPG discretization is not diagonally dominant. Ad-
ditionally, the condition number of the stiffness matrix A is of order O(h?)~1
for SIPG, which leads to slow convergence of the PSOR. Here we apply the
PSOR with the norm preconditioner By = 1 (B + B”), which is designed for
the dGFEM discretization of RCD problems [18]. A linear system Bu = d can
be solved using three different preconditioners

e left preconditioner : Bs_lBu = Bs_ld,
e right preconditioner : BB, v = d, v = B,u,

e split (two-sided) preconditioner : Bs_l/QBBS_1/2v = Bs_l/2d, v =
le/zu

The three preconditioned matrices have the same eigenvalues and are well
conditioned. They are also diagonally dominant, and we are able to use the

10



PSOR method. Among the three preconditioners, the two-sided preconditioner
transforms the nonnormal dGFEM discretized matrices of the RCD equations
to normal matrices Bs_l/QBBS_l/2 = I+ S, where I is the identity matrix and
the matrix S is skew-symmetric [I8]. The preconditioned PSOR algorithm at an
individual time step for the LCP (12)) with the two-sided norm preconditioner
B, '/?BB, /2 s given in Algorithm

Algorithm 1 The two-sided preconditioned PSOR algorithm
Aim: Finding the unknown solution u"** of the LCP (12).
Input: Solution w”, matrix B := Bsfl/QBBsfl/Q7 vector d := B;l/zF”.

Choose an initial guess y(©) > B, Y% (possibly y(©) := le/Qu”)
Choose a tolerance € > 0, and w € (0,1) according to (13).

for/=1,2,...do
fort=1,2,...,N do
_ 15 (D) N = (-1
Y= Bl,;,; (di - Zj:l Bijyj - Zj:i—H Bijyj )

e =y tw@-yY)

y," = max{(B,"*u’);, e;}
end for
if |y —y=V| < & then
stop
end if

end for
un+1 = Bs_l/Qy(l)

The optimal over-relaxation parameter w, which is crucial for the conver-
gence, in the PSOR is chosen according to [28] as

(13)

2
R/ 3

where pg is the spectral radius of the Jacobi iteration matrix G = D~1(B — D)
with D as the diagonal of B = Bs_l/ZBBs_l/Q.

5 Numerical results

In this section, we present numerical results for European and American options
to show the accuracy and efficiency of our numerical schemes. All simulations
are performed on a Windows 10 machine with a processor Intel Core i7, 2.5
GHz and 8 GB RAM using MATLAB R2014.

In the first problem, we test the numerical convergence orders of our schemes
for Heston model with a given true solution. As the second test example, we con-
sider European call options for which semi-analytical solutions can be obtained.
The third test example is the convection dominated European call option pric-
ing model solved by the adaptive dGFEM. It is widely known that the Heston
model can be viewed as a convection dominated PDE for low volatility; the nu-
merical solutions exhibit oscillations around v ~ 0. In the case of European call

11



options, the Heston model is convection dominated especially for high foreign
interest rates. Next, we show the performance of the SIPG discretization with
Rannacher smoothing in time for digital options with more non-smooth initial
data than the European option. Moreover, we solve numerical examples with
American put options with the preconditioned PSOR method, and finally, we
compare dGFEM with the RBF method [36].

There exists no a consensus in the literature regarding the boundary condi-
tions [53]. From the computational standpoint, when the parameters k, o and
0 of the squared-root process v; are not chosen according to the Feller condition
2k0 > o2, v; can become zero for some points in time. In many market situa-
tions Feller condition is violated and boundary condition is imposed at v = 0
(see for instance [§], 27, [52]). Thereby, an appropriate boundary condition at
v = 0 is required to solve RCD equation and LCP . On the other hand,
from the financial standpoint, the Feller condition is satisfied; therefore, only
boundary conditions at Tmin, Tmax and vpax are needed. In this case, the RCD
equation and the LCP is subject to an outflow boundary at v = 0,
see e.g. [5 21 29]. Also other types of boundary conditions can be applied.
Therefore, it is not certain at which boundary condition Heston PDE and LCP
should be used to achieve highly accurate solutions. For a detailed discussion
on boundary conditions in option pricing, we refer to [53].

5.1 Convergence rates of dGFEM approximation

The convergence orders of the SIPG method with BE and CN time integrators
are investigated for the Heston model with a known solution [8]. The exact
smooth solution satisfying the non-homogeneous Dirichlet boundary conditions
is given by [§]

U(r,v,z) = e " cos(mv) cos(mz),

in the domain Q = [0,4] x [—2, 2]. The parameters are listed in Table [1| [8].

Table 1: Parameter set for the Example

K 0 o p Tq ryg T
1.0 0.09 04 -0.7 0.05 001 1

The spatial step size and temporal step size are denoted by h = Av = Ay
and AT, respectively. We present the approximation errors and numerical con-
vergence rates for the SIPG discretization with linear and quadratic polynomi-
als, and with the time integrators BE and CN. In order to measure the error
U(7,2)—Uy(7,z) between the true solution and the approximate solution, we use
the following L?(L?) (L?-norm in both space and time) and L?(H') (L?-norm
in time, H! semi-norm in space) type norms

J 1/2
lw(r, 2)l|L2(L2) = (AT > lw(r",2) IIiz(m> ,

n=1

7 1/2
w(r,2)||L2(mr) = <AT > IIVw(Tnvz)%z(Q)> ;

n=1
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Theoretically, the expected convergence rates for SIPG method in L?(L?)
norm with piecewise discontinuous polynomials of degree k are O(AT + hF+1)
with BE and O(A72 + h¥1) with CN, whereas they are O(Ar + h¥) with BE
and O(A7? + h*) with CN in L2(H') norm [44]. Since the convergence orders
of BE and CN time integrators are well-known, we simultaneously compute
the convergence orders with respect to space and time as in [§]. We choose
time step size A7 = h¥*! with BE time integrator, and At = h:+t1/2 with
CN time integrator so that the global orders are given according to the space
discretization as O(h¥*1) in L2(L?) norm and O(h*) in L?(H') norm. More
precisely, with the BE method we set A7 = h? for linear polynomials and
AT = h? for quadratic polynomials, while with the CN method we set AT = h
for linear polynomials and AT = h3/2 for quadratic polynomials. The expected
orders of convergence are attained by the SIPG method in Fig. These a
priori orders of convergence are optimal for the SIPG, and suboptimal for the
two other variants of the dGFEM, i.e., the NIPG and IIPG methods [49).

10
@ BE , k=1 @ BE, k=1
-e-BE, k=2 -e-BE, k=2
1073-v-CN , k=1 Lo ll=v-CN k=1 Y
— - —~ 10 CN , k=2 el.a
g CN, k=2 s & /“,: .
= A -~ = Lo s
= o0 = vl
= 107 le 9 D‘ 10 -4,' 2
| 1 g 1 '
2 F 2
- A, — 10° 2
] l' 2
107 1 °'A
1
—4
10
107 107" 1072 107
h h

Figure 1: Numerical orders of convergence in L?(L?) (left) and in L?(H?!) (right)
norm

5.2 European call option with Dirichlet boundary condi-
tions

To illustrate that SIPG provides accurate solutions for the Heston model, we
consider the valuation of European call options due to the fact that its semi-
analytical benchmark price can easily be derived [2I]. Let U (7, v, x) be the price
of a European call option at time 7, with its payoff function

Ul(v,z) = (Ke® — K)*,

where K being the strike price of the option. We consider the RCD under
the following Dirichlet type boundary conditions [8]

U(T, Vmin, ) = (Ke* ™7 — Ke ™7)T,
U(T, Umax, x) = Ke* 7"/

U(T,v, Tmin) = 0,

)

U (7,0, Zmay) = (K ePmax—T47 _ [(e~TaT)t
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We consider again the bounded spatial domain Q = [0, 4] x [—2, 2] with the mesh
size Av = Ax = 0.0625, and the time step size is taken as A7 = 0.01. The
values of the system parameters are the same as in Example

In Table 2] we compare the prices at the final time 7 = 1 obtained by
the SIPG using linear and quadratic elements with the semi-analytical solutions
(exact prices) in [21], at (vo, zo) = (0.25,10g(Sy/K)) with Sp = 100. The relative
error is defined as |price-exact price|/|exact price|. The SIPG with linear and
quadratic elements turns out to provide highly accurate prices for the call option
with different strike prices.

Table 2: Comparison with the closed form solutions for different strike prices in
Example linear (quadratic) dG elements

K exact price relative error

90 23.464 4.48e-04 (4.73e-05)
95 20.739  2.75e-04 (5.12¢-05)
100 18.231  1.60e-03 (1.59e-05)
105 15.938  1.79e-04 (5.33e-05)
110 13.857  1.79e-03 (5.25e-05)
115 11.979  5.16e-04 (1.26e-04)
130 7.483  1.56e-03 (2.05e-04)
150 3.701  5.42e-04 (1.99¢-04)

5.3 Convection dominated European call option under He-
ston model

We consider the convection dominated case for European call options [30]. In
order to illustrate the effect of large convective terms in the context of option
pricing, we present numerical results for the high foreign interest rates. In
the literature, for convection dominated option pricing models, usually, special
predefined nonuniform grids are used for FDMs [T1], 29} 30].

There are two critical points for the European call options under Heston
model. The first one is around S = K where the option is at the money. The
other one is near the boundary v = 0, at which the oscillations occur due to
the large convection coefficients relative to the diffusion coefficients, making
the PDE convection dominated in this region. The solution to the evolution
problems modeled by the convection dominated RCD equations has a number
of challenges. On one hand, one has to resolve the solution around the inte-
rior/boundary layers due to convection domination. On the other hand, the
nature of nonstationary model leads to the resolution of spatial layers to be
more critical since the location of the layers may vary as time progresses. In
the case of convection dominated Heston model, the location of the layer is not
changed as time progresses. Therefore the adaptive grid is constructed at the
beginning of the time integration for the stationary RCD equation and it is used
in all the succeeding time steps.

The adaptive dGFEM consists of finding a nonuniform mesh &, := ,(f)

(s > 0) starting from a coarse uniform mesh 5,(10) by successive loops of the
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following sequence
SOLVE — ESTIMATE — MARK — REFINE

Thus, on the s-th iteration, we solve the system @ for the vector u! and
,(1871). Using computed solution U},
then, the local error indicators are calculated on each triangle K € 5,(1871), and
according to local error indicators, the elements having large error are refined

we obtain the solution U} on the mesh ¢

to obtain the new nonuniform mesh & ,(f). Here, the key step is the estimation of
the local error indicators by the use of the only computed solutions and given
problem data (a posteriori). As the a posteriori error indicator, we modify the
robust (independent of the Péclet number) residual based error indicator in [46],
derived for a linear stationary RCD equation. In [46], the diffusion term is a
constant scalar, but here the diffusion term is a nonconstant matrix. So, our
modification is mainly related to the imposing of the diffusion matrix A into
the formulations. Let assume that there are nonnegative real numbers r, and
¢y satisfying the following conditions:

1
rqg—=V-b>r,,
2
HTd — V . b”Loo(Q) § CyuTx.

Indeed, the first identity above is necessary for the well-posedness of the problem
in PDE form, and the second one is required for the reliability of the proposed a
posteriori error estimator. In order to measure the local errors for each element
K e §,(1871), we define the local error indicators n%:

Mic = Mg +Mpg. + Mg +0EN
where 7n)r,. denotes the element residuals given by
M = wic| Uy — UR)/AT =V - (A(0)VU;) + b - VU, + Uy 122 (5.

while, NE9. s NED and ngy stand for the edge residuals coming from the jump
of the numerical solution on the interior, Dirichlet boundary and Neumann
boundary edges, respectively, given by

1 -1 2 1 (exy he 2

772E?( = Z <2€K We || IZ[AVU}{HeHLQ(e) + 5 (I’IL( + T*he + 6[() H [[Uﬁ}]enlﬂ(e)) 9

ecOKNIY ‘

he

772EID(: Z (G}I:’y+7”*he+6) HUD(Tl’z)*U;%Hiz(e)a

ecOKNI'P © K
my= X e [UNGm - AVU ng

eEBKﬁFiL\]

In the above formulation, wx and w, are positive weights given by

_1 _1 1 _1
wrg =minf{hge®,re 2}, we =min{hee?,ry 2},
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where hyx and h. denote the sizes of the element K and the edge e, respectively.
The global a posteriori error indicator is then given by

1/2

n=1 >

Kegls™

The reliability and efficiency proofs followed by a similar procedure in [46] (see
[46] for details). The iteration continues until the error indicator n satisfies a

prescribed tolerance, producing the fix nonuniform mesh &, := 5,(15) to be used
in the successive time steps, for some s € Z*.

Table 3: Parameter set for Example

K 0 o p Td Ty T K
1.98937 0.011876 0.33147 0.0258519 log(1.0005) log(100) 0.25 123.4

For the numerical experiments, we impose the following initial-boundary
conditions proposed in [52]

U(7, vmin, ) = Ke* 7 7®(dy) — Ke™ " ®(d_),
x

)
)
)

U(Ta VUmax = KexinTa
U(7,v, Zmin) = AU (T, Umax; Tmin) + (1 — MU (T, Umin, Tmin)
)\ _ U — Umin
Umax — ’Umin’
1
AVU (7,0, Tpax) -1 = §UK€:C_”T,

U(0,v,2) = (Ke® — K)T,
where

€+ (rg =75+ F0min) T T4 (ra =7y = 5Uma) T
d+ == ? d- =

vV VUminT v/ UmaxT ’

and ®(x) is the cumulative distribution function given as

L[ e
D (z) eV /4dy.

:E .

The parameters are taken from [30] (see Table [3). We consider a bounded
domain Q = (0.0025,0.559951) x (2.990790,6.640072) for the computational
purpose. The constant time step size is taken as A7 = 0.0125. Precisely, we
choose ry = log(100) to examine the effect of large convective term in a superior
way.

The adaptive solution in Fig. [2| right, produces accurate solutions without
oscillations using fewer degrees of freedom (DoF's) (one-tenth) than the oscillat-
ing solutions on the uniform meshes, Fig. [2] left. The boundary layers are also
accurately detected by the adaptive algorithm as shown in Fig. [3]
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Figure 2: Solution profiles in Example at 7 = 0.25 on the uniform (left) and
adaptive (right) mesh

Figure 3: Adaptive mesh in Example

5.4 Digital call option

We examine the performance of SIPG with Rannacher smoothing for the digital
call options with a discontinuous payoff [14] 34]

UO(’va) = ]l{KeT’>K}7

where K is the strike price of the option, which is treated as a barrier level.
Precisely, if the underlying price is at or below the level K at maturity, the option
will be worthless; otherwise it will pay 1 unit of money at time T'. Let U(r, v, x)
be the price of a digital call option adhering RCD equation . Inspiring by [14],
we impose the following Dirichlet type boundary conditions in the z-direction

U(T7 v, xmin) =0, U(T, v, xmax) — eFmax—TfT

The idea behind this boundary condition can be given as follows: when the price
of the underlying security is very high as compared to the strike price, then the
option is worth e*~"#7 as reaching to a value of 1 at maturity. Moreover, we
prescribe the following boundary conditions in the v-direction [14]

ou ou
7(7—7 Uminax) - Oa %

ov

(T, Umax, ) = 0.
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Indeed, when v — 0 and v — o0, it is observed that the price of the underlying
security becomes steady [14]. As a result, the value of the option does not show
sensitivity for the extreme values of volatility.

The numerical computations are performed on the bounded domain 2 =
(0.0025,0.559951) x (—5,5) with the mesh size Av = 0.016, Az = 0.078, and
the time step size AT = 0.025. Parameter set is taken from [52] (see Table []).

Table 4: Parameter set for Example

K 0 o P 74 T¢ T K
25 006 0.5 -0.1 log(1.052) log(1.048) 0.25 1

Fig. |4] illustrates the payoff (left) and price surface (right) of the digital call
option. The payoff function is discontinuous at x = 0, whereas the price is
smoother as a result of the diffusion effect. The effect of the diffusion term is
more visible for large volatilities.

1=0.25

Figure 4: Price profiles of the European digital call option in Example at
7 =0 (left) and at 7 = 0.25 (right)

In Table[5| we present the relative errors |price—price, | /|price, | at (vo, zo) =
(0.05225,0), and at the final time 7 = 0.25 obtained by the CN method with
and without Rannacher smoothing for linear dG elements. The reference solu-
tion price,o; = 0.483827 is obtained by the semi-analytical formula in [34]. In
the table, N, and N, denote the number of partitions in v and z-directions,
respectively. It is apparent that the solutions obtained by Rannacher smooth-
ing produce by far more accurate solutions than the solutions obtained by CN
method, especially on fine grids.

5.5 American put option

We present numerical results for American put options solved by the precon-
ditioned PSOR method (Algorithm 1)) with Rannacher smoothing. The payoff
function of American option is given by

U(v,z) = (K — Ke®)*,
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Table 5: Relative errors for digital call option in Example

CN CN with Rannacher smoothing
N, N, price relative error price relative error
8 16 0.524935 8.50e-02 0.524910 8.49e-02
16 64  0.494234 2.15e-02 0.496226 2.56e-02
32 128 0.368798 2.38e-01 0.484065 4.93e-04
64 256 0.554879 1.47e-01 0.483568 5.34e-04

where K is the strike price of the option. Let U(r, v, x) denote the option price
satisfying the inequality system on the bounded domain Q = (0.0025,0.5) x
(—5,5). We consider the following boundary conditions [33] [54]

U(T7U7$min) = Ka U(Tvvvxmax) = 0)

ou
v
We use the uniform time step size A7 = 0.01, and a graded grid in the direction
of the transformed underlying price x, which is four times as large as the grid
for the variance v, like in [33].

For evaluation of the accuracy and the performance of the preconditioned
PSOR method, we take the parameter values given in Table[6] The results are
given in Table [7] where the prices are evaluated at the final time 7 = 0.25 and
at (vo,z9) = (0.25,0). Table [7| shows that an average number of the PSOR
iterations are almost the same and independent of the space discretization for
each preconditioner, which is characteristic for many iterative methods like the
multigrid methods [9], B3] 38]. The CPU times (in seconds) are larger for the
left-right preconditioner due to the matrix square function sqrtm of MATLAB.
In [33] option prices at the final time 7 = 0.25 and at (vg,z9) = (0.25,0) are
listed for the same problem which varies between 0.75 — 0.80 for different meth-
ods. Among the three preconditioners the left-right preconditioner produces
more stable values of the prices with finer grids and the produced values are
more close to those in the literature [33]. Therefore, in the following computa-~
tions, we use the left-right preconditioner on a 20 x 80 grid, which also close to
the approximate prices of 0.794969 and 0.795687 obtained by Gauss-Seidel and
monotone multigrid methods, respectively.

U(T, Vmin, ) = (K — Ke*)T, (T, Umax, ) = 0.

Table 6: Parameter set for American put option in Example

K 0 o p  Tqg Tf T K
5 016 09 01 01 0 025 10

The full price surfaces at times 7 = 0 and 7 = 0.25, and option prices
at different times 7 for constant variance v = 0.25 are shown in Fig. [5| and
Fig.[6] respectively. The characteristic bend of the termination condition in the
American option is smoothed out, as can be seen in Fig.[5| This is a consequence
of the parabolic behavior of the solution operator, which is observed by all
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Table 7: PSOR algorithm results for American put option in Example

left preconditioner right preconditioner left-right preconditioner
N, N, | price CPU time # iter | price = CPU time #iter | price CPU time #iter
8 32 | 0.9090 2.2 7.7 0.7950 1.9 6 0.7791 3.0 6.6
12 48 | 0.8475 9.5 8 0.8342 7.7 6 0.8024 19.4 7
16 64 | 0.8257 30.4 8 0.8350 24.3 6 0.8053 95.7 7
20 80 | 0.8138 73.5 8 0.8346 61.3 6 0.8042 307.7 7

numerical methods for the American options (see for example [33]). In Fig. [6]
the lowest plot shows the payoff function U°(v, z), and it is clear that the bend
is smoothed as time goes from 7 = 0 to 7 = 0.25. We can also notice that

at different time instances the option price is projected to the payoff function
U%(v, z).

=0 1=0.25

X -5 Y X -5 Ty

Figure 5: Price profile of American put option in Example at 7 = 0 (left)
and 7 = 0.25 (right)

4
—1=0
—1=0.05
3 —1=0.10
1=0.15
35 —1=0.20
o —1=0.25
1
85 0 05 1

X

Figure 6: Evolution of the option price in Example at different times 7 with
constant variance v = 0.25

Moreover, in the following test example, we compute option prices for dif-
ferent values of the volatility-of-variance parameter p € [—1,1] which defines
the correlation between the two underlying Brownian motions in Heston model.
We consider that the Feller condition 2k6 > o2 is fulfilled. In Table the
parameters are given for the case when the Feller condition is satisfied [19].
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Table 8: Parameter set when Feller condition is satisfied

K 0 o ra ry T K
0.6067 0.0707 0.2928 0.03 0 3 100

In Table [J] the prices evaluated at (vo,z¢) = (0.05,log(So/K) and at the
final time 7 = 3 are listed for different correlations based on the parameter set
given in Table [8] for which the Feller condition is satisfied. In [I9], a detailed
comparison of American option prices is given for different correlations by using
various methods. In Table |§|, the prices obtained in [19] are listed in parenthesis
for p = —0.7571. Because the boundary conditions in [19] are different, a direct
comparison with our results is not possible. But from Table [J] it can be seen
that the option prices are decreasing with increasing Sy, as in [19].

Table 9: American put option prices in Example for different correlations

p=-07571 p=-05 p=0 p=05 p=0.7571
So =90  14.9206 (16.0470)  15.4264 16.3747 17.2760 17.7561
So =100 10.4266 (12.4326)  10.7104 11.1430 11.5011 11.7019
So =110  8.5346 (9.8746)  8.4332  8.0937  7.5108 7.0502

5.6 Comparison of dGFEM with radial basis functions

We compare the dGFEM with the RBF-PUM [36] for European and American
put options. In Table we give the parameter set as in [36], which is chosen
for the case when the Feller condition is violated.

Table 10: Parameter set for European and American put options in Example

K 0 o P Tq Ty T K
1.15 0.0348 039 -0.64 004 0 0.25 100

We impose the following boundary and initial conditions

e For European put option

U(T’ v, xmin) = Keird‘n U(T7 v, xmax) =0,
ou )
%(T’ Ymax; .T) = 0’ U(Tv Umin, Ji) = (KG_MT — Kex)+7

U(0,v,2) = (K — Ke®™)™.
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e For American put option

U(Ta v, zmin) = K7 U(Tv v, xmax) == 07

oUu

a (T7 ’Umaxvx) = Oa U(Ta Umin>$) = (K - Kex)-‘r?
v

U(0,v,2) = (K — Ke*)*,

on the bounded domain 2 = (0,0.5) x (—log(2),log(2)), where the region of
interest for the underlying price then becomes (K/2,2K).

In order to check the accuracy of SIPG (NIPG) results, we use the following
averaged error in [30]

1 N

Eavg(xla e ,IEN) = N Z(U(Tv o, xl) - Urcf(T7 2)0,1’2'))2,
i=1

for a set of points x; = log(S;/K),i=1,..., N, where U, stands for a reference
price function which is taken as the exact solution given in [36] for the European
option, and the reference solutions reported in [I9] and [16] for the American
option. Here we use N = 3 points with S; = 90, S5 = 100 and S3 = 110. In
addition, we use less spatial grid points in the v-direction than in the z-direction
to increase the efficiency (see for a similar approach in [I9]). In [36] for RBF-
PUM, patches are needed to cover the domain. The sparsity pattern of the
matrices in [36] depends on the number of patches and of nodes. For the same
number of nodes, more patches lead to more sparsity. For dG methods, the
sparsity pattern depends only on the number of nodes, for linear elements it has
a banded structure with a 3 x 3 block structure. Therefore a direct comparison
of the efficiency of the RBF-PUM with dG methods is not possible because of
the different structures of both methods.

The results for vg = 0.0348 at the final time 7 = 0.25 are presented in
Table and Table for European and American options, respectively. A
large penalty parameter (v = 50) is taken for the NIPG. In the case of NIPG
for American options with quadratic elements, the errors are larger on finer
meshes due to convergence behavior of the iterative method, because of high
condition numbers of the left-right preconditioned system matrix B of the LCP
, whereas for SIPG the condition numbers are small and independent of the
mesh size. The error on the 12 x 120 grid in Table[11]is close to the error value
2.4e — 02 in [36] on 38 x 38 grid with 18 x 18 patches. In the case of American
option we obtained by the SIPG method more accurate error 2.48¢ — 02 than for
the error 1.22¢ — 01 by RBF-PUM in (Table 8, [36]) when the solutions in [I9]
are used as Ues. Similarly, it is smaller than the error 5.64e — 02 by RBF-PUM
compared with the results of [16].

6 Conclusions
In this paper, we have applied the symmetric interior penalty dGFEM for solv-
ing the European and American option prices under Heston model. We have

shown the non-smooth boundary and initial conditions for various option pricing
models can be handled in a natural way by the dGFEM in combination with the
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Table 11: European put option prices in Example [5.6| with SIPG (NIPG)

Nv Nm Sl =90 SQ =100 Sg =110 Eavg(xl,.’llg,l'g)
8 32 9.7838 (9.785) 2.243 (2.244) 0.911 (0.910) 5.68e-01 (5.66e-01)
8 64  9.628 (9.627) 2.327 (2.327) 0.900 (0.900) 4.89e-01 (4.89e-01)
8 72 9.671 (9.670) 2.339 (2.338) 0.946 (0.945) 4.91e-01 (4.91e-01)
k=1 8 80  9.623 (9.622) 2.348 (2.349) 0.907 (0.907) 4.76e-01 (4.76e-01)
12 48  9.505 (9.503) 2.830 (2.823) 0.969 (0.969) 1.94e-01 (1.97¢-01)
12 96  9.491 (9.490) 2.873 (2.871) 0.959 (0.958) 1.67¢-01 (1.68e-01)
12 108 9.481 (9.480) 2.873 (2.872) 0.966 (0.966) 1.66e-01 (1.66e-01)
12 120 9.478 (9.477) 2.871 (2.872) 0.971 (0.971) 1.66e-01 (1.66e-01)
8 32 9.440 (9.439) 2.953 (2.948) 0.953 (0.952) 1.13e-01 (1.16e-01)
8 64  9.430 (9.429) 2.999 (2.998) 0.955 (0.955) 8.73e-02 (8.77e-02)
8 72 9.422 (9.422) 3.008 (3.007) 0.956 (0.956) 8.15e-02 (8.16e-02)
k=9 8 80  9.423 (9.423) 3.007 (3.008) 0.955 (0.955) 8.19e-02 (8.15e-02)
12 48  9.381 (9.381) 3.158 (3.156) 0.931 (0.931) 1.81e-02 (1.74e-02)
12 96  9.381 (9.381) 3.170 (3.169) 0.930 (0.930) 2.36e-02 (2.33e-02)
12 108 9.379 (9.379) 3.176 (3.175) 0.928 (0.929) 2.67e-02 (2.63e-02)
12 120 9.379 (9.379) 3.182 (3.181) 0.927 (0.927) 2.95e-02 (2.90e-02)
Exact prices 9.36868 3.13248 0.91752

Rannacher smoothing in time for various European option pricing models. The
adaptive grid based on a posteriori error estimate demonstrates the performance
of the dGFEM for convection dominated Heston model. Due to the convective
term in the Heston model, the stiffness matrix resulting from dGFEM discretiza-
tion is nonsymmetric and nonnormal. The nonnormality of this matrix affects
negatively the convergence of iterative methods like the PSOR. The left-right
norm preconditioner transforms the stiffness matrix resulting from dGFEM dis-
cretization into a normal matrix, which accelerate the convergence of PSOR.
The numerical results for European and American options using different pa-
rameters agree well with those in the literature.
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