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Abstract

Standard game theory assumes that the structure of the gaooenimon knowledge among
players. We relax this assumption by considering exterggvees where agents may be unaware of
the complete structure of the game. In particular, they naypa aware of moves that they and other
agents can make. We show how such games can be represeatieely ttlea is to describe the game
from the point of view of every agent at every node of the gamee.tWe provide a generalization
of Nash equilibrium and show that every game with awarenassitgeneralized Nash equilibrium.
Finally, we extend these results to games vaittareness of unawarengsghere a playei may be
aware that a player can make moves thais not aware of, and teubjective gamesvhere payers
may have no common knowledge regarding the actual game aitd#iiefs are incompatible with

a common prior.

keywords: Economic Theory, Foundations of Game Theory, Awarenedsti§o Concepts.

1 Introduction

Standard game theory models implicitly assume that allifsigmt aspects of the game (payoffs, moves
available, etc.) are common knowledge among the playersle\sinch common knowledge may seem
unreasonable, there are well-known techniques going lmékatsanyi [12] for transforming a game
where some aspects are not common knowledge to one wherarthepmmon knowledge. All these
techniques assume that players are at laastre of all possible moves in the game. However, this is
not always a reasonable assumption. For example, sleazgatoes assume that consumers are not
aware that they can lodge complaints if there are problema;war setting, having technology that an
enemy is unaware of (and thus being able to make moves thah#may is unaware of) can be critical;
in financial markets, some investors may not be aware ofipeitgestment strategies (complicated

hedging strategies, for example, or tax-avoidance siegg
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In a standard game, a set of strategies is a Nash equilibfigach agent’s strategy is a best re-
sponse to the other agents’ strategies, so each agentld continue playing its strategy even iknew
what strategies the other agents were using. To underdt@ncelievance of adding the possibility of
unawareness to the analysis of games, consider the gamea ghéigure 1. One Nash equilibrium of
this game hasi playing acrosg and B playing dowri. However, suppose that is not aware thaB
can play dowr. In that case, ifd is rational, A will play down,. Therefore, Nash equilibrium does
not seem to be the appropriate solution concept here. Adtihduwould play acrosg if A knew thatB

were going to play dowg, A cannot even contemplate this possibility, let alone know it

Artoss g ACtossg

A o 5 o 0.2)
dowty dowrng
] ]
i1,1) (2,3)

Figure 1: A simple game.

Our goal is to find appropriate solution concepts for extengames with possibly unaware players,
and more generally, to find ways of representing multiaggstesns where some agents may not be
aware of features of the system. To do this, we must first findoropriate representation for such
games. The first step in doing so is to explicitly represeratyphayers are aware of at each node. We do
this by using what we call aaugmented gameé\n augmented game describes how awareness changes
over time. For example, perhagsplaying acrosg will result in B becoming aware of the possibility

of playing dowrs. In financial settings, one effect of players using certairestment strategies is that



other players become aware of the possibility of using ttrategy. Strategic thinking in such games

must involve taking this possibility into account.

We cannot in general represent what is going on using onlyamggnented game. The standard
representation of a game implicitly assumes that (it is comiknowledge that) the modeler and the
players all understand the game the same way. This is norddmgeonce we allow for the possibility of
unawareness, since a player’s description of the game cannwolve only those aspects of the game
that he is aware of. Thus, the full description of the gamé aivareness is given by a set of augmented
games, one for the modeler and one for each game that at leastf ehe agents thinks might be the

true game in some situation.

Continuing with the game in Figure 1, the augmented game fhanpoint of view of the type oB
that is unaware of the possibility of playing downvould just includeA’s moves down and across
and the move acrogs In that augmented game, playris also unaware of the move downBy way
of contrast, the augmented game from the point of view ofybe bf B that is aware of dowg would
include the move dowg, but may also allow for the possibility that is not aware thaB3 is aware of

this move.

The standard notion of Nash equilibrium consists of a coblacof strategies, one for each player.
Our generalization consists of a collection of strateg@e® for each paifi,I), wherel” is a game
that agent considers to be the true game in some situation. Intuitiwbky strategy for a playerat I/
is the strategy would play in situations whergbelieves that the true gamelis. To understand why
we may need to consider different strategies considerxamgle, the game of Figure B would play
differently depending on whether or not he was aware of gavRoughly speaking, a set of strategies,

one for each paifi, '), is ageneralized Nash equilibriunfi the strategy for(i,I') is a best response



for player: if the true game i§”, given the strategies being used by the other players.in

We argue that this notion of equilibrium correctly captuoes intuitions. We then show that every
game with awareness has a generalized Nash equilibriumdngiating with a game with awareness
a standard game (where agents are aware of all moves) sudhdhais a one-to-one correspondence
between generalized Nash equilibria of the game with avem®and Nash equilibria of the standard

game.

For ease of exposition, for most of the paper we focus on gamhese agents are not aware of
their lack of awareness. That is, we do not consider gamesawdme player might be aware that there
are moves that another player (or even she herself) mighbleet@ make, although she is not aware
of what they are. Such awareness of unawareness can be ejeitant in practice. For example, in
the war setting described above, even if one side cannoeaanof a new technology available to the
enemy, they might believe that there is some move availabllee enemy without understanding what
that particular move is. This, in turn, may encourage peasgtares. To take another example, an
agent might delay making a decision because she considarssible that she might learn about more

possible moves, even if she is not aware of what these moges ar

If we interpret “lack of awareness” as “unable to computd’ [2]), then awareness of unawareness
becomes even more significant. Consider a chess game. ghhaluplayers understand in principle
all the moves that can be made, they are certainly not awaak cbnsequences of all moves. A more
accurate representation of chess would model this compughtunawareness explicitly. We provide

such a representation.

Roughly speaking, we capture the fact that playes aware that, at a node in the game tree,

there is a move that can make shei) is not aware by havings subjective representation of the game



include a “virtual” move forj at nodeh. Sincei might have only an incomplete understanding of what

can happen after this move,

1 simply describes what she believes will be the game aftevithieal move, to the extent that she
can. For example, if she has no idea what will happen aftevitheal move, then she can describe her
beliefs regarding the payoffs of the game. Thus, our reptaien can be viewed as a generalization
of how chess programs analyze chess games. They explorartfetgee up to a certain point, and then
evaluate the board position at that point. We can think ofpidngoffs following a virtual move by in
1's subjective representation of a chess game as descrimngvaluation of the board froirs point of
view. This seems like a much more reasonable representttithie game than the standard complete

game tree!

Our framework is flexible enough to deal with games whereetheiack of common knowledge
about what is the game being played. In particular, we cahwliga lack of common knowledge re-
garding the utilities, who moves next, the structure of oiayers’ information sets, and the probability
of nature’s moves (even in cases where there is no commongmiopatible with the players’ beliefs

regarding nature).

Recently, Feinberg [3, 4] also studied games with awarenEsiberg [4] gives a definition of
extended Nash equilibrium in normal-form games. Althoughdefinition stems from much the same
intuitions as ours (although some details are differente—Section 6), it is expressed syntactically.
Each player is characterized by a complete description @t wioves and players he is aware of, what
moves and players he is aware that each other player is aWyamrdoso on through all levels of iterated
awareness. Feinberg [3] deals with extensive-form gameéslafines solution concepts only indirectly,

via a syntactic epistemic characterization. His approackd a more direct semantic framework, which



our model provides. He also does not deal with awarenessavianeness.

The rest of this paper is organized as follows. In Section@describe how we represent different
awareness levels in a game. In Section 3, we use our repatisento define a generalized notion of
Nash equilibrium, and we prove its existence in games witAramess. In Section 4, we describe how
we can extend our approach to deal with awareness of unagswein Section 5, we describe how to
extend our framework to deal with games where there is ladoofmon knowledge, even if awareness
is not an issue. We compare our work to others in the liteeatparticularly Feinberg’s, in Section 6,

and conclude in Section 7.

2 Modeling awareness

The first step in dealing with awareness is modeling it. Te &mrid, we consideaugmented gamesVe
start with a standard game, described by a gamelt@s in Figure 1). An augmented gafi& based
onT" essentially augments by describing each agentavareness levelt each node, where playgs
awareness level at a nodies essentially the set of runs (complete histories) ithati is aware of at

nodeh. A player's awareness level may change over time, as theptmcomes aware of more moves.

Our formal definition of augmented game is based on the definaf extensive game given by

Osborne and Rubinstein [22]. We start by briefly reviewindgg@gae and Rubinstein’s definition.

A (finite) extensive gamie a tuple(N, M, H, P, f.,{Z; : i € N},{u; : i € N}), where

e N is a finite set consisting of the players of the game.

e M is afinite set whose elements are the moves (or actionspbi@tio players (and nature) during

the gamé.

!Osborne and Rubinstein did not maké explicit in their definition of an extensive game; we find ingenient to make



e H is afinite set of finite sequences of moves (elementd pthat is closed under prefixes, so that
if h € H andh’ is a prefix of H, thenh’ € H. Intuitively, each member off is ahistory. We
can identify the nodes in a game tree with the historieH irEach node: is characterized by the
sequence of moves needed to reacl runin H is a terminal history, one that is not a strict prefix
of any other history inff. Let Z denote the setof runs &f. Let M}, = {m € M : h-(m) € H}
(where we use to denote concatenation of sequencés), is the set of moves that can be made

after historyh.

e P:(H—Z)— NU/{c} is afunction that assigns to each nonterminal histoeymember of
N U{c}. (We can think of: as representing nature.) H(h) = i, then player moves after history
h; if P(h) = ¢, then nature moves aftér Let H; = {h : P(h) = i} be the set of all histories

after which player moves.

e f.is a function that associates with every history for whieth) = ¢ a probability measure
fe( | h) on My, Intuitively, f.(- | h) describes the probability of nature’s moves once history

is reached.

e 7, is a partition of H; with the property that if: and/’ are in the same cell of the partition then
M, = My, i.e., the same set of moves is available at every history dellaof the partition.
Intuitively, if » andh’ are in the same cell &F;, thenh and/’ are indistinguishable fronis point
of view; i considers history)’ possible if the actual history i, and vice versa. A cell € Z; is

called an {-)information set

e u; : Z — R is a payoff function for playet, assigning a real numbei'q payoff) to each run of

the game.

it explicit here.



In the game of Figure 1,

N ={A,B}, H = {(), (downy), (acrosg, downg), (across, across)},

e P({()) = A, P((acrosg)) = B,

o Ly = {{)}. Is = {{across,)},

e us((downy)) = up((downy)) =1,

u((acrosg, acrosg)) = 0, and

up((acrosg, acrosg)) = 2.

In this paper, as in most work in game theory, we further asstirat players havperfect recall
they remember all the actions that they have performed amthtbrmation sets they passed through.

Formally, we require that

e if h andh’ are in the same-information set andy; is a prefix ofh such thatP(h;) = 4, then
there is a prefix) of 1’ such thati; andh) are in the same information set; moreovefhif (m)
is a prefix ofh (so thatmn was the action performed whén was reached in) thenh] - (m) is a

prefix of 1/.

An augmented gamis defined much like an extensive game; the only essenti@relifce is that at
each nonterminal history we not only determine the playevingobut also her awareness level. Since
the awareness level is a set of runs in a gdinee say thal'* = (N*, M+ H* Pt f+ {T;7 :i ¢
Nt} {uf :ie Nt} {A] :i € NT})is anaugmented game based on the (standard) extensive game

I'=(N,M,H,P, f.,{Z; :i € N},{u; : i € N}) if the following conditions are satisfied:



Al.

A2.

AS.

A4.

AS.

AG.

AT.

A8.

A9.

(NT, M+t HT, Pt fF {Z} :ie NT},{uf : i € N*})is a (standard) finite extensive game

where players have perfect recall.

Al . H — 2H describes’s awareness level at each nonterminal history after whialep
i moves. For each € H;", Af(h) consists of a set of histories il and all their prefixes.
Intuitively, A} (h) describes the set of histories bthati is aware of at historys € H;". (Hav-
ing A;(h) consist of histories rather than just runs makes it easieletd with awareness of

unawareness.)
Nt CN.

If PT(h) € NT, thenP*(h) = P(h), whereh is the subsequence &f consisting of all the
moves inh that are also inV/, andM,jr C M. Intuitively, all the moves available toat h must

also be available toin the underlying gamé.

If P*(h) = c, then eithetP(h) = cand M, C Mg, or M;” N M = (. The moves inV/;" in the

case WhereM,jr N M = () intuitively capture uncertainty regarding a player’s agvagss level.

If . andh’ are in the same information setdif , thenA;" (h) = A; (k') Intuitively, i's awareness

level depends only on the information thdias.

If his a prefix of ' and P*(h) = P*(h'), then A} (h) C Af(K). This is a perfect recall

requirement; players do not forget histories that they vegrare of.

If » andh’ are in the same information setih', thenh and?’ are in the same information set

inT.

If h andh’ are histories in botl' ™ andT, andh and?’ are in the same information setlin then

h andh’ are in the same information setlif.
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A10. Foralli € NT andh € H;", if /,h” € A;(h), K’ andh” are in the same information setlh

thenh' - (m) € A;(h) iff b - (m) € A;(h).

All. {z:z € Z*} C Z; moreover, forali € N*, h € H}, if ~ is a terminal history imd;" (k) (i.e., if
z € A} (h) andz is not a strict prefix of another element 4f (1)), thenz C Z. Thus, the runs

in Z* correspond to runs i, and players understand this fact.

Al12. Foralli € Nt and runsz in ZT, if z € Z, thenu] (z) = w;(2). Thus, a player’s utility just
depends on the moves made in the underlying game. (By Allawezhe Z. We have included
the clause “ifz € Z” so that A12 is applicable when we consider awareness of arevess,

where we drop Al1l.)

Conditions A1-A12 are intended to capture our intuitiongarding information sets, awareness,
and common knowledge. To allow us to focus on issues direeled to awareness, we have implicitly
assumed that there is common knowledge of (1) who moves tarilets in the underlying game (this
is captured by the fact th@*(h) = P(h) unlessP*(h) = c and M, N M = () —either the same
player or nature moves at bothandh unless nature makes an “awareness” movi)a(2) what the
payoffs are in the underlying game (sine&(z) = u(z)), and (3) what the information sets are in the
underlying game (see A8—A10). Our approach is flexible ehdagllow us to drop these assumptions;

see Section 5.

To understand A8-A10, we must first discuss our view of infaion sets. As pointed out by
Halpern [7], special attention must be given to the integiien of information sets in game trees. This
issue requires even more care in games with awareness. drdasd intuition for information sets is
that a player considers all the histories in his informagehpossible. But this intuition does not apply

in augmented games. In an augmented game, there may be sior@hiin an-information set that
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is not aware of; playeircannot consider these histories possible. For examplsjaentinitely repeated
prisoners dilemma where Alice and Bob each move twice befaie moves are revealed. Even if Bob
is not aware of defection, his information set after Alickst move in the modeler's game will still

contain the history where Alice defects.

We interpret ari-information set to be the set of all histories where playsas the samiecal state
Intuitively, this local states encodes all the informatibat: has about the moves he can make, what
moves have been made, the other players in the game, higstrand so on. We assume that player
local state is characterized by the sequence of signalshtaigthas received in the course of the game.
Therefore,h andh’ are in the saméinformation set il iff 7 received the same sequence of signals in

both histories.

In standard extensive games, the sequence of signals a péegives after every history is as-
sumed to be common knowledge. (This assumption is implicthe assumption that the game, is
common knowledge, and hence so are the information setsweAsaid, we continue to assume this
in games with awareness (although we show how the assungaiobe dropped in Section 5). That is
why we require in A8 that i and/’ are in the samé-information in an augmented game, thieand
7 must be in the samginformation set in the underlying game. The converse of A8sdnot neces-
sarily hold. It could well be the case thiand?’ are in the saméinformation set, but sincéreceives
different signals from naturéy, and’’ are not in the same information set. On the other hand, ihall t
moves inh andh’ are already in the underlying game, therh iandh’ are in the same information set
of T, they should be in the same information sef'df. This is the content of A9. Since, the signals
received by a player determine the moves he has availalipégyiér: is aware of two histories in the
same information set ifi, he must be aware of the same set of moves available at bdths# histories.

A10 captures that intuition.
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For the remainder of the paper, we use the following notationa (standard or augmented) game
1'%, we denote the components Iof with the same superscript so that we havé/®, H*, and so on.

Thus, from here on we do not explicitly describe the comptseha game.

An augmented game describes either the modeler’s view afdh®e or the subjective view of the
game of one of the players, and includes both moves of therlyimig game and moves of nature that

change awareness. For example, consider again the game shbigure 1 and suppose that

e playersA andB are aware of all histories of the game;

e player A is uncertain as to whether play&ris aware of runacross, downg) and believes that

he is unaware of it with probability; and

¢ the type of playei3 that is aware of the rufacross, downg) is aware that played is aware of

all histories, and he knowa is uncertain about his awareness level and knows the piiighi

Becaused and B are actually aware of all histories of the underlying gamamfthe point of view of
the modeler, the augmented game is essentially identiddletgame described in Figure 1, with the
awareness level of both playessand B consisting of all histories of the underlying game. However
when A moves at the node labeledl in the modeler's game, she believes that the actual augdhente
game isl'4, as described in Figure 2. I, nature’s initial move captured’s uncertainty abouB3’s
awareness level. At the information set labekd, A is aware of all the runs of the underlying game.

Moreover, at this information seti believes that the true gameIl’é.

At the node labeled.1, B is aware of all the runs of the underlying game and believasttie true
game is the modeler's game; but at the node lab&le] B is not aware that he can play dowrand so

believes that the true game is the augmented gathdescribed in Figure 3. At the nodes labeléd

13



andB.3 in the gamd ?, neitherA nor B is aware of the move down Moreover, both players think

the true game i§5.

ACt0Ss g actoss g
B2
® (0,2
dowig
= et (2,3)
(1,13
amrate ACTOS5 g ACrOS5 .
I- Bl
o JuEs
dovrtip
(1,13 2,3

Figure 2: The augmented garhié.

antossy aAntoss g

» ®(0, 2

dowtg

(1.1

Figure 3: The augmented garfi€.

As this example should make clear, to model a game with plgssitaware players, we need to
consider not just one augmented game, but a collection of.tioreover, we need to describe, at each

history in an augmented game, which augmented game therglayéng at that history believes is the
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actual augmented game being played.

To capture these intuitions, we defingame with awareness based bn= (N, M, H, P, f.,{Z; :

i€ N},{u; :i € N})tobeatupld™* = (G,I'", F), where

e G is a countable set of augmented games basdd ohwhich one is";

e F maps an augmented garfié € G and a history: in '+ such thatP* (k) = i to a pair(I'"*, I),

whereI'” € G andI is ani-information set in gam&”.

Intuitively, I'™ is the game from the point of view of an omniscient modelermpl#yeri moves ath

in gamel't € G and F(I't,h) = (I'",I), thenT” is the game that believes to be the true game
when the history ish, andI consists of the set of histories Itf* he currently considers possible. For
example, in the examples described in Figures 2 and 3, tdkihgp be the augmented game in Fig-
ure 1, we haveF (T, ()) = (I'4, 1), where[ is the information set labeled.1 in Figure 2, and

F(I'4, (unaware,across) = (I'B, {(acrossg ) }).

It may seem that by making a function we cannot capture a player’s uncertainty abagtme
being played. However, we can capture such uncertainty laynfpit into nature’s move. For example,
we captured’s uncertainty about whethds is aware of being able to move dowrnn the augmented
gamel' illustrated in Figure 2 by having nature decide this at thet itep. It should be clear that this

gives a general approach to capturing such uncertainty.

The augmented gani€™ and the mapping- must satisfy a number of consistency conditions. The
first set of conditions applies 13". Since the modeler is presumed to be omniscient, the condigsay

that the modeler is aware of all the players and moves of tdenlying game.

M1. N = N.
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M2. M C M™and{z:z € Z™} = Z.

M3. If P™(h) € N, thenM;" = M. If P™(h) = c, then eithertM;” N M = () or M;* = M;; and

fr I h) = fe(- [ R).

M1, M2 and M3 enforce the intuition that the modeler underdsathe underlying game. He knows
all the players and possible moves, and understands howeisatuoves work in the underlying garhe
It may seem somewhat surprising that there is no analogueeafdcond part of M3 (i.e., the constraint
of fI) for all augmented games. While it makes sense to have suahalogue if nature’s moves are
in some sense objective, it seems like an unreasonablereatgrit that all player's should agree on
these probabilities in general. This is especially so incdee that a player suddenly becomes aware of
some moves of nature that he was not aware of before. It ddeseam reasonable to assume that this
awareness should come along with an understanding of tialpitities of these moves. Of course, we
could require such an analogue of M3. Since the set of gana¢sdlive such a requirement is a subset

of the games we consider, all our results apply without chahguch a requirement is imposed.

Although the modeler understands the underlying gdmE™ is not uniquely determined by.
There may be many modeler's games basetl,amhere the players have different awareness levels and
the awareness changes in different ways.

The gamel™™ can be thought of as a description of “reality”; it descriltes effect of moves in
the underlying game and how players’ awareness levels ehafitne other games i describe a
player's subjective view of the situation. The constraiotsthe mappingF that we now describe
capture desirable properties of awareness.

Consider the following constraints, whefe € G, h € H*, P*(h) = i, Af(h) = a, and
F(+,h) = (DM 1).

16



C1

C2

C3

C4.

Cs5.

Co6.

C7.

C8.

Co.

C10.

Ah:he H"} =a.
. Ifn" € H" andP"(h') = j, thenA%(h') C a and M N {m : B - (m) € a} = M.

. If »’ andh are in the same information seti and?’ € a, then there exista” ¢ I such that

51 -/

h =h.
If ' € I, thenAl(h') = a and F(I'", v') = (T*, I).

Ifn' € H*, PY(W) = i, Af (k') = a, then ifh and}’ are in the same information set bf",
thenF(I'*,h') = (", 1), while if h is a prefix or a suffix o/, then F(I'+, ') = (T*, I') for

somei-information setl’.
If ' € I, thenh and?’ are in the same information setlih
If Th = '+, thenk’ e I iff h andh’ are in the samé&information set in+.

For all historiest’ € I, there exists a prefik} of h’ such thatP"(r}) = i and F(T'", n}) =
(I, I) iff there exists a prefik, of h such thatP*t (hy) = i andF (', hy) = (I, I’). Moreover,

Ry - (m) is a prefix ofh’ iff hy - (m) is a prefix ofh.

There exists a history € I such that for every prefik” - (m) of v’, if P"(h") = j € N" and

F(Th W'y = (I",I'), then for allhy € I, hy - (m) € H'.

If »” andh” are histories in botl'™ andT'”, then’’ andk” are in the sameé-information set in

'+ iff »’ andh” are in the saméinformation set in™”.

Suppose thaF(I't, h) = (I'", I). Playeri moving at historyh in 't thinks the actual game &".

Moreover,i thinks he is in the information set dfof I'*. C1 guarantees that the set of histories of the

underlying game playeris aware of is exactly the set of histories of the underlyiagng that appear

17



in T, C2 states that no player If* can be aware of histories notdn The second part of C2 implies
that the set of moves available to playeat 7’ is just the set of moves that playeis aware of that are
available toj at?’ in the underlying game. C3 guarantees that for all histdriesdistinguishable from

h that playeri is aware of, there exists some histdr¥ € I differing from /' at most in some moves of
nature that change awareness levels. C4 says that at alliéésinI playeri indeed thinks the game is

I'" and that the information set i C5 says that players subjective view of the game changes only

if 7 becomes aware of more moves and is the same at historiés ithat i cannot distinguish. C6
captures the assumption that at all historie®nsiders possible, he must have gotten the same signals

as he does in the actual history.

C7 says that if while moving at histofyplayeri thinks thatl'" is the actual game, then he considers
possible all and only histories in the information set conitey 4. C8 is a consequence of the perfect
recall assumption. C8 says that if, at histdry: considersh’ possible, then for every prefik] of
I’ there is a corresponding prefix afwhere: considers himself to be playing the same game, and
similarly, for every prefix ofh there is a prefix of’ where: considers himself to be playing the same

game. Moreover, makes the same move at these prefixes.

The intuition behind condition C9 is that playgknows that player only make moves that is
aware of. Therefore, playémust consider at least one histdriywhere he believes that every player
made a move thagtwas aware of. It follows from All, C1, C2, and C9 that thererigragoing through

I where every playef makes a move that playébelieves thayj is aware of.

Since we assume that players have (modulo awareness) cokmowtedge about information sets,
if I'" is the game from the point of view of playg¢or the modeler) and there are histori¢sandh” in

bothI'+ andI'®, then player; (or the modeler) knows that playégets the same signals in bdthand
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1" iff he knows that playei knows that he gets the same signals in those histories. GitOrea that
intuition.

Just asl"™ is not uniquely determined by, 7(I'", 1) depends on more than just the awareness
level of the player who moves at That is, even if4;(h) = A;(h'), we may haveF(I't, h) = (I )
and F(I't, h/) = (DM, I') with T # T'*.  We do not require that the awareness level determines
the game a player considers possible. This extra flexitlitgws us to model a situation where, for
example, players 2 and 3, who have the same awareness lehadjge on the awareness level of player

1, have different beliefs about the game player 1 considessiple?

A standard extensive ganiiecan be identified with the gam{¢l™ }, '™, F), where (abusing nota-
tion slightly) ' = (T', {A; : ¢ € N'}) and, for all historieg: in ani-information set/ inI", A,(h) = H
andF(I'™, h) = (I'"™, I). Thus, all players are aware of all the rungirand agree with each other and

the modeler that the gamelis We call this thecanonical representation @f as a game with awareness.

One technical issue: We have assumed that th&; se#tgames in a gamE&™* with awareness is
countable. For our purposes, this is without loss of geitgralVe are ultimately interested in what
happens in the gamié™, since this is the game actually being played. However, @yae that, we
need to consider what happens in other game&k fRor example, ifs is a history in[*"* wherei moves,
we need to understand what happens in the gBfsuch thatF(I'"™ k) = (I'",.), sinceT” is the

game that thinks is being played at historyin I'"". It is not hard to see that the set of games we need

2|f the beliefs of players 2 and 3 regarding 1 are compatibk wicommon prior, then we can view players 2 and 3 as
considering different information sets in the same gamsiptes However, if their beliefs are not compatible with anroon
prior, for example, if player 2 believes that player 1 bedig¥hat, in history:, T'; is the actual game with probability 1, and
player 3 believes that, in history, player 1 believes thdt, is the actual game with probability 1, whefe # I'z, then we

cannot view players 2 and 3 as considering the same gamélgossi
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to consider is the least sgt such thafl"™ € G’ and, for everyi” € G and historyh in TV such that

F(I',h)=(T",.),I" €. G is guaranteed to be countable, eveg is not.

3 Local strategies and generalized Nash equilibrium

3.1 Local Strategies

In this section, we generalize the notion of Nash equililorito games with awareness. To do that, we
must first define what a strategy is in a game with awarenes=lRiat in a standard game, a strategy
for playeri is a function fromi-information sets to a move or to a distribution over movespeshd-
ing on whether we are consideripgre (i.e., deterministic) strategies behavioral(i.e., randomized)
strategies. The intuition is that play&s actions depend on whaknows; the strategy can be viewed as
auniversal plan describing what will do in every possible situation that can arise. This nzagense
only because is presumed to know the game tree, and thus to know in advdhite situations that

can arise.

In games with awareness, this intuition no longer makeseselRsr example, playercannot plan
in advance for what will happen if he becomes aware of somgthe is initially unaware of. We must
allow i’s strategy to change if he becomes aware of more movesg,Let{I” € G : for somel't e
GandhinT*, P*(h) =diandF (I, h) = (I’,-)}. Intuitively, G; consists of the games thatiews as
the real game in some history. Thus, rather than considerémggle strategy in a ganh& = (G, I, F)
with awareness, we consider a collectign v : I € G;} of what we calllocal strategiesone for each
augmented game i;. Intuitively, a local strategy; v for gamel” is the strategy thatwould use if:
were called upon to play andhought that the true game wlS Thus, the domain of; i consists of

pairs(I'*, k) such thaf"* € G, his a history inlt, P*(h) =i, andF(I'", h) = (I, I).
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Define an equivalence relatien; on pairs(I”, h) such thafl” € G andh is a history inI” where
i moves such thafl’;, hy) ~; (T'e, ho) if F(I'1,hy) = F(I, hy). We can think of~; as defining a
generalized information partitiom I'*. It is easy to check that-a; equivalence class consists of a union
of i-information sets in individual games ¢h Moreover, if some element of&; equivalence class is
in the domain of; v, then so is the whole equivalence class. At all pélitsh’) in a~; equivalence
class, it F(I', n') = (', I), playeri thinks he is actually playing in the information desf I'*’. Thus,
we require thaw; 1/ (I'1, h1) = 0,1/ (I'a, ko) if (I'1, h1) and(I'y, ko) are both in the domain af; r and
(T'1, h1) ~; (Ta, ha).

The following definition summarizes this discussion.

Definition 3.1 Given a game with awarene$s = (G, I'", F), alocal strategy; i for agenti is a
function mapping pairg$I'*, k) such thath is a history where moves i+ and F(I'*, h) = (I, I) to
a probability distribution overM;,, the moves available at a histoty € I, such thato; r/(I'1, h1) =

o1/ (Lo, he) if (1, hy) ~; (L, ha).

Note that there may be no relationship between the strategie for different games”. Intuitively,
this is because discovering about the possibility of a téfie move may cause agertb totally alter his
strategy. We could impose some consistency requiremeutsydhave not found any that we believe
should hold in all games. We believe that all our results wardntinue to hold in the presence of

reasonable additional requirements, although we havexpbdred the space of such requirements.

3.2 Generalized Nash Equilibrium

We want to define a notion of generalized Nash equilibriumsstmaapture the intuition that for every

playerz, if i believes he is playing gani&, then his local strategy; r is a best response to the local
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strategies of other players IH.

Define ageneralized strategy profilef I'* = (G,I"™, F) to be a set of local strategies= {o; 1 :
i€ N,I" € G;}. Let EU, 1(&) be the expected payoff farin the gamd™ given that strategy profile
7 is used. Note that the only strategiesdirthat are needed to compuiel; (&) are the strategies
actually used i1”; indeed, all that is needed is the restriction of theseegiias to information sets that
arise inI”.

A generalized Nash equilibriumf I'* = (G, T, F) is a generalized strategy profifesuch that for
all " € G, the local strategy; 1 is a best response #_; r), wheres_; r) is the set of all local

strategies irF excepto; 1.

Definition 3.2 A generalized strategy profilé* is a generalized Nash equilibriurof a gamel™ =

(G,I™, F) with awareness if, for every playérgamel” € G;, and local strategy for i in T”,
EUZ,F, (6:*) 2 EUZ,F/((Ei(ZJ—")a U))

The standard definition of Nash equilibrium would say tias a Nash equilibrium itr; is a best
response t@_;. This definition implicitly assumes that playércan choose a whole strategy. This
is inappropriate in our setting. An agent cannot anticighst he will become aware of more moves.
Essentially, ifl’; # I'y, we are treating playerwho considers the true game to Beto be a different
agent from the version of playérwho considerd’; to be the true game. To understand why this is
appropriate, suppose that playeronsiderd™; to be the true game, and then learns about more moves,
and so considerE; to be the true game. At that point, it is too late for playéo change the strategy
he was playing when he thought the game WasHe should just try to play optimally for what he now
considers the true game. Moreover, while playéninks that the gamé'; is the true game, he never

considers it possible that he will ever be playing a difféergeime, so that he cannot “prepare himself”
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for a change in his subjective view of the gat&hese considerations suggest that our notion of Nash
equilibrium is appropriate.

It is easy to see that is a Nash equilibrium of a standard game dffis a (generalized) Nash
equilibrium of the canonical representation Iofas a game with awareness. Thus, our definition of

generalized Nash equilibrium generalizes the standarditefi.

Consider the game with awareness shown in Figures 1 (takisgd bel'™), 2, and 3. We have
Ga = {T4 TP} andGp = {I"™,T'P}. Takingdom(o; /) to denote the domain of the strategyr,

we have

dom (0 4 pa) = {(I'"™, (), (I'*, (unawarg), (I'*, (aware )},
dom(op pm) = {(I'™, (across)), (I', (aware, acrosg))},
dom(o 4 rn) = {(I'".())}, and

dom(op ps) = {(I'*, (unaware,acrosg), (I'?, (across;))}.

Each of these domains consists of a single generalizedhiafiton set. Ifp < 1/2, then there exists a
generalized Nash equilibrium wheog, pa = across, o4 s = downy, oprm = downg, op s =
acrosg. Thus, in the modeler's gamd, plays acrosg, B plays downs, and the resulting payoff vector
is (2,3). Onthe other hand, jf > 1/2, then there exists a generalized Nash equilibrium whgrgs =
downa, o4 ps = downy, oprm = downg, op ps = acrosg. Thus, in the modeler's game, plays
downy, and the payoff vector i€l, 1). Intuitively, even though both and B are aware of all the moves
in the modeler’s gamed considers it sufficiently likely thaB is not aware of dowp, so A plays
downy. There exists another generalized Nash equilibrium wherga = downa, o4 rs = downy,

oprm = acrosg, andop rs = acrosg that holds for any value gf. Intuitively, A believesB will

3In games with awareness of unawareness, an agent may aoingidssible that he will become aware of more informa-
tion. But this too is incorporated in his view of the game, sahn still do no better than playing optimally in his curreieiv

of the game.
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play acrosg no matter what heR) is aware of, and therefore plays doywrgiven thatA plays down,

B cannot improve by playing downeven is he is aware of that move.

We now show that every game with awareness has at least oreatized Nash equilibrium. We
proceed as follows. Given a garhé = (G,I", F) with awareness, let be a probability org that
assigns each game &hpositive probability. (Here is where we use the fact tids countable.) We
construct a standard extensive gahteby essentially “gluing together” all the gamgS € G, except
that we restrict to the histories i that can actually be played according to the players’ aves®n
level. Formally, for eacli” € G, we restrict to the historiesH’ | = {h € H' : for every prefixh; - (m)
of h, if P'(hy) =i € NandF(I',hy) = (I'”,I), then for allhy € I, hy - (m) € H"}. As we shall
see, all the components bf are independent of except for nature’s initial move (as encoded f3).

In 'V, the set of players i§(i,I') : I” € G;}. The game tree df” can be viewed as the union of the
pruned game trees &f € G. The histories of ¥ have the formI”) - h, wherel” € G andh € |H"|.
The move that a player or nature makes at a his{bfy - h of I'” is the same as the move madehat
when viewed as a history @f. The only move il” not determined by™* is nature’s initial move (at

the history()), where nature chooses the gafitec G with probability v (T").

Formally, letl’” be a standard game such that

o NV ={(I"): " € G;};

e MY =G Upeg |M'], where| M| is the set of moves that occur jil’ |;

e H' = (YU{{I")-h:T"€G,he |H|};

“We did not discuss this latter equilibrium in the prelimipaersion of this paper.
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e P(()) =c¢,and

(:,T") if P"(h') =i e N and

Py - h') = F@M ) =@, ),

c it P"(h') =c;

o fET'() = v(T)andfe(-[(T") - h') = fE(|R') if PM(R') = c;

e I/ is just the~; relation restricted to historied™, 1) € H” wherei moves andF (", h) has
the form (T, -);

ul(z) ifTh =17,

)

o ulp((I")-2) =
0 if T/ AT

Theorem 3.1 For all probability measures onGg

(a) I'V is a standard extensive game with perfect recall; and

(b) if v gives positive probability to all games @, thena is a Nash equilibrium of” iff &/ is a

generalized Nash equilibrium &f, whereo; v ((I'") - h') = ag,F,(rh, h').

Although a Nash equilibrium does not necessarily exist imggwith infinitely many playerd,;”
has three special properties: (a) each player has onlyl§initany information sets, and (b) for each
player (i,I"), there exists a finite subsaf(i, I") of N” such that(i,T")'s payoff in "V depends only
on the strategies of the players W(i,I’), and (c)I'” is a game with perfect recall. This turns out to
be enough to show thdt” has at least one Nash equilibrium. Thus, we get the followimwllary to

Theorem 3.1.

Corollary 3.1 Every game with awareness has a generalized Nash equitibriu
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4 Modeling Awareness of Unawareness

In this section, we describe how to extend our represemtaifogames with awareness to deal with
awareness of unawareness. In an augmented game that réprplgeri’s subjective view of the
game, we want to model the fact thatnay be aware of the fact thgtcan make moves at a histohy
thati is not aware of. We do this by allowinfjito make a “virtual move” at history:. Histories that
contain virtual moves are calledrtual histories These virtual histories do not necessarily correspond
to a history in the underlying ganie(i.e., i may falsely believe that can make a move dtthat he is
unaware of), and even if a virtual history does correspona history inI", the subgame that follows
that virtual history may bear no relationship to the actubigame that follows the corresponding history
in the underlying game'. Intuitively, the virtual histories describe ager# (possibly incomplete and
possibly incorrect) view of what would happen in the gameifis move she is unaware of is made by
agentj. Playerj may have several virtual moves available at historgand may make virtual moves at
a number of histories in the augmented ganiéote that agent's subjective game may include virtual
moves for; himself;7 may believe that he will become aware of more moves (and nkayaetive steps

to try and learn about these moves).

To handle awareness of unawareness, we consider a geatoaliaf the notion of augmented game.
We continue to refer to the generalized notion as an augmeatene, using “augmented game without
awareness of unawareness” to refer to the special case weddmwsed on up to now. Formally,” =

(NT, MY HT PT fr {Z} :ie Nt} {uS :ie N*},{Af : i € NT})is anaugmented game

5In the preliminary version of the paper, we assumed thatidlial moves were terminal moves. This is appropriaté if
has no idea at all of what will happen in the game after a Vi@ve is made. The greater generality we allow here is useful
to model situations where playéhas some partial understanding of the game. For exampbay know that he can move

left after j’s virtual move, no matter what that virtual move is.
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based on the (standard) finite extensive gdme (N, M, H, P, f.,{Z; : i € N},{u; : i € N})ifit
satisfies conditions A1-A3, A6—-A10 and A12 of augmented garaed variants of A4, A5, and A8.
Before stating these variants we need to define formally ¢hefsvirtual histories of" ™. The set of

virtual historiesV* of I'" is defined by induction on the length of histories as follows:
1. ifme HY,me Mt — M, and eithetP™(()) € N* or P*(0) = ¢ = P((), thenm € V;
2. if h-(m) € Ht andh € V', thenh - (m) € VT;

3. ifh-(m)e H ,me M+t — M,h ¢ V*,and eithetP™(h) € NT or P*(h) = ¢ = P(h), then
m € V*, whereifh ¢ VT, thenh is the subsequence afconsisting of all moves in that are

also inM, and ifh € V1, thenh = h.
We can now state the variants of A4, A5, and AS8.
A4’ If PT(h) € N*andh ¢ V', thenP*(h) = P(h) andM,” C Mz U (M™ — M).

A5’ If Pt(h) = candh ¢ VT, then eithetP(h) = candM," C MzU (M* — M), or P(h) # c and
M;"nM =0.
A8'. If h andh’ are in the same information setin™ andh,h’ ¢ VT, thenh and?’ are in the same

information set ir".

A game with awareness of unawareness based' @ defined as a tupl€* = (G,I'"™, F) just
as before. The modeler's extended galiie satisfies the same conditions M1-M3 as before, and the

mappingF satisfies C3—C5 and C7-C10 and the following variants of @1 a8d C6:

Cl. {h:he H"h¢V"} =a.

SWe could also relax A3 to allow some “virtual players”. We dut o that here for ease of exposition.
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h h _ h i h e
C2. If ¥ € H" and P*(h') = j, then (@)A}(h') C a, (b) if b' ¢ V", then(Mz N {m : h" - (m) €
a}) U (M}, — M) = M}, and (c) if F(I'"',h’) = (I',I'), then for allh” € I', we have

M}, C M.
C6. If b’ € I andh, i’ ¢ V", thenk andZ’ are in the same information setlin

CY and C6 have been weakened so that these restrictions only appbnteirtual histories of . Part
(a) of CZ is the same as the first part of C2; part (b) implies that the&atoves available to player
7 at a non-virtual history:’ is the set of moves that playeis aware of that are available joat B in
the underlying game together with some virtual moves. Itashard to check that in games without
awareness of unawareness, part (c) follows from A4, C1, ahds€@ it does not need to be explicitly

stated in C2. However, now that A4 has been weakened towetmust mention it explicitly.

Note thatl'™ is an augmented game with no awareness of unawarenessathere virtual moves,
since the modeler is indeed aware of all possible moves (aot/k it). We can now define local
strategies, generalized strategy profiles, and genedalizsh equilibrium just as we did for games with

awareness. The same technique as that used to show Cofbllazgn be used to prove the following.

Theorem 4.1 Every game with awareness of unawareness has a generalegddquilibrium.

5 Modeling Lack of Common Knowledge

Game theorists have long searched for good approaches tlingpdames where there is no common
knowledge among players regarding the game being playeda@uoach is flexible enough to handle
such lack of common knowledge. In this section, we discussctianges needed to handle lack of
common knowledge. We remark that what we do here makes psdase even in games where there

is full awareness.
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We can modify our model to accommodate four different aspeftlack of common knowledge.

e Lack of common knowledge regarding who mové& assumed that every player understands
who moves in each history he is aware of. Although we stillcheerequire that every player
knows when it is his turn to move, we can handle the case whpl&yar has false beliefs about
who moves after a history that is not in one of his informaseis. For example, we are interested
in modeling the case where playemay be confused after some histdryas to whether player
j or playerk moves, but in both casésstill believes that the same moves are available. That is,
playeri knows what could happen next, but he does not know who is dgoirtp it. (Later we

model uncertainty not only regarding who moves but alsordigg what the move is.)

To explain the necessary modifications, we need one moreitaefinLet G,, ; be the smallest
subset oG such that if eithel’™ = I'" orI'" € G,,;, h € HT, P*(h) =4, andF(I'",h) =
(I'",-), thenI” € G,,;. Intuitively, G,,, ; consists of all games playérconsiders possible, or

considers possible that he considers possible, and so sorra history of the modeler’s game.

We can model lack of common knowledge about who moves bycaigad4 by
A4". If PT(h) =ie N*,thenM,” C M.

Thus, we no longer require that the player who moves at lyisias necessarily the one who
moves ath. However, we do make this requirement for the modeler's gainee the modeler
is assumed to understand the underlying game. Thus, we rddst aequirement M4 for the

modeler's game that is identical to A4 except that we replacdy I'™.
Playeri must also understand that he moves at a hiskdffyhe moves at: for games inG,,, ;.
Cll. T+t € G,h € HT, PT(h) =i, A (h) = a, F(I't,h) = (T, 1), andh’ € H", then if
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I'" € G,,; andP"(k') = i, thenP(I') = i. Conversely, ifP(1') = i, then there exists a

prefix or suffixh” of i’ such that” = %" and P"(h") = i.

We also need to make modifications to A5. Since we want to ai@layer to have false beliefs

about when nature moves, we replace A5 with
A5". If P*(h) = c, then eithetM;" C Mz, or M, N M = 0.

As before, the moves iM,‘:— in the case Wheré/[;r N M = ( intuitively capture uncertainty
regarding a player's awareness level. But now it may be tke tzat a player falsely believes
that nature moves after histohyin the underlying game. Just as with A4, we must add a comditio

M5 to the modeler’'s game that is identical to A5, except fhats replaced by.

e Lack of common knowledge about the information 3#sassumed that every player understand
the signals every other player receives in every historysheniare of. We can weaken this as-
sumption by allowing a player to have false beliefs aboustigeals received by other players, or

equivalently, by allowing a player to have false beliefsutlibe information sets of other players.

We can model lack of common knowledge about the informatitis by removing conditions
A8-A10. Again, because we assume that the modeler unddsstia@ information sets, we would
add analogues of A8-A10 to the conditions on the modelensegé&eplacingl’'™ by I'"™, of
course). Similarly, we would require analogues of A8 and @B8dald in the “C-list” of conditions
for gamesI' e Gm.i,» and we weaken C6 so that it also holds only Fdr € Gm,i- We must
also add an analogue of A10 to the “C-list” for gani&s € G, ; for historiesh’ andh” in an

i-information set.

e Lack of common knowledge about payoff§e assumed that payoffs depended only on moves
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of the underlying game and that they were common knowledgengnplayers. By dropping
condition A12, we remove both of these assumptions. If wetw@require that payoffs depend
only on the underlying game, but still want to allow playersive false beliefs about the utilities,

we would add an analogue of A12 in the modeler's game and edeltbwing weakening of A12;

Al2. If Tt € G, 2,2 € ZT,andz = 7/, then foralli € N*, u (2) = u (/).

1

Although the playerj whose view of the game E* may have false beliefs about the payoffs,
playerj knows that the payoffs depend only on the moves made in theriyimy game. A12

captures that intuition.

e Lack of common knowledge of the underlying gakive.assumed players have common knowl-
edge about the structure of the underlying game. Our frameaan model a situation where
each player has a completely different conception of whategs actually being played, which
may have very little relationship to the actual underlyirgr (although we still assume that the
modeler's game corresponds to the actual game). The keysdealrop the assumption that all

augmented games are based on the same fame

To formalize this intuition, we modify A2 so that the;” function does not necessarily map
histories of an augmented game to histories of the same ganiRather, A (h) is the set of
histories of some gamg(h) that, intuitively, i considers to be the true underlying game. Thus,
if h andh’ are two histories i, then A} (h) and A;" (k') may be histories in two completely
different games.  Sinc&(h) is viewed asi's subjective view of the true underlying game,
we assume that he understands it perfectly. Thus, we rethjrA8 and A8-A12 and replace
conditions A3-A5 by M1-M3 (where the set of players is the afeplayers inT'(h) and the

projection function maps a history to a historyh in T'(h)). With regard to A7, note that, even
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if a player intuitively has perfect recall, he may realizetlre future that he does not consider

possible a history he considered possible in the past.

In the definition of games with awareness, we allgwio contain augmented games based on
standard games different from the game on wihi€h the modeler's game, is based. We continue
to require conditions C1, C3-C5, C7-C9, and C11, but we we&k In C2 we required that
a player: cannot consider possible a gaiifewhere one of the playersmoving inI'" is aware

of more runs thari is. In this setting, we allow to consider possible a gani# where one of
the playersj moving inT" believes (falsely, from’s point of view) that some runs are possible
thati does not consider possible. However, we require that thefseoves that believes thaj
believes are available to him while moving at histarfyin I'” is a subset of the moveédelieves
are available tg while moving ath’. We thus replace C2 by the following condition’C2vhich

is the analogue of parts (b) and (c) of'C2

C2'. If ¥ € H" P"}) = j, andF(T", 1) = (I, I'), then for all” € I', M}, C M}, and
Mz {m B (m) € a} = M.

Since we allow players to have false beliefs about inforomatiets, we drop conditions C6 and

C10. However, since we have dropped A7 and weakened C2, waeed/the following condi-

tion, which requires that if a player considers possibletataistories of the underlying game,

then he cannot believe that in the future he will considesitds a different set of histori€s.

Cl2. It € I, " € H", PM(h") = i, andh” is a suffix of/, then AZ(h') = AR(h").

"Note that this does not rule out a situation where a playealizes at history’ that his view of the game will change at
a future historyh” when he receives some additional information. If this is¢hge, then this should already be described in

the set of histories thatconsiders possible at.
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It is easy to see what C12 follows from A7, C2, and C4, whichliywwe did not list it explicitly

earlier.

This approach of allowing the augmented gameg§ to be based on different underlying games
actually subsumes our earlier approach and allows us taeafack of common knowledge
about who moves, what the information sets are, and whataheffs are. For example, note that
despite the fact that we have replaced A3-5 by M1-3, we camralsdel games with awareness
using this approach by taking the gari¢h) to be the game consisting only of the runsIof
that are inA* (). (Of course, if we do that, we need to reinstate A7 and rep@2ewith
C2.) To capture lack of common knowledge about who movesakelt(%) to be identical td"
except that different agents may move at a given informagein Similarly, we can model lack of
common knowledge about what the information sets and wiegpalyoffs are by restricting(h)

appropriately.

Despite all the changes to the conditions, the definition®adl strategies and generalized Nash

equilibrium, and the theorems and their proofs remain ungbd. Thus, our techniques can deal with

highly subjective games as well as awareness.

6 Related Work

There have been a number of models for unawareness in tradite (see, for example, [2; 14; 20; 21;

1]). Halpern [8] and Halpern and Régo [10] showed that inexise sense all those models are special

cases of Fagin and Halpern’s [2] approach where they modeledeness syntactically by introducing

a new modal operator for it. Halpern and Régo [11] extendagirFand Halpern’s logic of awareness

to deal with knowledge of unawareness. All of these paparssed on logic, and did not analyze the
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impact of unawareness in a strategic setting.

Feinberg’s [3, 4] work is most similar work to ours. We diseed the high-level difference be-
tween our work and that of Feinberg in the introduction. Heesfocus on some of the more detailed

differences:

e Feinberg does not model games semantically. He encoddseahformation in theF function
syntactically, by describing each player's awareness| lawd iterated nested awareness levels

(e.g., what playet is aware that playe? is aware that playes is aware of).

e In dealing with extensive games, Feinberg [3] assumes keatuns that a player is aware of
completely determine what game he believes he is playingarihot be the case that there are
two distinct “identities” of a player that have the same amass level. As we discussed in

Section 2, this assumption limits the applicability of thedsal.

e Feinberg assumes that if playigs aware of playeyj, theni must be aware of some move of player
j. We do not require such a condition since the analogous tionds not typically assumed in
standard extensive games. For example, in a standard metgiaene, a player may get a payoff
even though there is no node where he can move. But it islttiviadd this requirement (as it

would be trivial to drop in Feinberg’s framework), and makibhhas no impact on the results.

e Feinberg [4] defines payoffs for playéby using what he calls “default actions” for players that
7 is unaware of. He says that this default action will be cantiependent. We do not have such
default actions in our setting; the payoff of a player in canfiework is independent of the payoff
of the players he is unaware of. The assumption of a defatittraseems somewhat problematic

to us; it is not clear what the default move should be in gdn&tareover, if two different players
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are unaware of playey, it is not clear why (or whether) they should assume the sagfeuld

action.

In dealing with extensive games, Feinberg [3] defines moYesinire by conditioning on the set
of moves of nature the player is aware of. In our framewors, Would amount to the following

requirement:

C13 IfT* € G,h € H*, PT(h) =i, A (h) = a, FTT,h) = (T", 1), W € H", P"(}) = ¢,
and M} N My # 0, thenf#(m | i) = % for everym € MJ, and f"(m | h') = 0
¢ h!
if m ¢ M.
As Feinberg did, for that condition to be well defined we reguhat f.(m | h) # 0 for all
m € Mz and historiesh. As we discussed in Section 2, while we believe such a reqeint

makes sense if nature’s move is interpreted objectivelypés not make sense in general so we

do not assume this in every augmented game.

Sadzik [26] considers a logic of awareness, knowledge, aoldapbility based on that of Heifetz,

Meier, and Schipper [14], and uses it to give a definition of&aan equilibrium in normal-form

games with awareness. Heifetz, Meier and Schipper [13]@lssider a generalized state-space model

with interactive unawareness and probabilistic beliefd gine a definition of Bayesian equilibrium in

normal-form games, without assuming Feinberg’s restmctlLi [17] has also provided a model of un-

awareness in extensive games, based on her earlier work delimgpunawareness [18; 19]. Although

her representation of a game with unawareness is quiteasitoilours, her notion of generalized Nash

equilibrium is different from ours. Just as we do, she respithat every playermake a best response

with respect to his beliefs regarding other player’s sgig® in the gamé™ that: considers possible.

However, unlike us, she requires that these beliefs satigfgnsistency requirement that implies, for
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example, that if a playeris aware of the same set of moves for him at both informatiodse game

Iy and information sef; in I's, and these information sets correspond to the same infamsét in
the underlying gamg, then the local strategies r, ando; r, must agree at these information sets; that
is, oir, (I1) = 03,0, (12).

Ozbay [23] proposes a model for games with uncertainty wpkgers may have different aware-
ness levels regarding a move of nature. He assumes that ¢he players is fully aware, and can tell
the other player about these moves before the second playegsm Although our model can easily
capture this setting, what is interesting about Ozbay’'s@gh is that the second player’s beliefs about
the probability of these revealed moves of are formed asgbéine equilibrium definition. Filiz [5] uses
Ozbay’s model in the context of incomplete contracts in tlesence of unforseen contingencies. In this
setting, the insurer is assumed to be fully aware of the ngaticies, and to decide strategically which

contingencies to include in a contract, while the insureg nw be aware of all possible contingencies.

Finally, we remark that our notion of a game with awarenessoasisting of the modeler's game
together with description of which game each agent thintkésactual game at each history has much
in common with the intuition behind Gal and Pfeffer’s [6] iwot of a Network of Influence Diagrams
(NID). Formally, NIDs are a graphical language for representmgettainty over decision-making mod-
els. A node in a NID (called alock by Gal and Pfeffer) represents an agent’s subjective batiefit
the underlying game and what the strategies used by aggmadi®n. Each node (game) in a NID is
associated with anultiagent influence diagrafi5] (MAID), which is a compact representation of a
game. A NID has directed edges between nodes labeled byqgirs form (i, H), wherei is an agent
and (in our languageld is a set of histories. Intuitively, if there an edges from @deggame)” to a
nodel” in a NID labeled by a paiti, H), thenH is a set a set of histories I, there is an agentthat

moves at all the histories i, and in gamd’, 7 believes thatj believes thal” is the true game when
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moving at a historyr € H.

Although Gal and Pfeffer do not try to handle notions of awass with NIDs, it seems possible to
extend them to handle awareness. To do this appropriatagjstency requirements similar to C1-C10

will need to be imposed.

7 Conclusion

We have generalized the representation of games to takewgotmunt agents who may not be aware
of all the moves or all the other agents, but may be aware daf khek of awareness. Moreover,

our representation is also flexible enough to deal with sitivge games when there is lack of common
knowledge about the game, even if awareness is not an issweehawe also shown how to define
strategies and Nash equilibrium in such settings. Thesergkrations greatly increase the applicability
of game-theoretic notions in multiagent systems. In largaes involving many agents, agents will
almost certainly not be aware of all agents and may well navi&re of all the moves that agents can
make. Moreover, as we suggested in the introduction, evevelhunderstood games like chess, by
giving awareness a more computational interpretation, aveprovide a more realistic model of the
game from the agents’ perspective. We remark that althougfoous on generalizing extensive-form
games, our framework is able to deal with normal-form gansesell, since we can view normal-form

games as a special case of extensive-form games.

There is clearly much more to be done to understand the r@devafeness (and lack of awareness)

in multiagent systems. We list some of the many issues here:

e We have assumed perfect recall here. But in long games ritse®re reasonable to assume that

agents do not have perfect recall. In a long chess gameatygliyers certainly do not remember
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all the moves that have been played and the order in whichvileeg played. It is well known
that even in single-agent games, considering agents wiplerii@ct recall leads to a number of
subtleties (c.f. [7; 24]). We suspect that yet more sulagetvill arise when combining imperfect

recall with lack of awareness.

In a Nash equilibrium of an extensive-form game, it may be dase that the move made at
an information set is not necessarily a best response ifitf@mation set is not reached. For
example, in the game described in Figure 1, even if both payave common knowledge of the
game, the profile wherd moves down and moves across is a Nash equilibrium. Nevertheless
moving down is not a best response ®if B is actually called upon to play. The only reason that
this is a Nash equilibrium is tha® does not in fact playSequential equilibriunil6] is a solution
concept that is arguably more appropriate for an exterfsira-game; it refines Nash equilibrium
(in the sense that every sequential equilibrium is a Nashilequm) and does not allow solutions
such as (down, acrosg). Our representation of games with awareness (of unawssgatiows
for relatively straightforward generalizations of sucfirements of Nash equilibrium. However,
there are subtleties involved in showing that generalizedions of these refinements always
exist. For example, we no longer have a one-to-one correlgmme between the generalized
sequential equilibria of the gan& and the sequential equilibria of the corresponding stahdar
gamel™. Nevertheless, we believe that we should be able to use amfomed construction to

show that a generalized sequential equilibrium exists anyegame with awareness.

We have analyzed situations where agents may be unawamnefraoves in the underlying game,
may be aware of their unawareness, and may have complelstyfaliefs about the underlying

game. Of course, there are other cases of interest whergoaddliproperties may hold. For
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example, consider a large geographically-dispersed gameeenagents interact only with nearby
neighbors. In such a game, an agent may be unaware of exdutlisylaying the game (although
she may realize that there are other agents besides heboegland even realize that the moves
made by distant agents may have an indirect effect on herjndael such a situation, we may
want to have virtual moves after which the game does not ertl{aallow agents to be aware of
subsequences of histories in the underlying game. We siibia@ straightforward extension of

the ideas in this paper can deal with such situations, butave hot worked out the details.

There has been a great deal of work on computing Nash edailitbs we have shown, a gen-
eralized Nash equilibrium of a game with awareness is a Ngslilrium of a standard game.
However, this standard game can be rather large. Are thigceeaf computational techniques for

computing generalized Nash equilibrium in interestingciglecases?

If there is little shared knowledge regarding the undegdygame, the saf of augmented games
can be quite large, or even infinite. Is it important to coesiall the iterated levels of unaware-
ness encoded ig? Halpern and Moses [9] showed that, in analyzing coordihateack, no
finite level of knowledge suffices; common knowledge is néefde coordination. Stopping at
any finite level has major implications. Rubinstein [25] siolered a variant of the coordinated
attack problem with probabilities, and again showed thatimite level suffices (and significant
qualitative differences arise if only a finite part of hieray of knowledge is considered). On the
other hand, Weinstein and Yildiz [28] provide a conditiordanwhich the effect of playergith
order beliefs is exponentially decreasingiin While we strongly suspect that there are games
in which higher-order unawareness will be quite relevamt ps with the Weinstein-Yildiz re-

sult, there may be conditions under which higher-order amess becomes less important, and
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a simpler representation may suffice. Moreover, it may besiptesto use NIDs to provide a
more compact representation of games of awareness in maag odinterest (just as Bayesian
networks provide a compact representation of probabildyributions in many cases of interest),

leading to more efficient techniques for computing geneedliNash equilibrium.

We hope to explore some of these issues in forthcoming work.
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A Proofs

Theorem 3.1: For all probability measures onGg

(a) I'V is a standard extensive game with perfect recall;

(b) if v gives positive probability to all games @, thena is a Nash equilibrium of™” iff &/ is a

generalized Nash equilibrium &f, whereo; 1 ((I'") - h') = ag,F,(rh, h').
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Proof: For part (a), suppose théf’) - 1)) and(I'”) - hY) are in the saméi, 't )-information set of
'V and thath), is a prefix ofh} such thatP” ((I")h})) = (i,I'"). By definition of ', it must be the
case that there existinformation sets/; andl, in 't such thatF (I, n}) = F(I",h]) = (T'F, )
and F(I',ny) = (', I1). If hy is a history inI;, C8 implies that there exists a prefix of h; such
that P*(hy) = i, F(I'",he) = (', L) and if b}, - (m) is a prefix ofh}, thenhs - (m) is a prefix
of hi. Applying C8 again, it follows that there exists a prefi§ of h” such thatP™ (h4) = i and
F(T",nf) = (M, L) and if hy - (m) is a prefix ofhy, thenh] - (m) is a prefix ofh/. Therefore, by
definition of 'V, (I'”, h%) and(I”, hf) are in the same information set.

Suppose further that,, - (m) is a prefix ofh). Thus,hs - (m) is a prefix ofhy, which implies that
hy - (m) is a prefix ofh. This proves part (a).

For part (b), letPrZ be the probability distribution over the runslifi induced by the strategy profile
g and f?. PrZ(z) is the product of the probability of each of the movesin(lt is easy to define this
formally by induction on the length of;, we omit details here.) Similarly, Ia‘t’r(’;, be the probability
distribution over the runs ifi* € G induced by the generalized strategy profileand . Note that if
Prl(z) > 0,thenz € |[H"]. Thus,(I"") - = € H".

For all strategy profiles and generalized strategy profile’s if agI,(Ph, B') = o, ((T")-1'), then
it is easy to see that for afl € Z" such thatPrZ (2) > 0, we have thaPr%((T'") - 2) = v(I") Prl, (z).
And sincev is a probability measure such thgf™) > 0 for all I'* € G, we have thaPr%((I'"*)-z) > 0
iff Prffl,(z) > (0. Suppose that is a Nash equilibrium of . Suppose, by way of contradiction, th#t
such thav; 1, (T, h') = o; 1 ((T") - 1) is not a generalized Nash equilibriumof. Thus, there exists

a playeri, agamd'* € G;, and a local strategy for playeri in I'* such that
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> Priz <> Pl @)U (2) (1)

i+
z€Z+ z€Z+ @r)’

Defines to be a strategy for playéi, T) in T such thais((T"") - ') = s'(I', b/). Multiplying (1)

by v(I't) and using the observation in the previous paragraph, avallthat

S PHT) 2 < Y Pri L G 2t (o) @

z€|Z | z€|Z T

By definition ofu; -, (2) holds iff

Y Py () < X Pl ol (7). ©

ez ez
Therefore g is not a Nash equilibrium df”, a contradiction. The proof of the converse is similar;

we leave details to the readdr.

Corollary 3.1: Every game with awareness has a generalized Nash equitibriu

Proof: For games with perfect recall, there is a natural isomorphietween mixed strategies and
behavioral strategies, so a Nash equilibrium in behavrateggies can be viewed as a Nash equilibrium
in mixed strategies [22]. Moreover, mixed-strategy Nashiléaia of an extensive-form game are the
same as the mixed-strategy Nash equilibria of its normeahfiepresentation. Salonen [27] showed that
there exists a Nash equilibrium in mixed strategies in a @bfiorm games with an arbitrary séf of
players if, for each playet, the setS; of pure strategies of playeris a compact metric space, and
the utility functionsu; : S — IR are continuous for all € N, wherelR is the set of real numbers
andS = II;cn.S;, the set of pure strategies, is endowed with the productiagyo Since in*”, every

player has a finite number of pure strategigss clearly a compact metric space. Moreover, since each
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player’s utility depends only on the strategies of a finitenber of other players, it is easy to see that
u; + S — IR is continuous for each playere N. It follows that there exists a Nash equilibriumIof.

Thus, the corollary is immediate from Theorem 3 1.
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