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Abstract

We present a new level-set based method to segment and quantify stenosed in-
ternal carotid arteries (ICAs) in 3D contrast-enhanced computed tomography an-
giography (CTA). Within these data sets it is a difficult task to evaluate the degree
of stenoses deterministically even for the experienced physician because the actual
vessel lumen is hardly distinguishable from calcified plaque and there is no sharp
border between lumen and arterial wall. According to our knowledge no commer-
cially available software package allows the detection of the boundary between lumen
and plaque components. Therefore in the clinical environment physicians have to
perform the evaluation manually. This approach suffers from both intra- and inter-
observer variability. The limitation of the manual approach requires the development
of a semi-automatic method that is able to achieve deterministic segmentation re-
sults of the internal carotid artery via level-set techniques. With the new method
different kinds of plaques were almost completely excluded from the segmented re-
gions. For an objective evaluation we also studied the method’s performance with
four different phantom data sets for which the ground truth of the degree of stenosis
was known a priori. Finally, we applied the method to ten ICAs and compared the
obtained segmentations with manual measurements of three physicians.
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1 Introduction

One of the major causes of death in western civilization (after coronary artery
disease and malignancy) are apoplectic insults, also called apoplexy or stroke.
Elder people, in particular, are often affected by disabilities resulting from it.
A large percentage of apoplectic insults are caused by stenosed carotid arter-
ies [1]. An atherothrombotic plaque-forming lesion at the bifurcation of the
common carotid artery and/or the proximal part of the ICA is often the result
of carotid artery atherosclerosis [2]. These plaques cause a gradual, progressive
narrowing of the arterial lumen thus making blood flow through the artery
progressively more difficult. Lumen means the actual opening of a blood ves-
sel being available to the blood flow. The plaque area often is a thrombus
forming site causing a thrombembolia also resulting in an ischemic apoplexy.
Treatment of carotid artery stenosis depends on clinical findings related to the
degree of the stenosis. In order to determine the degree of a stenosis, there are
various ways of imaging. Two-dimensional (2D) intra-arterial digital subtrac-
tion angiography (DSA) has historically been used as a standard procedure for
visualizing the ICA. However, DSA is an invasive and expensive method with
complication rates from 1% to 4% [3,4]. Its 2D nature implies limitations for
vessels which are located parallel to the viewing direction as well. Magnetic
Resonance Angiography (MRA) and CTA are minimally invasive methods
that progressively replace DSA in clinical routine. State-of-the-art multislice
spiral C'T scanners allow for highest spatial resolution at very short scan times
(less than 10 seconds). For that reason we used only volume data sets from
contrast-enhanced computed tomography for quantification. The disadvantage
of CTA-scans is that it is difficult to evaluate the degree of a stenosis in cases
of calcified plaques. Previous studies have shown that a significant number of
cases had been misclassified [5]. The reasons for these alterations are mainly
difficulties arising from manual quantification of CTA-scans. These are in par-
ticular: First, to reveal the lumen of the blood vessel on a CT, a contrast
agent must be injected. Calcified plaque and blood vessels filled with contrast
agent have similar intensity values (in terms of Hounsfield units). Second, for
the evaluation, each examiner uses a slightly different intensity window where
lumen as well as plaques change their appearance according to the grey scale.
Even for the experienced physician it is difficult to distinguish calcified or
plaque-attached arterial wall and arterial lumen.

In order to overcome the above mentioned disadvantages, we developed a
computerized tool for quantification. So far, no computerized method for
quantification of stenosed carotid arteries for CTA data sets is commercially
available. We show a novel way of analyzing stenosed blood vessels using a
semi-automatic algorithm for quantification, which requires only minimal user
interaction. We focus on segmenting the lumen of the vessel only, without in-
cluding any plaques. Since different sorts of plaque are shown in CTA, it is of



highest importance for the quantification algorithm to recognize at least two
different kinds. While non-calcified plaques have a high penetration for X-rays,
the value at a CTA is low thus the non-calcified plaque appears dark. With
calcified plaque it is the other way round. The X-rays are more attenuated;
therefore the CTA value is high and the plaque looks white and bright. As
the appearance of calcified plaques is very similar to that of arterial lumen, it
is the most difficult task for any automated method to exclude these plaques
from segmentation.

In this article we present a new approach based upon the level-set method [6]
that is able to handle these difficulties. We extended the active contour model
of Tony F. Chan and Luminita A. Vese [7] to address the vessel/plaque seg-
mentation problem. As we will show the Chan-Vese model is already able to
handle data sets that include only non-calcified plaques. But calcified plaques
are completely included within the segmentation result. Even worse they are
sometimes segmented exclusively. In order to overcome the shortcomings of the
Chan-Vese model in the context of the vessel/plaque segmentation problem,
we present a modification of that approach and introduce suitable regulariza-
tion terms. With the proposed extensions it is now possible to use the obtained
segmentations for a semi-automatic quantification approach.

This paper is organized as follows. In the next section we review previous
approaches to vessel segmentation that are related to stenosis quantification
of the ICA. In Section 3 our level-set based method is explained in detail. A
major part of this work is devoted to evaluation and validation. Results for
phantom data sets and ICAs from different patients are reported in Section 4
and discussed in Section 5.

2 Previous Work

Within CTA scans Armin Kanitsar et al. [8] explore the segmentation of pe-
ripheral vasculature in large image sequences of the lower extremities. They
have to deal with the same problems encountered within this article. Calcified
plaques in the vessel walls have to be distinguished from arterial lumen. Their
method is strongly dependent on several user-interactions. In [9-12] an auto-
mated method for calcification detection in data sets from CTA is presented.
With a thresholding approach all connected objects above 220 Hounsfield units
are extracted from the scan. In order to distinguish calcifications from non-
calcifications a classification of each object is performed based on a num-
ber of features, which are computed from the object’s size, location, shape
characteristics and surrounding structures. In different studies the method
detected 75 % to 83.9 % of all calcifications at the expense of some false posi-
tives. According to Isgum et al. [10] a main drawback of their approach is that



in some scans relatively large volumes of contrast agent were misclassified as
calcifications. However, in the context of the vessel/plaque segmentation prob-
lem such a method could be used to remove calcified plaques from the CTA
scan in a pre-processing step. Marcel van Straten et al. address the prob-
lem of automatic removal of calcifications in the context of ICA by using a
local subtraction method [13]. In their approach an extra CT scan has to be
made, prior to contrast injection. The calcifications in both scans are registered
rigidly and then subtracted. According to [13], there are some imperfections
in the removal of the calcifications caused by patient or calcification motion
during data acquisition. However, the method is less subjective and more accu-
rate in comparison to threshold based calcification removal. In [14] a level-set
based technique for cerebral vasculature segmentation in CTA is presented
that uses a bone masking step based on an additional low-dose mask scan, in
order to exclude bones and calcifications. The level set is steered to the ves-
sel boundaries based on an estimation of the background and vessel intensity
via an intensity histogram analysis. The achieved quantification results were
comparable to the accuracy and reproducibility of two expert observers. The
radiation dose for the patient is increased by approximately one third, much
more than van Straten et al. [13] needed for the non-enhanced pre-scan.

Some articles have addressed the issue of stenosis grading of ICAs using MRA.
In comparison to CTA, a disadvantage of MRA acquisitions is their lower spa-
tial resolution. However, in MRA calcifications are not visualized, thus the
vessel/plaque segmentation problem does not occur. Frangi et al. evaluate a
3D model-based approach for the quantification and stenosis grading of ICAs
in contrast-enhanced MRA [15] that is comparable to manual quantification.
They compute an initial B-Spline surface around the vessel structure from
user-indicated points, thus getting a rough approximation of the central axis
and fit the surface subsequently to the image data. Also for MRA van Bem-
mel et al. developed a semi-automatic method for segmentation and stenosis
quantification of the ICA [16]. As a pre-processing step, the vessel-enhancing
filter from [17] is used. It is constructed to de-enhance non tubular structures.
Then, from two user-indicated points, the central vessel axis is determined as
the minimum cost path in-between them by considering the reciprocal value
of the vessel-enhanced image as cost function. With the central axis serving
as initialization, level-set techniques are employed to segment the vessel struc-
ture. Level set methods can describe the evolution of implicit active contours
driven by external (image based) and internal (contour based) forces. Both
the curvature of the contour perpendicular to the vessel axis and the vessel-
enhanced image including information of the image acquisition are used to
define the force terms. The variation in measurements in comparison with
manual quantifications was 8.7 % and the results were hardly influenced by
parameter variation. The problem of automatic segmentation of vasculature
in three-dimensional imagery is also addressed in [18]. Again, level-set meth-
ods are used for curve and surface evolution. They use a co-dimension two



level-set evolution in 3D, i.e., evolving line structures in 3D, in order to evolve
tubular structures in a better way compared to curvature-based evolution.
Their method was not evaluated quantitatively. Based upon level-set tech-
niques in [19], a method for segmenting multiple regions of simple medical im-
ages is shown. The different regions are separated by maximizing the distance
between their mean intensity values. The Chan-Vese active contour model
without edges [7] is very similar to that kind of approach. Our method is a
modification and extension of that model in order to solve the vessel/plaque
segmentation problem in data sets from CTA.

According to our knowledge, the only prototypical software tool that faces the
problem of performing a quantitative analysis of the carotid arteries in data
sets from CTA has been developed by Boskamp et al. [20]. In their work the
vessel segmentation is done by a region growing algorithm, that requires the
radiologist to manually place several seed points in the vessel of interest. The
threshold, which is used by the region growing technique, again has to be ad-
justed by user interaction. The user has to refine the segmentation by placing
several include and exclude markers in order to interactively define regions
containing the vessels of interest and regions containing adjacent structures.
The obtained segmentation still does not solve the vessel /plaque segmentation
problem, because calcified plaques are included in the segmentation. After a
skeletonization step the radiologist has to define an analysis path by selecting
two points anywhere on the skeleton. Then, another vessel segmentation on a
section-by-section basis is computed in several cross-sectional MPRs. Finally,
this result is used to perform the quantification of the vessel. According to
the NASCET criterion 22 of 29 quantifications are comparable to the refer-
ence quantifications by a radiologist using DSA [21]. However, the difference
between the radiologist and the semi-automatic approach can be as large as
20 %. Concerning the clinical workflow the most repellent disadvantages of
this software tool are the numerous interactions required for the radiologist.
In contrast, in our method only requires the definition of two points roughly
in the middle of the vessel to be analyzed in order to solve the vessel/plaque
segmentation problem. One point should be located before the stenosed part
and the other one after it. At the same time, these two points could be used to
define the vessel analysis path for a fully automatic quantification. However,
this problem is not addressed in this paper. The next section gives a detailed
description of both the theory of our new approach and the underlying theory.



3 Method

3.1 Motiwation

Common segmentation approaches like gradient based methods and region
growing approaches have difficulties to achieve appropriate segmentations of
the arterial lumen especially in the presence of calcifications. Although in CTA
the contrast enhanced arterial lumen has a clear contrast differentiation with
respect to the background, this is not the case in regions with bones and cal-
cified plaque components. The core regions of calcified plaques have volume
densities, that are significantly higher than that of arterial lumen, whereas
their border regions have density values like that of arterial lumen. Thus, the
volume intensities of these two structures interfere with each other. In Fig. 1la
we present 2D segmentation results achieved with a two dimensional level-set
based geodesic active contour model [22]. In an MPR view selected by a ra-
diologist we initialized a circular initial contour (black) in the arterial lumen
as indicated by the radiologist. The result of the algorithm (white contour) is
shown for different stopping function parameter values. As can be seen, the
results are very sensitive to parameter variation. For one configuration the
contour stopped as expected but with only small parameter variation the con-
tour did not stop at all or disappeared completely. We also observed, that the
results are very sensitive to the initialization of the contour. In Fig.1b results
of a simple neighborhood connected region growing algorithm, which includes
only voxels having an intensity in a selected interval, are shown for different
interval configurations. If the threshold interval is restricted too much, the
vessel structures are not completely segmented (left). Using larger threshold
intervals border regions of calcified plaques and other neighboring structures
are included within the segmentation (middle and right). We also observed
that a good threshold interval for one data set is not necessarily a good choice
for another one.

Quantifying the degree of stenosis based on such segmentations would be com-
pletely useless for the radiologist, because only the contrast enhanced lumen
shall influence the quantification result. There are two solutions handling that
problem: One can think of a segmentation approach that is able to extract
the lumen without including any calcifications by appropriate regularization.
The alternative would be a simple segmentation approach, that includes the
calcifications in a first step, and then tries to remove them in a second step.
As a reliable removal of the calcifications is very difficult to achieve without
using a non-enhanced pre-scan, it is very likely that several additional user
interactions are required in these approaches. That’s why we decided to de-
velop a segmentation algorithm that tries to exclude background regions and
calcifications using certain regularization during the segmentation step.



Fig. 1. Segmentation results with two well known methods are shown in an axial
MPR view, that was selected by a radiologist at the stenosed vessel part. In (a)
results of the geodesic active contour framework are shown. The initial contour
(black) is initialized inside the arterial lumen of the vessel as indicated by the radi-
ologist. The white contour represents the segmentation result after 1000 iterations
(left) and 122 iterations (right) with slightly different parameter settings. In (b) the
segmentation results (white contour) of a threshold based region growing approach
are shown. From left to right the threshold interval is successively increased.

3.2 Active Contours without Edges

The active contour model without edges of Chan and Vese [7] is able to de-
tect objects that are not necessarily defined by strong gradient magnitude.
It is based on techniques of curve evolution and level sets. In the level-set
framework introduced by S. Osher and J. Sethian [6] an implicit represen-
tation of the contour is used. A very important property of this method is
that two- and three-dimensional problems can be treated in one and the same
formalism. Furthermore it allows automatic topology changes, such as merg-
ing and breaking and also has the ability to represent cusps and corners of
the interface. Within the variational active contour framework, a volume uyg is
considered as a real-valued function vug : 2 C R* — R, where (2 is a non empty
open and bounded set with Lipschitz boundary 9 (usually Q2 is a cube in
R3). Throughout, ¥ = (x, vy, z) denotes a voxel position in €, | - | stands for the
Euclidean norm, “V” denotes the gradient and “div” the divergence operator.



The level-set method implicitly represents a curve Cy within a higher dimen-
sional function as the boundary of an open set w. We represent the curve Cj
as the zero level-set of a scalar Lipschitz function ¢ : R*> — R, such that

¢(Z) >0 in w
H(F) <0 in Q\w (1)
¢(¥) =0 on Ow.

For the implicit representation of the curve Cj, one can define the function
¢ using the signed Euclidean distance function [22]. For more details on the
level-set method and its applications we refer the reader to [23].

The active contour model without edges looks for a particular partition of the
given volume into two regions, one representing the objects to be detected,
and the second one representing the background. The active contour is given
as the boundary between the two regions and does not necessarily have to
be defined by gradient. This is achieved by the minimization of an energy
based functional using the intensity statistics (mean value) of the volume data
set inside and outside the evolving implicit curve. The following variational
integral is considered:

+72 [ uo(@) = eo?[L = H(o())]d, 2)

where ¢; and ¢, are the mean values of the image u( inside and outside the
curve defined as the zero level-set of ¢ and H(z) denotes the Heaviside func-
tion. The weight factors «, v; and v are the regularizing parameters. Intu-
itively, the first term of the energy functional punishes high curvatures of the
contour. The next two terms increase the energy proportional to the absolute
differences of the intensity values and the mean intensity value of the corre-
sponding region (object/background). This model performs as active contours,
looking for a 2-phase segmentation of the volume.

Considering H, and 6, any C* approximations and regularizations of the Heav-
iside function H and Delta function &y, as € — 0 and with H! = ¢, and
minimizing the energy with respect to ¢, we obtain the gradient descent flow:



Fig. 2. Two data sets with high calcium burden are shown (a,b). We give in each
sub-figure (left) a VRT (Volume Rendering Technique) and the obtained segmenta-
tion results of the Chan-Vese model as a 3D surface (middle). An MPR (right) at
the stenosed part is also given. The segmentation result is visualized by the white
contour. In each figure the location of stenosis is indicated by arrows.

"o =00 (« an(g5)
i (w(#) = 1)’ + 72(00(®) = 2)*). (3

We observed that the Chan-Vese model performed very well for the segmen-
tation of arterial lumen in data sets without any calcified plaque components
[24]. However, in data sets with high calcium burden, calcified plaques were
included completely in the segmented regions. This can be seen in Figure 2
which shows segmentation results for ICAs with high calcium burden. Thus,
the segmentation with the Chan-Vese method is not feasible for real clinical
quantification unless the problem of the inclusion of high intensity anatomical
structures like bones and calcifications into the segmented regions is solved.
However, in their core regions the intensities of these structures are signif-
icantly higher than that of the arterial lumen. We take advantage of this
observation to derive a new model that overcomes the above mentioned prob-
lems. It will be described in detail in the next section.



3.8 The Proposed Model: Extension to Vessel Segmentation without Plaque

The basic idea of our new model is to handle the background region differ-
ently in order to be able to include plaques and bones of high intensity into
the background region. Now, two mean intensity values, c; and c3, are calcu-
lated for its representation while the arterial lumen, which is to be segmented,
is still represented by the mean intensity c;. The intensity co is calculated
from all background voxels that are smaller than ¢; and the intensity c3 is
calculated from all background voxels that are greater or equal to ¢;. With
these modifications compared to [7], we are able to include both low and high
intensities into the background regions. Now, we formulate the energy to be
minimized as

Fa0(&),cr.caic0) = a [ [VH@@)|di 4+ [ |uo(@) — P H(6(2)d

+ 9 [ min (Juo(#) = ol [uo(&) = cof?)[L = H(o(&)]d. (4
Q

Here, “min(.,.)” denotes the minimum of its arguments. But within this for-
mulation it appears that it is not possible to control to which mean intensity
¢y the segmented region is going to be attracted. Sometimes, only the borders
of the arterial lumen were segmented and the inner part of the lumen was con-
sidered as high intensity background. For that reason, we decided to include
an additional regularizing term:

F3(¢(f),01,02,03) = F2(¢(f),01,02,03) + )\/ ‘UO(f) - gPH((b(f))df (5)

With this extension to the Chan-Vese functional, we penalize all parts of the
segmented region that are different to a stable and representative intensity
estimate &£ of arterial lumen, where X is a constant parameter. Additionally,
we forced the mean intensity c3 to be at least £ + A in data sets that have
no voxels with a higher intensity than the arterial lumen. With the intensity
values being normalized to an interval of [0..1], we figured out that a value of
A = 0.1 is a good choice.

The energy F3 often leads to excellent results for data sets that included mainly
non-calcified plaques with low intensity. The core regions of calcified plaques
were correctly excluded from the segmentation. Still, the segmentation result
in regions with calcified high intensity plaques did not prove to be satisfactory.
The main problem is that all kinds of calcified plaques have an intensity profile
at their borders that equals that of the arterial lumen. Thereby, the segmented
regions also included the border voxels of calcified plaques, as shown in Fig. 3a.
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Fig. 3. The segmentation (white contour) at the border of calcified plaques is shown
without regularization (a) and with regularization (b—d). The values of y were cho-
sen as p = {0,10,20,30} in that order. In each sub-figure a measurement from a
physician is indicated by a black line for comparison.

In order to reduce the inclusion of these border voxels to the segmented regions,
we added an additional regularization term:

Fi(o(Z), c1, co, c3) = F3(p(Z), c1, Ca, C3)
+u/mw1M) £, 0)H(6(7))dz. (6)

The basic idea is to force voxels almost having the same intensity like the
arterial lumen to be excluded from the segmentation when they are located
in the vicinity of calcified plaques. Therefore, we considered at each voxel its
cubic neighborhood Np within a radius of two voxels to penalize voxels that
have intensities higher than that of the estimate £ of arterial lumen in their
neighborhood. The constant parameter p determines the potential of regu-
larization. Fig. 3 (b—d) shows the regularizing effect for different values of p.
Unfortunately, the introduction of the various regularization terms increased
the dimension of the parameter space, thus making it more difficult to select
a suitable parameter configuration. However, in Section 4.2 we will arrive at
a satisfying parameter setting for the problem of vessel segmentation in CTA.

Using the Euler-Lagrange variational principle and considering again H, and
. any O approximations and regularizations of the Heaviside function H and
Delta function dg, as € — 0 and with H! = ., and minimizing the energy with
respect to ¢, we obtain the gradient descent flow:

0q;(tf) _ 5€(¢(§;’)) (a dlv(l qug:; |) ’71(u0(§j’) _ 01)2
o min ((u0(F) — e2)?, (o) — ca)°)
~Muo(@) — €)° = e mas (uol#) — £,0) ). (7)
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3.4 Medical Work Flow and Required Interactions

In order to evaluate the degree of stenosis manually the radiologist has to
carry out several steps. He has to navigate through a three-dimensional data
set and select at least the location of stenosis and a healthy location within the
internal carotid artery. Multi planar reconstructions (MPR) of the volumes are
used for this task. The quantification itself requires the measurement of the
minimal diameters of arterial lumen at these locations. The radiologist is able
to use his experience to distinguish the lumen of vessels from different kinds
of plaques by following the arteries and by anticipating their distribution.
While an automated method has to do without such knowledge, our approach
requires only two additional user-defined points for its segmentation task, one
being located before the stenosed part of the vessel and the other one after it.
Special care has to be taken in order to select points that are approximately
in the middle of the lumen within the axial view. At the same time, these two
points could be used to define the vessel analysis path for a fully automatic
quantification procedure. However, this is not addressed in this paper.

3.5 Implementation

In order to discretize Equation (7), we used a finite differences approach. Addi-
tionally, for the approximation of the mean curvature we used the AOS scheme
described in [22]. Therefore, we were able to use a rather large time step size of
At = 1.0. Because of numerical reasons, we re-distanced the level-set function
at least every 5 iterations. We used the fast re-distancing method introduced
in [25]. A narrow band that only updates the points within 3 voxels on either
side of the zero level-set was used to speed up the evolution [26]. We incorpo-
rated the update of the narrow band within the re-distancing step. For a faster
convergence, we initialized the level-set function with the result of a simple
threshold-based region growing. We asked the radiologist to select two points
& and &; of the arterial lumen, one being located before the stenosed part of
the vessel and the other one after it. In order to select appropriate interval
limits, we evaluated results of the region growing applied to ten different data
sets with varying interval configurations. Then, the intensity interval of the
region growing algorithm was chosen to be

[eM EM ] = [min(EM, E3T) — 0.04, max(E), £37) + 0.04], (8)

min’ “max

where 51% denotes the mean intensity in the neighborhood of voxel & 5, re-
spectively. The mean intensity of all voxels that were included within the
initial segmentation is used as the intensity estimate £ of arterial lumen. In
order to further reduce the computational burden we also restricted our cal-
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culations to a certain region of interest (ROI). We set the size of the ROI to
1013 voxels. The midpoint of the ROI was easily selected at the point of grav-
ity of the given points £; 5. On an Intel Pentium 4 machine running at 3GHz
with 2 GBs of memory, the computation time of our method is between four
and five minutes depending on the data set. However, we did not spend much
time in optimizing our method regarding to execution speed on a particular
machine.

4 Experimental Evaluation

4.1 Method of Fvaluation

It was a challenging task to compare the results of the proposed method with
the radiologist’s measurements. Because of the manual evaluation procedure,
no deterministic results were obtainable from the experts. Moreover, we have
not yet implemented an automatic quantification procedure. For an objec-
tive comparison of the method’s performance we used 4 phantom data sets
in which the degree of the stenosis was known a priori. We also applied our
method to CTA data sets from ten different patients. Three radiologists eval-
uated the data sets of each patient twice, within an approximately two-week
interval to ensure blinded inter- and intra-observer variability. For each ICA
the observers modified orientations and positions of a multi-planar reforma-
tion (MPR) with the clinical software “InSpace3D” from HipGraphics. We
integrated the measurement application itself into the used software tool as a
plugin. In the resulting two-dimensional reformations of the specified planes,
the observers evaluated the minimal diameter of the arterial lumen at the
stenosis (minimal residual lumen d) and at a reference part (distal ICA lumen
diameter D) by selecting two points. We determined the measured quantities
by the length of the lines in-between these points and compared the result of
the algorithm directly with all measurements from the observers in the corre-
sponding planes. Therefore, we reformated for each observer the segmentation
result of the method by trilinear interpolation into the corresponding plane
of an observer’s measurement and computed the measured length of the algo-
rithm in this plane by the previously defined points from the corresponding
observer.

In a first step, we determined the point of gravity for the two points. Then, we
searched for the contour positions of the segmentation along this line in both
directions. If the point of gravity was not included in the segmented region,
we selected the point on that line being part of the segmented region with
minimal distance to that point as the first contour point and measured the
length until we reached the next intersection with the contour in the same
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direction. With this approach, we obtained for each observation O a corre-
sponding measurement quantity M for the algorithm and we supposed the
mean value of differences between M and O, that is (M — O),ean, to be an
approximation of error in the algorithm’s result. It has to be mentioned that it
was not possible to evaluate the result of the algorithm for a specific observer
when the corresponding line did not intersect the segmented region at all. Fi-
nally, we computed the degree of the stenosis for both the measurements of the
radiologist and the corresponding measurements of our method by applying
the NASCET criterion [27]:
D—d

degree of stenosis (%) = o X 100. 9)

4.2 Regularization Optimization

The method’s potential of regularization is influenced by various parameters.
It is very difficult to find suitable parameter settings because the parameter
space has five dimensions. Therefore, testing all combinations of parameter
values was impossible in a reasonable time. As a starting point for the eval-
uation, we chose a suitable configuration of parameters by inspection and
tested the influence of parameter variation only within a certain range around
the chosen configuration. While the parameter A\ only translated suitable
ranges of other parameters, we kept it fixed to a value of A = 100 through-
out the evaluation. We also restricted the y-parameters to v = v = 7s.
Thereby, the parameter space was limited enough to test the influence of
parameter variations in a reasonable time. The first objective was to find
suitable values for the parameters a and . Both parameters were varied in-
dependently with ~ € {200, 220, 240, 260, 280, 300, 320, 340, 360, 380, 400} and
a € {0.25,0.50,0.75} by keeping the parameter u fixed at = 10. We chose
randomly two ICAs with calcified plaques and two ICAs with non-calcified
plaques for the evaluation.

In Fig. 4a, the mean error of the measurements is shown as a function of
v for different a-values. The symbols indicate that the algorithm produced
measurements for all observers of the corresponding parameter configuration.
It can be seen that for increasing values of v, the segmentation results differed
more from that of the observers. For each « a point was reached at some value
of v where the minimal variance terms outweighed the influence of the mean
curvature regularization. For a« = 0.75 the algorithm did not produce results
for all observers (v = 200, 220, 240). Therefore, we considered the parameter
configuration with a = 0.5 and v = 220 to be optimal. With this configuration,
the algorithm was not only able to produce results for all observers but also the
mean errors according to the observers were lowest. Furthermore, the variation
in the parameters of a or v was minimal.
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Fig. 4. Average difference between the minimal diameter of the arterial lumen at the
stenosis as determined by the method (M) and by the corresponding observer (O)
as a function of v (a) and as a function of p (b).

In order to test the influence of the parameter ; on the segmentation results,
we additionally evaluated its influence for p € {0, 10, 20, 30, 40, 50, 60, 70}. The
other parameters were fixed to the supposed optimal values mentioned above.
Fig. 4b visualizes the results obtained by the evaluation of two ICAs with
calcified plaques. It can be seen that the regularization constraint actually
improved the resulting segmentation according to the observers. However, for
values of ;1 > 30 the algorithm was not able to produce measurements for
all observers any more. We supposed a value of = 10 to be a good choice,
because it is very likely that the algorithm is able to produce results while
being regularized enough.

4.8  Results

As mentioned in the previous section, one satisfying parameter configuration
was a = 0.5, v = 220, A = 100 and g = 10. We used this configuration of
parameters to compute results with the algorithm both for four phantoms and
for ten different ICAs.

4.3.1 FExperiments with Phantoms

For an objective comparison of the method’s performance we applied our al-
gorithm to four different phantom data sets with an a priori known degree
of stenosis. The dimensions of the phantoms (diameter of the lumen at ref-
erence part and at part of stenosis) are 6.0/4.0 mm (a), 4.0/3.0 mm (b),
6.0/2.0 mm (c) and 4.0/1.5 mm (d). The data sets were recorded at a 16-
row CT system. The average density was 200 HU for the lumen and 900 HU
for the phantom. Fig. 5 gives a visualization of the obtained segmentations for
two phantoms. Table 1 lists the obtained results. The average error was 4.3 %
and the maximum error was 9.8 %.
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Phantom || Real [%] | Measured [%)] | Error [%] | Diameter of Stenosis [mm]
a 33,3 33,4 0,1 4.0
b 25,0 26,7 1,7 3.0
c 66,7 72,1 5,4 2.0
d 62,5 72.3 9.8 15
Table 1

The degree of stenosis of different phantom data sets as it is physically given and
as it is measured by the algorithm. The error and the physically given diameter of
stenosis is also given.

Fig. 5. The segmentations of two phantom data sets are shown, each sub-figure gives
an MPR view and a 3D surface of the segmented region, which is indicated as a
grey boundary or surface.

4.83.2  Fxperiments with Real Data Sets

For further evaluation CTA data sets of ten patients with a symptomatic
stenosis of the carotid artery were considered. We recorded the data sets at
a 16-row CT system. In order to get a representative collection of ICAs, we
included patients with non-calcified and calcified plaques and /or both types. In
Fig. 6, we give a visualization of the obtained results for each ICA. We show on
the left side in each sub-figure a VRT view (Volume Rendering Technique) and
on the right side the three-dimensional surface of the resulting segmentation.
The ICAs (a) and (g) had a rather poor contrast agent timing which caused
the internal jagular vein to appear contrast-enhanced, too. In (b), (d), (f) and
(h), data sets with high calcium burden are shown.

Figures 7 and 8 show in each row from left to right four MPR views, which were
selected by the observers in order to measure the minimal diameter for the
corresponding ICA. The first two MPRs in each row show two measurements
of the observers that were in good agreement with the computed segmentation
result. In contrast, the last two MPRs are measurements of the observers that
did not compare to the computed segmentation result as well. In each view, the
observer’s measurement is indicated by a black line and the reformated result
of our method is indicated by white contours. With our evaluation approach
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Fig. 6. Each sub-figure shows a VRT of an ICA (left) and the accompanying seg-
mentation as a three-dimensional surface (right).
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Fig. 7. For ICAs (a) to (f) we show for some measurements the corresponding MPRs
at the location of the stenosis. We give in each row for a specific patient MPR, views
that were used by the observers for their evaluations. We tried to include from left
to right at least two good results and two results that did not perform as well.
In each picture we indicate the measurement of a radiologist (black line) and the
segmentation of our method (white contours).
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Fig. 8. For ICAs (g) to (j) we show for some measurements the corresponding MPRs
at the location of the stenosis. We give in each row for a specific patient MPR. views
that were used by the observers for their evaluations. We tried to include from left
to right at least two good results and two results that did not perform as well.
In each picture we indicate the measurement of a radiologist (black line) and the
segmentation of our method (white contours).

for ICA (a) and (h), some measurements of an observer were not comparable
with the algorithm’s result. In (a) the third MPR is oriented immediately
after the bifurcation in a manner that the external and internal carotid artery
are still not separated enough. The measurement of the observer in the last
MPR did measure right next to the algorithm’s result. Because of the same
reasons for ICA (h) the measurements in the last two MPRs could also not
be evaluated. Furthermore, we could not measure sensible results for the ICA
(g) because the observers selected MPR orientations for their measurements
that were not suited for our evaluation approach. These planes were located
immediately after the bifurcation of the carotid artery and oriented in such
a manner that the internal and external carotid artery are still connected in
the segmentations. In other words, the orientation is not exactly orthogonal
to the centerline but a little bit oblique.
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ICA || Mean Obs. | Mean Meth. | Mean Error | SD Obs. | SD Meth.
a 56,01 49,45 -6,56 8,51 5,48
b 67,69 67,06 0,63 6,76 3,74
c 54,25 70,79 16,54 7,90 7,93
d 66,65 54,38 -12,27 8,47 16,02
e 66,59 55,97 -10,62 3,77 5,27
f 39,50 48,22 8,72 9,74 9,86
g

63,83 72,41 8,58 3,12 10,90
i 65,22 65,42 0,20 3,83 4,69
j 66,08 60,13 -5,94 5,38 1,18
Table 2

The mean degree of stenosis and its standard deviation (SD) is shown for each ICA
both according to the observers and according to the method.

Table 2 lists the obtained results in detail. We observed an average error of
7 % compared to the manual measurements of the observers. For each ICA,
the mean degree of stenosis according to the observers and the mean degree
of stenosis according to the method based upon each observer is calculated.
We also give the standard deviation (SD) of the observers and of the method.

5 Discussion and Conclusion

We introduced a semi-automatic method dealing with vessel segmentation
and quantification in contrast-enhanced CTA data sets of stenosed internal
carotid arteries. Calcified or plaque-attached arterial walls have similar inten-
sity values as the arterial lumen, especially in their border regions. Therefore,
the most challenging task for the presented algorithm was to successfully seg-
ment only the arterial lumen, while excluding all kinds of plaques from the
segmented regions. Today, the degree of stenosis is not automatically quan-
tifiable by means of software tools and in the clinical environment the doctor
has to employ the evaluation manually. This approach considerably suffers
from both intra- and inter-observer variability. In order to make it possible to
segment the arterial lumen only, we presented a new level-set based method
with only minimal user interaction (two clicks) that was inspired by the ideas
of the two-phase level-set method of Chan and Vese.

We evaluated the method with four phantoms and with ten CTA data sets
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of different patients. Our method had estimated rather accurately the degree
of stenosis for phantoms (a) and (b), whereas the degree of stenosis had been
overestimated for phantoms (c) and (d). It is shown in Table 1 that the er-
ror increases when examining vessels with small diameters. Thus, the error
between reality and the result of our method is inversely proportional to the
minimal diameter of the stenosis. This comes from the applied regularization
based on mean curvature, thus vessels with a rather small diameter become
more regularized. As the error can increase to nearly 10 %, this is definitely a
shortcoming of the presented method, which needs to be addressed in future
research.

In the experiments with real data sets (see section 4.3.2) the results were many
times in excellent agreement with that of the observers. Compared to the ob-
servers the error made by the method was only in the subpixel range for 75.5 %
of all measurements. The standard deviations attest our method superior re-
sults for the ICAs (a), (b) and (j). For the ICAs (d) and (h) our method obeys
a significantly higher SD, both ICAs had lots of calcified plaques. For the other
ICAs, the performance of the method and of the observers were comparable.
The ICAs (c), (e), (i) and (j) were satisfactorily segmented. They had only
non-calcified plaques at the part of stenosis. However, for the other ICAs few
border regions of calcified plaques were still included. In the data sets (a) and
(g) the internal jagular vein, which is located in close contact to the carotid
artery, is also contrast enhanced. Our method included parts of this veinous
structure within the segmentation. We observed that it is dependent on the
estimate points whether the vein is included within the segmentation. The
intensity of the vein voxels is slightly lower than that of lumen voxels. There-
fore, the method should be improved to completely avoid the segmentation of
vein voxels to ensure no influence on the quantification result.

Because no deterministic measurements were possible by the manual evalua-
tion procedure of the observers, it was not easy to evaluate the performance
of the method. The obtained results attested the method good segmentation
results when compared to the measurements of the observers. However, it has
to be mentioned that a detailed analysis of the performance of the method
would need an automated quantification procedure that is independent of the
different observers. Currently, the results depend not only on the MPR view
of measurement but also on the selection of points from each observer. For
that reason, we plan to develop a quantification procedure that measures the
minimal diameter of arterial lumen in planes perpendicular to the centerline
of the vessel in-between the already defined two starting points. Thereby we
will be able to compute the degree of stenosis automatically within the re-
sulting profile. Then fully reliable and deterministic quantifications should be
achievable with our method.

In order to further improve the segmentation results, more influence from the
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mean-curvature regularization would be desirable. During the evaluation we
noticed that there is a high potential for regularizing the segmentation espe-
cially in border regions of calcified plaques, which are mostly located at the
area of the stenosis. But we were not able to use this regularizing potential
because it tended to disconnect the segmentation in the stenosed parts. The
topology of all kinds of vessels can be compared with a tubular structure char-
acterized by high mean-curvatures at their surfaces. Since for vessel structures
the curvature in the plane perpendicular to the vessel direction is always large,
only the curvature in the longitudinal direction of the vessel should be used for
regularization. In an ongoing project we try to significantly improve the seg-
mentations especially in the stenosed parts of high intensity calcified plaques
by ignoring the mean curvature perpendicular to the vessel axis.

In conclusion, it had been a very challenging task to segment only the arte-
rial lumen of vascular structures in CTA. The obtained results look promising
enough to assume that the method will be able to compute superior results
compared to the observers regarding accuracy and reproducibility. With fur-
ther improvements we believe that the method could be used as a tool for

achieving deterministic analysis in the area of stenosis quantification within
CTA data sets.
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