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#### Abstract

The focus of this study was to develop advanced mathematical tools to construct high-resolution 3D models of left-ventricular (LV) geometry to evaluate focal geometric differences between patients with hypertrophic cardiomyopathy (HCM) and hypertensive heart disease (HHD) using cardiac magnetic resonance (MR) cross-sectional images. A limiting factor in 3D analysis of cardiac MR cross-sections is the low out-of-plane resolution of the acquired images. To overcome this problem, we have developed a mathematical framework to construct a population-based highresolution 3D LV triangulated surface (template) in which an iterative matching algorithm maps a surface mesh of a normal heart to a set of cross-sectional contours that were extracted from shortaxis cine cardiac MR images of patients who were diagnosed with either HCM or HHD. A statistical analysis was conducted on deformations that were estimated at each surface node to identify shape differences at end-diastole (ED), end-systole (ES), and motion-related shape variation from ED to ES. Some significant shape difference in radial thickness was detected at ES. Differences of LV 3D surface geometry were identified focally on the basal anterior septum wall. Further research is needed to relate these findings to the HCM morphological substrate and to design a classifier to discriminate among different etiologies of LV hypertrophy.
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## 1. Introduction

Left-ventricular hypertrophy (LVH) is a nonspecific thickening of the myocardium that develops in response to a variety of physiologic or pathologic stimuli (Weidemann et al., 2010). Among the pathologic stimuli, hypertension is the most common cause of LVH (Gardin, 2004), and results from a compensatory response to pressure overload of the left ventricle and an increase in systolic wall stress (Weidemann et al., 2010). Among other pathologic causes, hypertrophic cardiomyopathy (HCM) is the most common genetic cardiomyopathy and is caused by sarcomere mutations (Weidemann et al., 2010). HCM exhibits significant heterogeneity in the disease course and clinical presentation, and is considered to be the leading cause of sudden cardiac death in competitive athletes and young individuals in the United States (Maron, 2003). Identifying the etiology of hypertrophy is clinically relevant as it would determine the treatment strategy. Currently, only 50-60\% of patients with HCM phenotype have a sarcomere protein mutation (Wheeler et al., 2009) prompting the need for other measures to identify these patients. The clinical diagnosis of HCM has been based on the demonstration of an otherwise unexplained increase in left ventricular (LV) wall thickness in the presence of a non-dilated LV cavity (Nagueh et al., 2011; Gersh et al., 2011). While the LV maximal wall thickness is, in general, more pronounced in HCM patients compared to that seen in hypertensive patients (HHD), prior studies have identified considerable overlap in these two populations (Petersen et al., 2005) with respect to the simple ventricular geometry indices, including maximal end-diastolic wall thickness. Therefore, differenting solely based on these measures is considered challenging.

Cardiac magnetic resonance (MR) imaging can generate intrinsically three-dimensional (3D) images that can be used to obtain regional ventricular shape and function in any plane without ionizing radiation. However, despite the 3D nature of cardiac MR, most of the LVHrelated studies have relied on in-plane information (Noureldin et al., 2012; Puntmann et al., 2010; Sipola et al., 2011). This stems from the fact that the out-of-plane resolution of MR images is low and a 3D reconstruction of the geometry requires interpolation (Frangi et al., 2002) or surface-fitting to endocardial and epicardial contours using some predefined geometry (Wang et al., 2009). Either of these approaches could potentially introduce an unnecessary geometric constraint, and consequently mask subtle geometric differences
between different etiologies of LVH. Recently, we have developed a new mathematical tool to non-rigidly match a high-resolution surface mesh constructed from a multi-detector CT image of the heart to a set of LV epicardial and endocardial contours that were extracted from cardiac MR (Ardekani et al., 2012). The matching algorithm estimates the optimum solution by identifying the closest point on the triangulated mesh to the contour points on the LV curves. In certain cases, when there are large shape variations between the surface mesh and LV cross-sections, for example due to pathology, the matching algorithm may fail by attracting mesh surface to the wrong contour (e.g. epicardial surface to the endocardial contour and vice versa). In this work, we present an extension to our prior work that resolves this problem and allows optimum surface-to-curve mapping in situations where one has to account for large shape differences (such as those due to pathology or a difference in cardiac phase). Using this mathematical tool, we are able to perform a detailed statistical analysis of LV 3D geometry using only sparse sets of 2D plane contours as observations, without relying on parametric geometric models such as those based on prolate spheroidal coordinates (Nielsen et al., 1991), therefore facilitating cross-subject examination of shape variation between different populations. An essential step for population-based shape analysis is the construction of an average geometry that can be mapped to the shape of individual subjects. By mapping a common reference geometry to the LV cross-sections from different subjects that are collected at different locations across the LV, one can leverage important prior information to characterize the 3D geometry variation within the population, which goes a long way beyond direct interpolation between cross-sections. We applied this mathematical framework to characterize regional shape- and motion-related differences between HCM and HHD populations based on the speculation that due to differences in the underlying mechanisms that govern LVH in HCM and HHD populations, there would be subtle differences in the remodeling pattern that can be potentially identified using shape analysis performed at a high spatial resolution.

## 2. Theory

In this section, we describe our approach to map a triangulated mesh to a set of sparse contours that constitute the LV geometry (Section 2.1). Next using this matching approach, we outline the construction of an average LV mesh in Section 2.2. The average LV mesh which we refer to as the template is used to perform cross-population shape variation analysis as explained in Section 3.9.

### 2.1. Surface-to-curve Mapping

The non-linear surface-to-curve matching method that was used here is an extension of our prior work (Ardekani et al., 2012). This algorithm uses the large deformation diffeomorphic metric mapping (LDDMM) method (Beg et al., 2005) to identify an optimum deformation that maps the triangulated surface mesh to the LV cross-sections. For each point on the LV contours, the algorithm minimizes the distance between that point and the point closest to it on the deformed template surface, while ensuring a smooth deformation field and wall compatibility (preventing points in the epicardial (resp. endocardial) surface from being mapped to points in the opposite contour on the LV cross-sections). This process can be
described in more detail using the following mathematical framework, in which one optimizes the sum of a deformation cost and a data cost penalty.
2.1.1. Deformation Cost-Let $S^{(0)}$ be an initial surface. The deformation cost in LDDMM involves a time-dependent surface $S(t), t \in[0,1]$ that we represent as a mapping $x$ $\mapsto S(t, x)$ from $S^{(0)}$ to $\mathbb{R}^{3}$, with $S(0, x)=x$. It is defined as

$$
\boldsymbol{F}(S(\cdot))=\min \left\{\int_{0}^{1}\|v(t)\|_{V}^{2}: v \in V, v(t, S(t, x))=\partial_{t} S(t, x)\right\}
$$

where $V$ is a reproducing kernel Hilbert space of vector fields with kernel $(x, y) \mapsto K(x, y)$, where $K(x, y)$ is a 3 by 3 matrix. (In our experiments, we use a Gaussian kernel, $K(x, y)=$ $g(\|x-y\|) \operatorname{Id}_{\mathbb{R}^{3}}$ with $g(t)=\exp \left(-t^{2} / 2 d^{2}\right)$ for some parameter $\left.d\right)$.

We now take the special case of discrete triangulated surfaces, in which $S^{(0)}=\left(X^{(0)}, T^{(0)}\right)$ where $x^{(0)}$ is a set of $n$ distinct vertices, and $T^{(0)}$ is a set of faces (triples of vertex indexes) that describe the surface topology. Letting $S(t)=\left(x(t), T^{(0)}\right)$ be the evolving surface, one can prove that the optimal velocity, $v$, can be parametrized as

$$
v(t, x)=\sum_{l=1}^{n} K\left(x, x_{l}\right) \alpha_{l}(t)
$$

where $a_{1}, \ldots, a_{n}$ are unknown time-dependent 3 D vectors. The optimization problem is then reduced to the form:

$$
\begin{aligned}
& \operatorname{minimize} \boldsymbol{F}(S(\cdot))=\int_{0}^{1} F(x(t), \alpha(t)) d t \\
& \text { where } F(x, \alpha)=\sum_{k, l=1}^{n} \alpha_{k}^{T} K\left(x_{k}, x_{l}\right) \alpha_{l} \\
& \text { subject to } \partial_{t} x_{k}=\sum_{l=1}^{n} K\left(x_{k}, x_{l}\right) \alpha_{l}
\end{aligned}
$$

Using a matrix notation, we identify a and $x$ with $3 n$-dimensional vectors, and define $G_{X}$ as the matrix formed with the 3 by 3 blocks $K\left(x_{k}, x_{J}\right)$, so that $\partial_{t} x=G_{X}$ a and $F(x, \alpha)=\alpha^{T} G_{x} a$.
2.1.2. Data Cost—The observation in our experiments is a collection of oriented curves $\Gamma$ $=\left\{\gamma_{1}, \ldots, \gamma_{k}\right\}$, all supported in a cross-sectional plane. Since our method applies to more general contexts, we will assume here that each curve $\gamma \in \Gamma$ is supported by a plane $P_{\gamma}$, which may depend on $\gamma$. Our goal is to deform the initial surface $S^{(0)}$ to align it with the
curves in $\Gamma$, ensuring that the orientations are consistent. We let $Z_{\gamma}$ denote a unit normal vector to this plane.

We now define a cost function $S \mapsto U(S, \Gamma)$, which measures the proximity of a surface $S$ to this collection, in such a way that $U$ is always positive and vanishes if and only if every $\gamma \in$ $\Gamma$ is supported on $S$ with a consistent orientation. We express $U$ as a sum of two terms, $U=$ $U_{0}+U_{c}$, each of which is described below. We let $y_{1}, \ldots, y_{n}$ denote the vertices in $S$ (note that $y_{k}=x_{k}(1)$ with the notation of the previous paragraph).

Let $N_{S}$ denote the normal to $S$, and let $v_{\gamma}$ denote the normal to $\gamma$ in the plane $P_{\gamma}$, where $\gamma \in$ $\Gamma$. Both these normals are defined according to the orientations of $S$ and $\gamma$ respectively. We say that $N_{S}$ and $v_{\gamma}$ are consistent with each other if the projection of $N_{S}$ on $P_{\gamma}$ is collinear to $v_{\gamma}$ and points in the same direction as $v_{\gamma}$ (Fig. 1). In other words, $N_{S}=\lambda v_{\gamma}+\mu Z_{\gamma}$, for some $\lambda$ and $\mu$, where $\lambda \geq 0$ and $Z_{\gamma}$ denotes the normal to $P_{\gamma}$. Such a property is true if $\gamma$ is inscribed in $S$ and oriented consistently. Accordingly, we define $U_{0}$ via integrals along curves, as follows:

$$
\begin{equation*}
U_{0}(S, \Gamma)=\frac{1}{\sigma^{2}} \sum_{\gamma \in \Gamma} \inf _{y \in S} g\left(y, N_{S}(y), \gamma(s), \nu_{\gamma}(s), Z_{\gamma}\right) d s \tag{1}
\end{equation*}
$$

where $s$ is the arc length in each integral and $g(y, N, x, v, Z)$ is a positive function that is minimized when (1) $y=x$ and (2) $N=\lambda \nu+\mu Z$ with $\lambda \geq 0$. One can take, for example

$$
g(y, N, x, \nu, Z)=\frac{1+|x-y|^{2} / \tau^{2}}{\sqrt{a^{2}+\max \left(N^{T} \nu, 0\right)^{2}+\left(N^{T} Z\right)^{2}}}-\frac{1}{\sqrt{a^{2}+1}}
$$

In this case, the numerator in the first fraction is always larger than 1 , with equality if and only if $x=y$, since $1=\left\|N_{S}\right\|^{2}=\left(N^{T}(Z \times v)\right)^{2}+\left(N^{T} v\right)^{2}+\left(N^{T} Z\right)^{2}$, the denominator is always smaller than $\sqrt{a^{2}+1}$ with equality if $N$ belongs to the plane generated by $v$ and $Z$, with $N^{T} v$ $\geq 0$. Thus $g$ satisfies the required conditions. The parameter $\tau$ is a scale factor for the distance between points on the curves and the surface, and $a$ is a small positive constant that prevents division by 0 .

The second part of the data cost term, $U_{\mathcal{c}}$ imposes soft constraints on the deformed surface. When a plane shows no intersection with the endocardium, one can infer a linear inequality ensuring that the deformed surface only lies on one side of this plane, which takes the form $Z^{T} y \geq c$ or $Z^{T} y \leq c$ where $Z$ is the normal to this plane (the direction of the inequality is easily inferred from the position of other planes that do intersect with the endocardium). Moreover, for short-axis planes, finding only one curve in the intersection indicates that the plane lies near the apex, "below" the interior wall of the apex and "above" the exterior wall of the apex. This results in an inequality constraint restricted to the points in the interior wall. The second part of the cost function reflects these constraints using soft penalties. To define the soft penalty, let $H$ be a smooth approximation to the function $x \mapsto \kappa \max (x, 0)$, namely,

$$
\begin{equation*}
H(x)=\kappa \log \left(e^{x / \kappa}+1\right) \tag{2}
\end{equation*}
$$

Then assuming, without loss of generality, that we have a series of constraints taking the form $y_{q}^{T} Z_{j} \leq c_{j}$ for $q \in A_{j} \subset\{1, \ldots, n\}$, and for $j=1, \ldots, m$, we take

$$
U_{c}(S, \Gamma)=\sum_{j=1}^{m} \sum_{q \in A_{j}} H\left(y_{q}^{T} Z_{j}-c_{j}\right)
$$

The penalty terms defined above require normals to be defined on the vertices of a triangulated surface $S=(x, T)$. We define the vertex normals as follows: Let $f=(i, j, k) \in T$ be a face. Let

$$
\begin{equation*}
N_{S}(f)=\frac{1}{2}\left(x_{j}-x_{i}\right) \times\left(x_{k}-x_{i}\right) \tag{3}
\end{equation*}
$$

be the area-weighted normal to the face. Then, for a vertex $x_{u}$ :

$$
\begin{equation*}
N_{S}\left(x_{u}\right) \propto \sum_{f: u \in f} N_{S}(f) \tag{4}
\end{equation*}
$$

(normalized to have unit norm).
2.1.3. Objective function-Now assume that a sequence $\Gamma(1), \ldots, \Gamma(m)$ is observed for each subject. Each $\Gamma(i)$ is a set of curves corresponding to sparse cross-sections of one of the LV geometries obtained from the cine MR images of a given subject at some time in its cardiac cycle (e.g., ED and ES). Associate to them a sequence of times $0<t_{1}<\cdots<t_{m}$. Given an initial surface $S^{(0)}=\left(x^{(0)}, T^{(0)}\right)$, we minimize

$$
E(\alpha)=\int_{0}^{t_{m}} F(x(t), \alpha(t)) d t+\sum_{i=1}^{m} U\left(S\left(t_{i}\right), \Gamma(i)\right)
$$

subject to the constraints $x(0)=x^{(0)}, S(t)=\left(x(t), T^{(0)}\right)$ and $\partial_{t} x(t)=G_{X(t)} \alpha(t)$. This cost function is minimized by alternating the following two steps:
i. Fix a and $x$. For each $i=1, \ldots, m$ and each $\gamma \in \Gamma(i)$, determine an index $k_{\gamma}(s)$ such that

$$
g\left(\gamma(s), \nu_{\gamma}(s), x_{k_{\gamma}(s)}\left(t_{i}\right), N_{S\left(t_{i}\right)}\left(x_{k_{\gamma}(s)}\left(t_{i}\right)\right), Z_{\gamma}\right)=\inf _{y \in S\left(t_{i}\right)} g\left(\gamma(s), \nu_{\gamma}(s), y, N_{S\left(t_{i}\right)}(y), Z_{\gamma}\right)
$$

ii. Let

$$
U^{*}\left(x\left(t_{i}\right), \Gamma(i)\right)=\frac{1}{\sigma^{2}} \sum_{\gamma \in \Gamma^{(i)}} \int_{\gamma} g\left(\gamma(s), \nu_{\gamma}(s), x_{k_{\gamma}(s)}\left(t_{i}\right), N_{S\left(t_{i}\right)}\left(x_{k_{\gamma}(s)}\left(t_{i}\right)\right)\right),
$$

with $N_{S(t)}$ given by (4). Update a and $x$ by running a few gradient descent steps to minimize

$$
\begin{equation*}
E^{*}(x, \alpha)=\int_{0}^{t_{m}} F(x(t), \alpha(t)) d t+\sum_{i=1}^{m} U^{*}\left(x\left(t_{i}\right), \Gamma(i)\right) \tag{5}
\end{equation*}
$$

with $x(0)=x^{(0)}$ and $\left.\partial_{t} x(t)=G_{X(t)}\right)(t)$.
The overall cost function is minimized using the adjoint method in optimal control, as described, for example, in (Vaillant and Glaunes, 2005; Glaunès et al., 2006; Cotter and Holm, 2009; Azencott et al., 2010; Younes, 2012), and summarized in the appendix. This method is applied in this paper either with $m=1$ and $t_{1}=1$, with $\Gamma^{(1)}$ segmented either from ED or ES phases and $S^{(0)}$ being accordingly an ED or ES template (computed as described in the next section), or with $m=2, t_{1}=1, t_{2}=2$, with $\Gamma^{(1)}$ corresponding to ED, $\Gamma^{(2)}$ to ES, and $S^{(0)}$ being an ED template. For surface-to-curve matching results presented in this paper, the following parameters were used: the kernel width $d$ associated with the function $F$ was 30. The penalty weight for the term $U_{\mathcal{c}}$ was 1.5 and the value of $\kappa$ in function $H$ in equation 2 was 1 , the value of $\tau$ in function $g$ was 1 , the weight for the deformation cost was 0.5 , and the number of descent steps for optimization was 200.

### 2.2. Template Estimation

Equipped with our surface-to-curve matching algorithm, we are able to construct an average geometry from the set of LV contours extracted from the subjects in the population. This average geometry is used to evaluate shape variability. It is desirable for such an average shape to be built based on the statistical properties of the population being study, thereby minimizing potential distortions that may arise from large mismatches between the template shape and individual geometries. We start with an initial LV geometry and estimate a reference LV shape assuming that the LV geometries in the population are generated by randomly deforming the reference shape. To proceed with the mathematical presentation of our approach, we use the notation introduced in the previous paragraph, and assume that a population with $M$ subjects is available. To simplify the discussion, we further assume that only one time point is used per subject, and denote the associated population of the sets of curves by $\Gamma^{(1)}, \ldots, \Gamma^{(M)}$.

We assume that a surface $S^{(h)}\left(x^{(h)}, T^{(h)}\right)$ is given, which we call the hypertemplate. Our goal is to estimate a template surface, $S^{(T)}=\left(X^{(T)}, T^{(h)}\right)$, as a deformation of $S^{(h)}$, such that $S^{(T)}$ provides a high-resolution shape average of the LV cross-sections that constitute the dataset. The template is estimated by minimizing

$$
\begin{equation*}
E(X, A)=\lambda \int_{0}^{1} F_{0}\left(x^{(0)}(t), \alpha^{(0)}(t)\right) d t+\sum_{k=1}^{M} \int_{0}^{1} F_{k}\left(x^{(k)}(t), \alpha^{(k)}(t)\right) d t+\sum_{k=1}^{M} U\left(S^{(k)}(1), \Gamma^{(k)}\right) \tag{6}
\end{equation*}
$$

where $X=\left(x^{(0)}, \ldots, x^{(M)}\right), A=\left(\mathrm{a}^{(0)}, \ldots, \mathrm{a}^{(M)}\right), S^{(k)}(t)=\left(x^{(k)}(t), T^{(h)}\right)$, with constraints

$$
\left\{\begin{array}{l}
x^{(0)}(0)=x^{(h)} \\
x^{(k)}(0)=x^{(0)}(1), \quad, k=1, \ldots, M \\
\partial_{t} x^{(k)}=G_{x^{(k)}(t)} \alpha^{(k)}(t), \quad k=0, \ldots, M
\end{array}\right.
$$

The quantity of interest, here, is the template set of vertices $X^{(T)}:=x^{(0)}(1)$, which acts as a hub from which the trajectories that connect to observed data originate. The minimization follows the same principle as the one described for the time series problem, alternating the determination of optimal "anchors" that achieved the inf in the definition of $U$, and the minimization of (6) with $U$ replaced by $U^{*}$, in which the inf is evaluated at the anchors. As before, this second step uses the adjoint algorithm, which is described in the appendix.

It is also possible to use a different kernel for the deformation of the hypertemplate (with the associated function $F_{0}$ ) without changing much of the computation. In this study, for both ED and ES template estimations, the kernel width $d$ associated with the functions $F_{0}$ and $F_{k}$ were set to 25 . The penalty weight for the term $U_{c}$ was 1.5 and the value of $\kappa$ in function $H$ in equation 2 was 1 for both ED and ES template estimations. The values of $\tau$ in function $g$ were 1 and 0.1 for the ED and ES template estimations, respectively. The values of $\lambda$ were 1 and 0.0001 for the ED and ES template estimations, respectively. The number of descent steps for the optimization algorithm was 200.

## 3. Methods

### 3.1. Subjects

All human studies were approved by the Johns Hopkins Institutional Review Board for human investigation. All patients were enrolled in a single-center prospective study of either hypertensive heart disease or hypertrophic cardiomyopathy. For the current study, 20 patients ( 11 with HHD and 9 with familial HCM) were studied. Table 1 summarizes the demographic information along with the scalar volumetric and mass measurements of the LV for these two populations. The inclusion criteria for the HHD patients were: a positive history of hypertension and an echocardiogram showing LV hypertrophy (maximum wall thickness $>12 \mathrm{~mm}$ ) and/or diastolic dysfunction and LV ejection fraction greater than $45 \%$, with or without symptomatic heart failure (New York Heart Association functional class IIII). For the HCM patients, they were: asymmetric septal hypertrophy exceeding 15 mm , septal to posterior wall thickness ratio <1.5, in the absence of hypertension and other conditions known to cause ventricular hypertrophy such as valvular heart disease; with or without systolic anterior motion of the mitral valve and/or left ventricular outflow obstruction. Patients with prior coronary revascularization or history of myocardial infarction were excluded, as were patients with abnormal renal function. The pattern of ventricular hypertrophy for the subjects in the HCM population is listed in Table 2.

### 3.2. Image Acquisition

Magnetic resonance imaging was performed using a 1.5 T Siemens Avanto (Erlangen, Germany) scanner with cardiac-phased-array receiver coil. Steady-state free precession (SSFP) cine images were acquired for nine to fourteen contiguous short-axis slices to cover
the entire LV. SSFP cine 4 and 2 chamber long-axes views were also obtained. LV volumes, mass, and LV ejection fraction (LVEF) were obtained by manual contouring of the endocardial surface in end-diastole and end-systole using dedicated software (MASS, Medis, Leiden, The Netherlands). Sequence parameters were: repetition time (TR) $2.2-2.6 \mathrm{~ms}$, echo time (TE) $1.1-1.3 \mathrm{~ms}$, in-plane resolution $1.0-1.5 \times 1.0-1.5 \mathrm{~mm}$, flip angle $\alpha=65-80^{\circ}, 8-\mathrm{mm}$ slice thickness, 0-2 mm gap, and temporal resolution $40-50 \mathrm{~ms}$.

### 3.3. Shape Analysis

We conducted our shape analysis in two steps: First, we performed the shape analysis of the LV geometry at two distinct time points (ED and ES) separately. Then, we examined contraction-related shape differences from ED to ES between HCM and HHD populations (McEachen et al.). Both analyses rely on the construction of a 3D hypertemplate surface, represented as a dense triangulated surface. This hypertemplate was then deformed into "shape averages" (or population templates) computed separately for the ED and ES phases (see Section 2.2). The populations were then registered to the relevant shape average, resulting in a shape representation in a common coordinate system, which was then used as an input to the statistical analysis. This work flow is summarized in Fig. 2, and we now proceed to a detailed description of each step.

### 3.4. Preprocessing

The hypertemplate was built from a computed tomography- (CT) based axial image of a normal subject that was acquired at ED. For this image, the myocardium was segmented by manual outlining of epicardial and endocardial surfaces (papillary muscles and trabeculations were excluded). A triangulated surface mesh of the masked CT left ventricle with 2851 nodes and 5698 faces was constructed and the surface mesh was resampled to construct uniform triangulations (Valette et al., 2008).

For the MRI data, epicardial and endocardial contours were isolated using Segment (Heiberg et al., 2010), a semi-automatic freely available software (Fig. 2a). Each segmentation was quality-controlled by a trained radiologist with extensive experience in cardiovascular MRI. Slice-to-slice misalignments of the short axis (SAX) contours that occur due to the cardiac MRI acquisition at separate breath-holds were corrected (Fig. 2b) using a method that was previously described in (Ardekani et al., 2012), in which horizontal and vertical long-axis epicardial and endocardial contours at ED and ES are used to identify optimum in-plane translation of SAX contours in order to restore the slice-to-slice alignment. It has been shown that in-plane translation as a first order approximation can be used to remedy 3D rotation and translation problems due to breath-hold misregistration (McLeish et al., 2002).

Three-dimensional rigid mappings between the cross-sectional contours and the highresolution surface templates (Figs. 2d and 2f) were conducted in two steps. In step 1, two landmarks were used to identify the closest point to the apex and the mid-chamber point at the mitral valve location to roughly estimate the long axis of LV cross-sections in the SAX contours and the high-resolution surface mesh. Then, the long axis of LV curves of individual subjects and of the surface mesh of the reference geometry were aligned with the z-axis. This places contours in the short axis plane (scanner coordinate) into a horizontal
plane that is roughly parallel to the xy-plane. Finally, using two mid-ventricular insertion points (placed where the right ventricle connects to the left ventricle free wall at the middle of LV chamber) for each subject's LV contours and for the surface template, we apply the method described in (Horn, 1987), to estimate a single optimum transformation that rotates all contour points around the z axis and translates them into the coordinate system of the surface mesh nodes (template).

### 3.5. Matching Shape Averages to LV Cross-sections

Our shape analysis method relies on constructing two average LV shapes (Section 2.2), one for ED and one for ES (Fig. 2c). In this approach we align the LV geometry of different subjects against a common reference shape. Note that this computation used every subject (HCM and HHD together), either at ES or ED, which makes it group independent. Once the average high-resolution LV surfaces were constructed, regional shape variations among different subjects could be studied by performing a linear matching, followed by a nonlinear matching of the average shape to the individual LV contours (Fig. 2d). Displacements of mesh nodes computed from the non-linear matching represent how much deformation is required to match the average template to the individual subject's LV contours, and how these deformations vary from one subject to another. These deformations were used to derive shape metrics (Section 3.9) on which statistical analyses were performed (Fig. 2e).

### 3.6. ED-to-ES Shape Mappings

For each subject, we rigidly registered the ED contours onto the ED template surface and applied the same rigid transformation to the ES contours of that subject (Figs. 2f and 2 g ). Since both ED and ES phases are represented by cross-sections, and in order to continue using triangulated mesh representations, we used the method that is described in Section 2.1.3 to map a global ED template to the ED contours and then to the ES contours of each subject (Fig. 2h). This enabled us to directly transport transformation vector fields from the ED-to-ES mesh to the topologically equivalent shape average mesh for statistical analysis (Fig. 2i).

### 3.7. Validation of Surface-to-curve Matching

To evaluate the accuracy of our surface-to-curve matching algorithm, we constructed highresolution triangulated surface meshes from LV CT images of 5 different subjects (reconstructed image resolution of $0.29-0.31 \times 0.29-0.31 \times 0.75 \mathrm{~mm}^{3}$ ) that were acquired at ED. One of these surfaces was randomly selected and used as the template surface. All the surfaces were reoriented in a way that their long axis aligned with the $z$ axis of the coordinate system. From the 4 remaining surfaces, we generated cross-sections that were 10 mm apart (the same as the out of plane resolution plus the slice gap in our MRI study), and were perpendicular to the LV long axis. These resulted in a set of contours similar to what we observe from the cardiac MRI short axis images. Following the same procedure that is described in Section 3.4, these contours were rigidly matched to the template surface mesh. The same rigid transformation was also applied to the corresponding triangulated surface mesh from which the contours were extracted. Then, we matched the template surface mesh to each of the contour sets using the surface-to-curve matching algorithm. For comparison, we also matched the template surfaced mesh to the corresponding surface mesh. The
matching error was calculated via estimating the shortest distance between the deformed template mesh nodes on the epicardial and endocardial surfaces to the corresponding epicardial and endocardial curve points, respectively. This procedure was repeated for surface-to-surface matching.

### 3.8. Template Estimation Consistency

To evaluate the consistency of the template estimation algorithm with respect to the choice of the hypertemplate, we used 5 different surface meshes that were constructed from highresolution CT data. These 5 hypertemplates were first placed in a common coordinate system and then used to generate final templates from the population data as described in Section 2.2. We then evaluated the similarity between the estimated templates using the average closest point distance error. This error identifies the distance between a particular surface mesh node in one template to the closest surface mesh node on another, and was calculated for epicardial and endocardial surfaces separately.

### 3.9. Statistical Analysis

The transformation vector fields that define the shape deformation to the LV contours of an individual subject were used to identify shape differences between the two populations. Following global alignment (rotation and translation), we examined the regional shape differences between the two populations by computing two different quantitative metrics: 1) the $\log$ of the ratio of the surface area of triangulated faces in the shape template before and after the deformation and 2) the Lagrangian strain tensor. The surface area ratio (SAR) defines how much surface area expansion or shrinkage is required to map a template LV geometry to a particular subject's LV geometry. The strain tensors were computed using $E \propto$ ( $D \varphi^{T} D \varphi-I$ ), where $\varphi$ is the transformation vector field that maps the template mesh to individual target contours, $D$ is the differential operator, and $I$ is the identity matrix. The strain tensor $(E)$ describes the local deformation in the squared norm. It is symmetric and can be projected onto a particular direction to examine the magnitude of the change in length along that direction. In this framework, negative strain values are interpreted as local shortening of the myocardium of the subject relative to the template, and positive values as local elongation. To facilitate the physiologic interpretation of the results, we defined a local coordinate system for each surface mesh node representing three perpendicular orientations: radial, circumferential, and longitudinal. The strain tensor that was calculated at each node was projected onto these directions to produce radial, circumferential and longitudinal strain values. These values subsequently were used to perform a shape analysis of the LV geometry at ED and ES, and to study the motion-related shape alteration from ED to ES. Note that since we are not following some fiducial points for mapping (as opposed to tagged MRI), the strain tensor that is estimated here will not represent motion components that are not observable from changes in geometry, such as torsion. In other words, it reflects shape variation, but not necessarily a genuine motion. Henceforth, to differentiate the estimated strain values in our experiments from the ones that are generated using tagged MRI, we will use the term geometric strain.

We performed the statistical analysis of these geometric strain values and SAR at two levels. First, we examined the whole LV geometry for any group differences. If we were able to
identify statistically significant group differences then we analyzed groups at the mesh node level to isolate regions along the myocardial surface contributing to the group difference. Our statistical analysis is based on a randomized Analysis of Covariance (ANCOVA) test using permutation of residuals (Anderson and Braak, 2003). This approach allows us to determine if there are any differences in the shape parameters between two population cohorts while controlling for the effect of the LV mass index (see the limitations section).The details are as follows: (i) For each surface node $k$ in subject $S$, we define a statistical general model which is given by: $J_{k}(s)=\beta_{k, 0}+\beta_{k, 1} Y(s)+\alpha_{c o v} X_{c o r}(s)+\varepsilon_{k}(s)$, where $Y(s)$ is a group variable that determines if subject $S$ belongs to either the HCM or the HHD group. $X_{\text {cov }}(s)$ is a common covariate for subject $S$ (in this study we used the LVM normalized by subject's height to the power of 2.7 as a covariate) and $\varepsilon_{k}$ is an error term. The null hypothesis at node $k$ assumed that $\beta_{k, 1}$ equals zero. (ii) Next, at each node $k$, we computed the $F$ statistic as $F_{k}=\frac{R S S_{0}}{R S S}-1$, where $R S S_{0}$ is the residual sum of squares under the null hypothesis and RSS is the residual sum of squares under the general model. (iii) Then, a permutation test with 40,000 permutations was used to estimate a p-value corrected for multiple comparisons. To do so, at each permutation, we collected the maximum statistic $\left(F^{*}=\max _{k}\left(F_{k}\right)\right.$ ). This gave the permutation distribution of the maximum statistic. The estimated p-value for the whole surface is the proportion of the permutation distribution for $F^{*}$ that is greater or equal to the statistic computed for the actual subject labeling at the surface level. Letting $f^{*}$ be the 0.95 quantile statistic of the permutation distribution, we estimate a set of nodes on which the null hypothesis is rejected at the $5 \%$ family-wise error rate (FWER) to be $\left\{k: F_{k} \geq f^{*}\right\}$. The FWER approach ensures that the probability of making one or more false discoveries remain below the alpha level (here 0.05 ) while performing multiple hypothesis testing (one test per node).

## 4. Results

Fig. 3 illustrates the performance of the distance matching algorithm using LDDMM. It is clear that in situations where there are large shape differences between the template surface and the cross-sectional contours (e.g. matching a normal to a diseased heart or matching different cardiac phases), a conventional distance matching algorithm would fail. However, by incorporating consistent orientation constraints into the data cost term, we ensured an accurate mapping of the surface mesh onto the target contours. Figs. 4 and 5 provide the mean and standard deviation of the LDDMM surface-to-curve matching against LDDMM surface-to-surface matching. The overall distance error at the level of cross-sections is less than 1.5 mm and is comparable to what we observe in surface-to-surface matching indicating high accuracy of our surface-to-curve matching. However, we also notice that at locations where there are no cross-sections such as the apex or the base of the heart, the average distance error can reach up to 4 or 5 mm .

The results of template estimation consistency are listed in Table 3. Careful examination of this table indicates a good resemblance among 5 different templates constructed using the template estimation algorithm. In particular, hypertemplate No. 4 is largely different from other templates as demonstrated by the closest point distance error. After template estimation using hypertemplate No. 4, the distance error between the estimated template and
the other templates is significantly reduced, and is consistent with the other estimated templates.

The statistical analysis of the LV geometry at ES indicated a significant difference between the two populations with respect to the radial geometric strain (corrected $p \approx 0.00025$ ). In addition to the radial geometric strain, the circumferential geometric strain was also significant (corrected $p \approx 0.017$ ), however, the longitudinal geometric strain was not significant (corrected $p \approx 0.05$ ). The statistical analysis of the LV geometry at ED between the two populations was not significant for any of geometric strain values (radial: corrected $p$ $\approx 0.18$, circumferential: corrected $p \approx 0.32$, longitudinal: corrected $p \approx 0.13$ ). The motionrelated shape analysis of the LV geometry from ED to ES was only statistically significant (although weakly) for the radial geometric strain (radial: corrected $p \approx 0.045$, circumferential: corrected $p \approx 0.12$, longitudinal: corrected $p \approx 0.54$ ). We did not detect any statistically significant difference between the two populations with respect to the SAR values.

To identify the nature of regional differences between the two populations, we constructed mean geometric strain value surface maps (estimated from the regression model) for each population group to represent the difference in a particular geometric strain value between the HCM and the HHD populations. These maps define the nature of shape variation placed on a common coordinate system. A careful examination of the radial geometric strain (Fig. 6) maps placed over the statistically significant region at ES indicates that the basilar septal and the anterior epicardial walls in the HCM patients are significantly thicker along this direction. We also detected a statistically significant difference between HCM and HHD populations with respect to the circumferential geometric strain at ES. However, this difference was limited to very few mesh nodes (not shown).

## 5. Discussion

In this work, we have presented an advanced shape modeling approach to identify detailed 3D regional shape differences between two important and common etiologies of LV hypertrophy using sparse cross sections of the LV that were extracted from cardiac MRI. We identified regional shape differences at ES and motion-related geometry differences from ED to ES, suggesting that the pattern of cardiac remodeling is governed by the underlying etiology. Identifying regional differences in remodeling requires tools that allow for a characterization of regional shape and function variation of the left ventricle after remodeling. Cross-sectional-based imaging modalities such as cardiac MRI or 3D ultrasound could potentially provides 3D information about the LV geometry. However, in practice, only global volume-derived indices such as EF and/or the in-plane geometry information are used to describe the shape differences among patients with HCM. Volumetric indices only measure the global cardiac function, which lacks detailed spatial information, and in-plane geometry metrics are prone to wall thickness measurement inconsistency due to acquisition-related differences in imaging plane to wall angles (TobonGomez et al., 2010; Beyar et al., 1990). The proposed method overcomes these problems by constructing high-resolution surface maps of ventricles using contours extracted from image cross-sections.

Using our computational tool, we examined both static (ED and ES) and dynamic (ED-toES) shape variations between HCM and HHD populations. Differentiating HCM from HHD based on wall thickness is a challenging clinical task. They both present with different degrees of myocardial wall thickening (Maron, 2012). Wall thickening associated with HCM is asymmetric and in some cases non-contiguous (Maron, 2012). Therefore, the radial geometric strain can be used to evaluate differences in regional radial thickness between these two groups. Moreover, it is likely that differences in the pattern of hypertrophy causes different responses in myocardial shape and contraction as measured by regional longitudinal shortening, circumferential narrowing, and radial thickening. The surface area ratio is another metric that can be used to determine if asymmetric pattern of hypertrophy in HCM patients is associated with asymmetric pattern of surface expansion or shrinkage. Regional shape differences between the two populations at ED were not significant, which can be attributed to the fact that the selection criterion for the hypertrophic cardiomyopathy relies on the measure of wall thickness in ED (Noureldin et al., 2012). However, we identified significantly larger regional shape differences between the two populations at ES, which may indicate that measuring shape differences at ES enhances the discriminating power. The basal anterior septum with the contiguous anterior free wall is a common place for myocardial hypertrophy seen in HCM subjects (Maron, 2012). Our results at ES indicate that patients with HCM, on average, have larger radial geometric strain in this region relative to HHD patients. This shows that relative to the reference shape, larger displacements along the surface radial direction (larger radial thickness) is required to map the template geometry to the HCM patients' LV geometry. Interestingly larger radial thickness was only observed along the epicardial surface in HCM subjects relative to HHD patients, highlighting the nonuniform pattern of remodeling in HCM both over the LV surface and within the myocardium.

The shape alteration of the LV from ED-to-ES was only weakly significant along the radial direction. It is likely that differences in the global scale that could exist due to the heterogeneity within the populations has contributed to our shape analysis result. Normal gender- and age-related variation in the cardiac size and function has been reported previously (Lin et al., 2008). Identifying and quantifying these normal variations will be crucial to distinguish disease states from normal conditions. The fact that body size accounts for up to $50 \%$ of adult LV dimensions variability (Pelliccia et al., 1999) indicates that scaling of parameters that are derived from the global LV shape could potentially reduces normal physiologic variations. The nature of this scaling has been under debate and it has been proposed that scaling should be consistent with the geometry (Dewey et al., 2008). We should also recognize that these variations could arise from both normal physiological and pathological sources. Despite this ambiguity, the observed shape differences between these two populations using the ES cardiac phase (without incorporating the global scale) provides additional encouraging evidence that analyzing the cardiac shape at ES could potentially distinguish between different etiologies of LVH.

There have been few prior studies using cardiac MRI to evaluate anatomical LV geometry differences between HCM and HHD patients (Petersen et al., 2005; Sipola et al., 2011; Wagner et al., 1991). These studies used both geometric indices derived from MR crosssections and volume parameters to distinguish between several causes of LVH (athlete's
heart, HCM, and HHD). While these parameters were able to differentiate between physiological (athlete's heart) and pathological (HCM and HHD) causes of LVH, they were less successful in identifying the cause of pathological hypertrophy. Previously, computational shape algorithms were applied on the CT images of left ventricles to characterize shape differences between ischemic and non-ischemic cardiomyopathy (Ardekani et al., 2009). More recently, finite element mesh models of the LV extracted from cardiac MRI combined with principal component analysis have been proposed to identify components of global shape variation in the adult asymptomatic population (MedranoGracia et al., 2014) or to quantify remodeling in patients with myocardial infarction corrected for acquisition bias (Zhang et al., 2014; Medrano-Gracia et al., 2013). The proposed method here provides an alternative approach to evaluate the LV geometry at the surface mesh node level as opposed to the global or segmental levels, thereby providing an avenue to characterize sub-segmental differences in remodeling, and in the evolution of the myocardial response in the HCM and HHD population cohorts.

### 5.1 Study Limitations

One limitation of the current study is the modest number of subjects. However, the fact that significant differences in ventricular shape between the two groups were detected using conservative non-parametric statistical tests is an encouraging indication for using our approach with larger datasets. Another potential limitation is that in the current study, the HCM population consisted of an almost equal number of male and female patients, compared to mainly male subjects in the HHD population. Using animal and human models, it has been shown that women have an increased hypertrophic response to pressure overload (Carroll et al., 1992; Rohde et al., 1997; Weinberg et al., 1999). Therefore it would be important to account for gender-related differences in the LV when studying shape variation. Prior studies have indicated that using the LV mass index (LV mass normalized by height ${ }^{2.7}$ ) as a covariate, as was done in our study, could reduce the impact of gender-related LVH differences (de Simone et al., 1992; Foppa et al., 2005). In our implementation of LDDMM surface-to-curve matching, we only used information from the short-axis images. This choice was based on the availability of clinical data. When available, additional information such as long axis images can be included in the algorithm to improve the accuracy of shape matching in the apical and basal regions. Finally, in this study we only explored ED-to-ES shape variation since these two time points represent functional phases that can be easily identified in all subjects. However, our algorithm by design can be extended to several time points.

## 6. Conclusion

Advanced mathematical models can be used to extract and identify detailed 3D spatial information regarding the differences in patients with LV hypertrophy due to HCM and HHD. These models can be potentially useful in discriminating HCM and HHD in complex cases where HCM patients have concomitant hypertension, therefore assisting physicians in designing appropriate therapeutic strategies.
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## Appendix A. Adjoint method for Time Series

We describe here how to compute the gradient of $E^{*}$ described in equation (5), given by

$$
E^{*}(x, \alpha)=\int_{0}^{t_{m}} \alpha(t)^{T} G_{x(t)} \alpha(t) d t+\sum_{i=1}^{m} U^{*}\left(x\left(t_{i}\right), \Gamma(i)\right)
$$

in which $x$ is considered as a function of a via the constraint $x(0)=x^{(0)}, \partial_{t} x(t)=G_{x(t)} \mathrm{a}(t)$. Introduce a so-called covector $t \mapsto p(t)$ and the Lagrangian

$$
L(x, \alpha, p)=E^{*}(x, \alpha)+\int_{0}^{t_{m}} p(t)^{T}\left(\partial_{t} x-G_{x(t)} \alpha(t)\right) d t .
$$

Assuming variations $\delta x$ and $\delta a$, we can write

$$
\begin{aligned}
\delta L= & 2 \int_{0}^{t_{m}} \alpha(t)^{T} G_{x(t)} \delta \alpha(t) d t+\int_{0}^{t_{m}} \nabla_{x}\left(\alpha(t)^{T} G_{x(t)} \alpha(t)\right)^{T} \delta x(t) d t \\
& +\int_{0}^{t_{m}} p(t)^{T} \alpha_{t} \delta x(t) d t-\int_{0}^{t_{m}} \delta \alpha(t)^{T} G_{x(t)} p(t) d t \\
& -\int_{0}^{t_{m}} \nabla_{x}\left(p(t)^{T} G_{x(t)} \alpha(t)\right)^{T} \delta x(t) d t \\
& +\frac{1}{\sigma^{2}} \sum_{i=1}^{m} \nabla_{x} U^{*}\left(x\left(t_{i}\right), \Gamma(i)\right)^{T} \delta x\left(t_{i}\right)
\end{aligned}
$$

Note that $\delta x(0)=0$ since $x(0)$ is fixed. Choosing $p$ such that

1. $\partial_{t} p=-\nabla_{X}\left((p(t)-\mathrm{\alpha}(t))^{T} G_{X(t)} \mathrm{a}(t)\right)$
2. $p\left(t_{m}\right)=-\nabla_{x} U^{*}\left(x\left(t_{m}\right), \Gamma(m)\right)$
3. $p\left(t_{j}^{-}\right)=p\left(t_{j}+\right)-\nabla_{X} U^{*}\left(x\left(t_{j}\right), \Gamma(j)\right)$, for $j=1, \ldots, m-1$

Then, writing

$$
\int_{0}^{t_{m}} p(t)^{T} \partial_{t} \delta x(t) d t=p\left(t_{m}\right) \delta x\left(t_{m}\right)+\sum_{j=1}^{m-1}\left(p\left(t_{j}-\right)-p\left(t_{j}+\right)\right) \delta x\left(t_{j}\right)-\int_{0}^{t_{m}} \partial_{t} p(t)^{T} \delta x(t)
$$

the variation reduces to

$$
\delta L=\int_{0}^{t_{m}}(2 \alpha(t)-p(t))^{T} G_{x(t)} \delta \alpha(t) d t
$$

This gives the differential $\partial_{\mathrm{a}} E^{*}(t)=(2 \alpha(t)-p(t))^{T} G_{X(t)}$. One can use the gradient conditioned by the positive definite matrix $G_{X}$ in the minimization algorithm, which has the simple expression $\nabla^{G} E^{*}=2 a-p$. The gradient (or conjugate gradient) descent algorithm to minimize $E$ is then designed as follows:

1. Given current value of a, compute the time evolutions of $x$.
2. Compute the gradients of each of the attachment terms $U^{*}$ at $x\left(t_{j}\right)$ for $j=1, \ldots, m$. Recall that the normal vector that appears in $U^{*}$ is defined from finite differences via (3) and (4). The computation of its gradient is detailed in Appendix C.
3. Solve equations in conditions 1 to 3 above (backward in time) to compute the covector $p$.
4. Update the current estimate of $a$ using the gradient obtained from the updated covectors.
5. Repeat $1-4$ until convergence.

## Appendix B. Adjoint Method for Template Estimation

The gradient of $E$ (or rather, $E^{*}$ ) with respect to $A$ in equation (6) is computed in a similar way. One now introduces $M+1$ covectors $p^{(0)}, p^{(1)}, \ldots, p^{(M)}$ and the Lagrangian

$$
L(X, A, p)=E(X, A)+\sum_{k=0}^{M} \int_{0}^{1} p^{(k)}(t)^{T}\left(\partial_{t} x^{(k)}(t)-G_{x^{(k)}(t)} \alpha^{(k)}(t)\right) d t
$$

Expressing a variation $\delta L$ as a function of $\delta X$ and $\delta A$, one specifies the time evolution and boundary conditions of the covector in order to cancel the terms involving $\delta x$, making possible the identification of the differential in a. skipping the details, one finds that, with

1. $p^{(k)}(1)=-\partial_{X} U^{*}\left(x^{(k)}(1), \Gamma^{(k)}\right)$ for $k=1, \ldots, M$,
2. $\partial_{t} p^{(k)}=-\nabla_{X}\left(\left(p^{(k)}(t)-\mathrm{a}^{(k)}(t)\right)^{T} G_{X}(k)(t) \mathrm{a}^{(k)}(t)\right)$, for $k=1, \ldots, M$,
3. $p_{0}(1)=\sum_{k=1}^{M} p_{k}(0)$
4. $\partial_{t} p^{(0)}=-\nabla_{X}\left(\left(p^{(k)}(t)-\lambda \alpha^{(0)}(t)\right)^{T} G_{X}(0)(t){ }^{a^{(0)}}(t)\right)$, for $k=1, \ldots, M$,
the variation reduces to
$\delta L=\int_{0}^{1}\left(2 \lambda \alpha^{(0)}(t)-p^{(0)}(t)\right)^{T} G_{x^{(0)}(t)} \delta \alpha^{(0)}(t) d t+\sum_{k=1}^{M} \int_{0}^{1}\left(2 \alpha^{(k)}(t)-p^{(k)}(t)\right)^{T} G_{x^{(k)}(t)} \delta \alpha^{(k)}(t) d t$

This gives the (conditionned) gradient

$$
\left\{\begin{array}{l}
\nabla_{\alpha^{(k)}}^{G} E^{*}=2 \alpha^{(k)}-p^{(k)} \text { for } k=1, \ldots, M  \tag{B.2}\\
\nabla_{\alpha^{(0)}}^{G} E^{*}=2 \lambda \alpha^{(0)}(t)-p^{(0)}(t)
\end{array}\right.
$$

## Appendix C. Gradient of the Data Cost Term

Let $S=(x, T)$ be a triangulated surface, with $x=\left(x_{1}, \ldots, x_{n}\right)$ and $\gamma$ a curve in a horizontal plane, discretized into a finite number of points, $p_{1}, \ldots, p_{r}$, with associated length elements $\ell_{1}, \ldots, \ell_{r}$, so that an integral of a function $f$ over $\gamma$ is approximated by $\sum_{i=1}^{r} f\left(p_{i}\right) \ell_{i}$. Associate to each $p_{i}$ an index $k_{i} \in\{1, \ldots, n\}$ and let

$$
U^{*}(x, \gamma)=\sum_{i=1}^{r} g\left(p_{i}, \nu_{i}, x_{k_{i}}, N_{k_{i}}(x), Z_{\gamma}\right) \ell_{i}
$$

where $v_{i}$ is the horizontal unit normal to $\gamma$ at $p_{i}$ and $N_{k_{i}}(x)$ the unit normal to $S$ at $x_{k_{i}}$ computed according to (3) and (4). We want to compute the derivative of $U^{*}$ with respect to $X$.

If $f$ is a face in $T$ and $k \in F$, we denote by $u_{k}^{f}$ the edge opposed to $x_{k}$ in the triangle representing $f$ in $S$ (oriented according the the face orientation: if $f=(k, i, j)$, then $u_{k}^{f}=x_{j}-x_{i}$ and it is easy to see that

$$
\partial_{x_{k}} N(f) \delta x_{k}=\frac{1}{2} u_{k}(f) \times \delta x_{k}
$$

if $k \in f$ and 0 otherwise. Letting $a_{j}(x)=\left|\sum_{f: j \in f} N(f)\right|$ so that

$$
N_{j}(x)=\frac{1}{a_{j}(x)} \sum_{f: j \in f} N(f)
$$

we find that

$$
\partial_{x_{k}} N_{j}(x) \delta x_{k}=\frac{1}{2 a_{j}(x)}\left(\sum_{f: j, k \in f}\left(u_{k}(f) \times \delta x_{k}-N_{j}(x)^{T}\left(u_{k}(f) \times \delta x_{k}\right) N_{j}(x)\right) .\right.
$$

Now

$$
\begin{aligned}
& \partial_{x_{k}} U^{*}(x, \gamma) \delta x_{k}=\sum_{i: k_{i}=k} \ell_{i}\left(\nabla_{x} g\left(p_{i}, \nu_{i}, x_{k}, N_{k}\right)^{T} \delta x_{k}+\nabla_{N} g\left(p_{i}, \nu_{i}, x_{k}, N_{k}\right)^{T} \partial_{x_{k}} N_{k}(x) \delta x_{k}\right) \\
& \quad+\sum_{j, j \sim k i: k_{i}=j} \ell_{i} \nabla_{N} g\left(p_{i}, \nu_{i}, x_{j}, N_{j}\right)^{T} \partial_{x_{k}} N_{j}(x) \delta x_{k}
\end{aligned}
$$

where $j \sim k$ indicates that $j$ and $k$ are neighbors in $T$. Now, for any vector $\mu$, we can write

This implies that, denoting, for short, $\nabla_{x} g_{i k}=\nabla_{x} g\left(p_{i}, v_{i}, x_{k}, N_{k}\right)$ and $\nabla_{N} g_{i k}=\nabla_{N} g\left(p_{i}, v_{i}\right.$, $x_{k}, N_{k}$,

$$
\begin{aligned}
& \nabla_{x_{k}} U^{*}(x, \gamma)=\sum_{i: k_{i}=k} \ell_{i} \nabla_{x} g_{i k} \\
& \quad+\sum_{i: k_{i}=k} \frac{\ell_{i}}{2 a_{k}(x)} \sum_{f: k \in f}\left(\nabla_{N} g_{i k}-\nabla_{N} g_{i k}^{T} N_{k}(x) N_{k}(x)\right) \times u_{k}(f) \\
& \quad+\sum_{j, j \sim k i: k_{i}=j} \sum_{f} \frac{\ell_{i}}{2 a_{j}(x)} \sum_{f: j, k \in f}\left(\nabla_{N} g_{i j}-\nabla_{N} g_{i j}^{T} N_{j}(x) N_{j}(x)\right) \times u_{k}(f)
\end{aligned}
$$

It then remains to plug-in the expressions

$$
\nabla_{x} g_{i k}=\frac{2\left(x_{k}-p_{i}\right)}{\left(\tau^{2} \sqrt{\left.a^{2}+\max \left(N_{k}^{T} \nu_{i}, 0\right)^{2}+\left(N_{k}^{T} Z_{\gamma}\right)^{2}\right)}\right.}
$$

and

$$
\nabla_{N} g_{i k}=-\frac{1+\left|p_{i}-x_{k}\right|^{2} / \tau^{2}}{\left(a^{2}+\max \left(N_{k}^{T} \nu_{i}, 0\right)^{2}+\left(N_{k}^{T} Z_{\gamma}\right)^{2}\right)^{3 / 2}}\left(\max \left(N_{k}^{T} \nu_{i}, 0\right) \nu_{i}+Z_{\gamma}\right)
$$

to obtain the explicit expression of $\nabla_{x_{K}} U^{*}(x, \gamma)$. We can then write

$$
\partial_{x_{k}} U^{*}(x, \Gamma)=\sum_{\gamma \in \Gamma} \nabla_{x_{k}} U^{*}(x, \gamma)+\kappa \sum_{j=1}^{n}\left(H^{\prime}\left(x_{k}^{T} Z_{j}-c_{j}\right) \delta_{x_{k} \in A_{j}}\right) Z_{j}
$$
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## Highlights

- We present advanced mathematical model to perform 3D+time cardiac shape analysis.
- We construct 3D models of left-ventricular (LV) geometry from MRI crosssections.
- This is achieved by mapping LV triangulated surface mesh to MRI contours.
- We compared hypertrophic cardiomyopathy and hypertensive heart disease.
- Significant shape differences at ES and from ED to ES were identified.


Figure 1.
Examples of consistent (left) and non-consistent surface normal vectors (middle panel illustrates an example of antiparallel vectors and right panel illustrates an example of nonparallel vectors). Green arrow represents projection of surface normal into the horizontal plane.


Figure 2.
Work flow to conduct shape analysis at ED and ES cardiac phases (top panel) and from ED to ES (bottom panel).


Figure 3.
Result of the distance matching algorithm to map a high-resolution triangulated surface (gray mesh) to sparse cross-section contours (red dots). a) Surface template and contours before matching. b) Deformed surface template and the corresponding target contours using distance matching-algorithm proposed by Ardekani et al. (Ardekani et al., 2012). c) Deformed surface template and the corresponding target contours using the distancematching algorithm proposed in this paper. This figure provides a visual representation to highlight the importance of the method proposed in this paper. Note that defining a cost function solely based on closest points between surface nodes and contour points may attract the wrong surface to the contour due to a large variation in myocardial size (panel b).


Figure 4.
Average distance error map (mm) computed for LDDMM surface -to-curve (left column) and surface-to-surface (right column) matching. The top panel illustrates the apical view and the bottom panel illustrates the basilar view. S: septal wall, A: anterior wall


Figure 5.
Standard deviation of distance error map (mm) computed for LDDMM surface-to-curve (left column) and surface-to-surface (right column) matching. The top panel illustrates the apical view and the bottom panel illustrates the basilar view. S: septal wall, A: anterior wall


Figure 6.
ES radial geometric strain significant map that was estimated using FWER multiple comparisons correction method was placed on the common template surface (gray mesh). Color map represents group average (per node) values of radial geometric strain for HCM (left) and HHD (right) populations at the region that was statistically significant. S: septal wall, I: inferior wall
Author Manuscript
Cohort demographic and volumetric and mass measurements.

| Population | $\mathbf{n}$ | Gender (F/M) | Mean Age | LVEF | EDLVV(mL) | ESLVV(mL) | LVM(gm) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| HCM | 9 | $5 / 4$ | $45 \pm 12$ | $67.8 \pm 7.9 \%$ | $130.0 \pm 45.9$ | $42.6 \pm 19.8$ | $147.0 \pm 66.7$ |
| HHD | 11 | $2 / 9$ | $53 \pm 10$ | $56.3 \pm 7.3 \%$ | $168.2 \pm 61.6$ | $76.7 \pm 39.4$ | $136.5 \pm 42.7$ |
| Probability | - | - | 0.18 | 0.008 | 0.18 | 0.08 | 0.94 |

[^1]Table 2
Pattern of hypertrophy in HCM patients.

| Subjects | Basilar | Mid | Apical |
| :---: | :---: | :---: | :---: |
| 1 | Ant. wall,Septum | Septal | Septal |
| 2 | Ant.,Sept.,Inf. | Ant.,Sept.,Inf. | Ant.,Sept.,Inf. |
| 3 | Ant. wall | Inf. wall | Inf. wall |
| 4 |  | Septum, Lat.,Inf. wall | Septum, Lat.,Inf. wall |
| 5 | Sept.,Ant. | Ant.,Sept.,Inf. | Ant.,Sept.,Inf.,Lat. |
| 6 | Ant. wall,septum |  |  |
| 7 | Septum, Ant.,Inf. wall | Septum, Ant.,Inf. wall |  |
| 8 | Septum, Ant. wall | Septum, Ant. wall | Inf. wall |
| 9 | Ant. wall | Ant. wall |  |

Ant.: anterior, Sept.: septum, Inf.: inferior
łd!ıつsnuew גOYłn $\forall$
Average closest point distance error in mm after (before) template estimation among 5 different templates (hypertemplates).

| Template No. | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | $1.55(2.58)$ | $1.56(2.61)$ | $1.65(4.87)$ | $1.57(2.69)$ |
| 2 | $1.57(2.88)$ | 0 | $1.59(2.9)$ | $1.7(4.64)$ | $1.59(3.24)$ |
| 3 | $1.59(3.11)$ | $1.6(3.06)$ | 0 | $1.66(5.77)$ | $1.56(2.65)$ |
| 4 | $1.69(4.64)$ | $1.68(4.19)$ | $1.65(5.17)$ | 0 | $1.67(4.41)$ |
| 5 | $1.61(3.00)$ | $1.6(3.13)$ | $1.57(2.41)$ | $1.71(4.91)$ | 0 |
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[^1]:    LVEF: Left-ventricular ejection fraction, EDLVV and ESLVV: Left-ventricular volumes at ED and ES respectively, LVM: LV mass. P-values are based on ranksum test.

