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ARTICLE INFO ABSTRACT
\
iAm‘cle history: Automated tumor detection in Digital Breast Tomosynthesis (DBT) is a difficult task

eceived 2 Feb 2022 due to natural tumor rarity, breast tissue variability, and high resolution. Given the
Received in final form 19 Apr 2023 scarcity of abnormal images and the abundance of normal images for this problem, an
Accepted 3 May 2023 anomaly detection/localization approach could be well-suited. However, most anomaly
localization research in machine learning focuses on non-medical datasets, and we find
that these methods fall short when adapted to medical imaging datasets. The problem
is alleviated when we solve the task from the image completion perspective, in which
eywords: the presence of anomalies can be indicated by a discrepancy between the original ap-
nomaly detection pearance and its auto-completion conditioned on the surroundings. However, there are
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OAnomaly localization often man lid | leti . h di allv in th
(A image completion y valid normal comp et}ons given the same surroundings, especially in the
OUnsupervised learning DBT dataset, making this evaluation criterion less precise. To address such an issue,
.Digital breast tomosynthesis we consider pluralistic image completion by exploring the distribution of possible com-
LO pletions instead of generating fixed predictions. This is achieved through our novel
8 application of spatial dropout on the completion network during inference time only,
A\l which requires no additional training cost and is effective at generating diverse com-

pletions. We further propose minimum completion distance (MCD), a new metric for
detecting anomalies, thanks to these stochastic completions. We provide theoretical as
well as empirical support for the superiority over existing methods of using the pro-
posed method for anomaly localization. On the DBT dataset, our model outperforms
other state-of-the-art methods by at least 10% AUROC for pixel-level detection.
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1. Introduction other fields. In many situations, little or no anomalous data is
) ) available, making it crucial to develop methods that can per-

Anomaly detection (AD) refers to the task of detecting pat- form AD using only normal data for training, a task known
terns in data that are not present in normal data. It is an im- as unsupervised anomaly detection (Bergmann et al] (2019)).

portant and safety-critical task in medical imaging and many  Thjg is because traditional supervised computer vision models

requires large amounts of both normal and anomalous data for
training, making them not applicable to this scenario. This re-
*Corresponding author: E-mail address: nicholas.konz@duke.edu. This ac- search direction is especially important in the medical imaging

cepted manuscript version is made available under the CC-BY-NC-ND 4.0 li- . . . .
- - : field where it is often resource-intensive to acquire new data.
cense https://creativecommons.org/licenses/by-nc-nd/4.0/.
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Such methods are referred to as unsupervised or self-supervised
learning methods.

In this manuscript, we consider the realistic case of Digital
Breast Tomosynthesis (DBT) data, a relatively new breast can-
cer screening modality that has gained traction in recent years.
It is difficult to develop AD methods for these images, due to
the high rarity of cancer cases and the natural anatomical vari-
ability seen in both healthy and cancerous cases. The high reso-
lution of DBT poses an additional challenge for tumor detection
methods because the images cannot always be downsampled to
a lower resolution without losing the fine-grained anatomical
detail present in breast tissue that may be necessary for accu-
rate tumor detection.

Indeed, we find that standard deep learning-based AD meth-
ods, which perform well on non medical-image domains, have
poor performance on DBT scans. Deep methods are vulnerable
to (1) the high visual similarity of certain normal and cancerous
DBT images that leads to images of different classes appearing
very similar, and (2) the aforementioned high resolution prob-
lem, which are both issues that are less present in the natural
image datasets that standard deep AD methods are evaluated on
(e.g.,[Bergmann et al.[|(2019)). This motivates our advanced un-
supervised image anomaly detection method, which solves the
problem from a different perspective.

An intuitive way of thinking about an anomalous image is
that the content in the image is unexpected, given knowledge of
what normal data looks like. This intuition can be implemented
in the unsupervised or self-supervised regime, as it does not
require any explicit knowledge about anomalous data. In par-
ticular, we solved this problem through image completion be-
ginning with our earlier work of [Swiecicki et al.| (2021)), i.e., if
some region of an image is removed and a completion network
is asked to “fill in”” a normal prediction given the surroundings,
and the predicted region and the original region are different,
then that region can be considered anomalous.

However, a shortcoming of this approach is that the output
completion, despite being realistic, is fixed for a given input.
False positives can occur if only a single possible (determin-
istic) normal completion is predicted by the network, given
that there can be various valid completions for a region. Many
masked images theoretically have a multimodal distribution of
possible completions, so a completely anomaly-free ground
truth region could be distinctively different from the comple-
tion that the network happens to output. In other words, any
dissimilarity of the original image to just one of the possible
predictions is an imprecise measure of abnormality. Moreover,
the presence of multiple valid completions is especially promi-
nent in data with high semantic variability, such as breast tissue
scans.

To remedy this problem, our approach uses a pluralistic im-
age completion network to sample from the distribution of pos-
sible normal completions to compare to the ground truth, which
we achieve using a novel and simple application of spatial
(channel-wise) dropout layers to a pretrained image completion
network. Even if certain surroundings of a normal ground truth
have a high number of semantically distinct valid normal com-
pletions, we are guaranteed to eventually sample a completion

that is similar to the ground truth, provided that the pluralis-
tic network is a strong approximation of the true distribution
of valid normal completions. However, if the ground truth is
anomalous, then it is very unlikely that any valid normal com-
pletion is similar to it, because the two samples are from funda-
mentally distinct distributions.

Following this observation, we expect that given a large sam-
ple of normal completions, if the ground truth is normal, the
distance of the closest completion to the ground truth will be
greater if the ground truth is anomalous than if it is normal. We
can quantify this idea by taking the minimum of all of the dis-
tances from each completion to the ground truth, and hypothe-
sizing that this minimum distance will generally be greater for
anomalous ground truths than for normal ground truths. From
these ideas we propose a new anomaly score metric: minimum
completion distance, or MCD. We have shown both theoreti-
cally and empirically that it is a more faithful measure of ab-
normality.

Given a 2D slice of a pseudo-3D DBT scan volume, our
method works by sampling multiple completions of successive
patches on a “sliding” raster window on the slice/image. We
can detect anomalies within the spatial location of each patch
using our MCD metric, which analyzes how similar the ground
truth of the completion region is to the sampled completions;
if the ground truth is sufficiently different from the sampled
completions, we assume that the region contains an anomaly.
This procedure is performed on many overlapping patches that
cover the entire image, so that a full anomaly heatmap can
be generated at the end using the spatially-oriented anomaly
scores of each patch. We perform patch-level anomaly detec-
tions in parallel, along both the number of completions to sam-
ple per patch, and the number of patches to complete. Our
overall method is named PICARD, or Pluralistic Image Com-
pletion for Anomalous Representation Detection. We provide
Python/PyTorch code for our method at https://github.
com/mazurowski-lab/picard.

Novel Contributions. In summary, our contributions are the
following:

1. We introduce a novel anomaly localization model that uses
channel-wise dropout on image patches to rapidly sam-
ple pluralistic completions of patches in order to localize
anomalies on the image.

2. We propose a novel evaluation metric, MCD, for comple-
tion similarity assessment and anomaly scoring. We pro-
vide a thorough analysis of the effectiveness of this metric.

3. By adopting existing state-of-the-art methods that aim
for natural / low-resolution images, we build an anomaly
localization performance benchmark on the challenging
DBT dataset, in which our method outperforms these
methods by a large margin. This benchmark also serves
as a foundation for future works.

The rest of this manuscript is organized as follows: In Sec-
tion 2] we explore related works. In Section [3] we mathemati-
cally analyze the effectiveness of MCD, and our method used
to achieve pluralistic image completion. In Sections [] and [3]
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we present our target dataset and experimental results, respec-
tively. Finally, in Section [ we discuss our findings and outline
future research directions, and in Section [/| we summarize our
conclusions.

2. Related Works

Anomaly Localization with Self-Supervised Learning

The tasks of anomaly detection (AD), i.e., the classifica-
tion of entire images as being either normal or anomalous, and
anomaly localization/segmentation (AL), i.e., the spatial seg-
mentation of anomalies within images, have received consid-
erable attention within the fields of machine learning and deep
learning in particular. Many AD works exist (Choi et al.[(2018));
Ren et al.| (2019); |Grathwohl et al.| (2019); Nalisnick et al.
(2018, 2019); Serra et al.| (2019); [Du and Mordatch| (2019);
Schlegl et al.| (2019); |Chot and Chung| (2019); |Deecke et al.
(2018)); |Pidhorskyi et al.| (2018))), but we consider AL, the more
challenging task that is also more applicable to clinical practice.

The vast majority of AL methods benchmark on the indus-
trial anomaly detection dataset MVTec-AD (Bergmann et al.
(2019)). Recent works include CutPaste, a self-supervised
learning model which trains an encoder neural network to ex-
tract features that are useful for differentiating between nor-
mal and anomalous data on the proxy task of detecting the
“cutting and pasting” of regions of images to another random
part of the image (L1 et al.|(2021))); PatchSVDD, a patch-based
self-supervised model that utilizes support vector data descrip-
tions (SVDDs) to detect and localize anomalies (Y1 and Yoon
(2020)); PatchCore, which localizes anomalies within patches
by comparing their features to a memory bank of features of
patches from normal images based on pretrained neural net-
works (Roth et al.| (2021)); and PaDiM, a similar patch-based
method that estimates the probability distribution of normal
class instances (Defard et al.| (2020)). These methods detect
anomalies by comparing image features to features from nor-
mal training data; our method instead compares directly to a
normal “realization” of the image given its surroundings, which
is more robust to the high complexity of medical data, in partic-
ular breast tissue, where the possible feature similarity between
anomalous and normal data can be much higher as compared
to other types of data such as MVTec-AD. This is one possible
reason for why these other methods, which perform very well
on MVTec-AD, have a performance drop on medical data such
as DBT, while our method performs significantly better.

Although MVTec-AD serves to model the application of
anomaly localization to the industrial setting, the task of AL
for medical images is also an important task for multiple rea-
sons. First, we find that AL methods that perform extremely
well on MVTec-AD do not necessarily translate well to medi-
cal image AL scenarios. This is due to the MVTec-AD data be-
ing significantly more controlled, less complex, and much less
varied than the data seen in medical images, as well as having
visual similarities to images from ImageNet, which have been
absorbed by commonly-used pretrained image encoders, i.e.,
ResNet (He et al.[(2016)). Healthy tissue in medical images
often has high semantic variability, uncountably many distinct

possible anomalies, and can generally be quite unpredictable,
especially in highly variable anatomies like the breast. Simply
put, many existing AL methods do not have the ability to fully
generalize to the many possible challenging scenarios of med-
ical anomaly detection. We believe that supporting a greater
focus of general AD and AL research on the important, safety-
critical application of medical imaging is essential for the de-
velopment of methods that have broader impact.

Anomaly Localization with Image Completion

Another direction of AL is to reconstruct a test image and
consider it as anomalous if the reconstruction is distinct from
the input. Reconstruction-based methods, e.g., [Schlegl et al.
(2019); [Choi and Chung| (2019); [Deecke et al.| (2018); [Pid-
horskyi et al.| (2018)), commonly solve this problem through an
encoder-decoder mechanism. These methods can not always be
robust at discriminating anomalous data from normal data be-
cause given some input image, anomalous data within it may
be partially reconstructed even by a normal-trained reconstruc-
tor, making anomalies not stand out within the reconstruction
error. Image completion-based methods, e.g., Haselmann et al.
(2018)); Munawar and Creusot (2015); Pirnay and Chaif(2021a));
Zavrtanik et al.| (2021); Pirnay and Chai| (2021b); |Swiecicki
et al.| (2021), alleviate this problem by excluding the recon-
structed region as input, and creating a normal completion that
is more noticeably different than the anomalous ground truth.

Recent works (Wan et al.| (2021)); [Liu et al.| (2021a); [Zhao
et al. (2020); [Zheng et al. (2019); |Dupont and Sureshal (2019))
approached the goal of producing multiple plausible and diverse
completions for a single input. As such, these methods are un-
necessary and impractical for our purposes, which we show ex-
perimentally in Section

Instead, we achieve completion variability by a simple and
novel application of spatial dropout layers to a pretrained com-
pletion network. Our method requires no additional train-
ing, and could theoretically be used on any sort of convolu-
tional deterministic completion network. This keeps our over-
all anomaly detection method straightforward and intuitive, and
importantly, fast.

3. Methods

3.1. Introduction

Our overall anomaly localization method is summarized in
Figures |1| (outer, image/slice-level loop) and [2| (inner, patch-
level loop). Beginning with some 2D slice of a DBT scan vol-
ume, our model creates a “sliding” patch window that rasters
through the slice with a fixed stride. For each sliding-window
image patch I, we apply a mask over the center region I, C I to
obtain an image I,, = I — I. with the region missing; we save
the missing region I, as the ground truth completion. Next we
compare the distribution of predicted normal completions of I,
to the ground truth completion /.., by examining the L, distance,
in a feature space, of the prediction closest to the ground truth.
If that distance is above a certain threshold, then /. is anoma-
lous. In Figure[2} p,(h.|L,,) and p,(h.|I,) are the feature space
distributions of (1) anomalous and (2) normal completions of
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Slice-Level Anomaly Localization

(I) Extract patch from raster
sliding window on DBT slice

/
/ ¢ . (II) Add anomaly score Ajps of patch
Patch-Level to slice anomaly heatmap
Anomaly Detection »>-
(Fig. 2)

Fig. 1: The outer loop of our proposed anomaly localization method, PI-
CARD (Algorithm[T), at the slice level. See Figure 2] for the inner loop at the
patch level.

I,,, respectively. The anomaly score for each I, is used for the
associated locations of the anomaly heatmap of the entire DBT

slice (Fig. [T).

3.2. The MCD Anomaly Metric and its Convergence Properties

In this section we present the formal definition of the min-
imum completion distance (MCD) metric, which we use for
anomaly detection at the patch level. Anomaly localization is
then performed for an entire DBT slice by using the MCD met-
ric on overlapping patches of that slice.

Consider a single test image/patch I with a ground truth com-
pletion region I that has surroundings /,,, i.e., I = I. U I, and
I. NI, = @. Now, consider sampling M i.i.d. (independent
and identically distributed) possible normal completions of I,,:
{Ij, e, I(M} ~ pn (I:|l,). Here p, (I:|I,) is the probability den-
sity function (p.d.f.) of the distribution of possible normal com-
pletions of 1,,; we denote p, (I:|I,,) as the same but for anoma-
lous completions.

Now, use a pretrained normal data encoder ¢ to map the com-
pletions to a feature space via h. = ¢(I'). Assuming ¢ to be
an injective function, we can construct p.d.f.s of completions
within this feature space; i.e., the feature space p.d.f. paired
with p,(I:|l;) is pu(h¢|l,). As such, ¢ transforms the comple-
tion image samples {I/}¥ to (K.}~ p, (hcll,).

We then define the MCD anomaly score of  to be

Ay ;1) = min
he~pu(helln)

-kl
where 10 = ¢(I.) is the ground truth completion in feature
space.

Next, we show that this metric is an arbitrarily powerful
anomaly classifier as the sample size M approaches oo, and
more practically that the performance improves with high sam-
ple efficiency, given reasonable assumptions about how the dis-
tributions of anomalous and normal data are distanced from

each other. These assumptions are adapted from Proposition
2 of |Ye et al.[(2021)), and are summarized as follows:

Key Assumptions Appropriate for Anomaly Detection. Given
any test image / with completion region /. and surroundings /,,,,
the feature-space distributions of possible normal and anoma-
lous completions of I, p,(h|l,) and p,(h.|I,,), respectively,
are sufficiently distant such that for most hg ~  pulhelly),
pa(hg|lm) is small enough so that pa(hgllm) < p,,(hgllm) almost
everywhere (see the dashed-line box at the bottom left of Fig.

).

The AUROC/AUC, or Area Under the Receiver Operating
Characteristic Curve, is a widely-used method for quantify-
ing the performance of a classifier. One way of defining it
is that the AUC is the probability of a positive sample being
given a score higher than a negative sample (Fawcett| (2000);
Yuan et al.| (2020)). Consider some patch I" with completion
region [ and surroundings [}, that has no anomalies within
I?, and some other patch [¢ with completion region I and
surroundings I, that does have anomalies within /7. In this
case, the definition of the AUC translates to the probability
that the patch with an anomalous completion region will be
scored higher than the patch with a normal completion region,
ie., AUC = Pr(Ay (I418) > Ay (I2;1})). To optimize our
anomaly metric for a given patch, we would like to maximize
this equation. Next, we will evaluate the asymptotic perfor-
mance of our novel metric’s AUC with respect to M, in order to
provide a formal analysis of our method’s performance.

Convergence Derivation. To begin, for readability we will de-
fine the minimum distance anomaly scores of I" and I respec-
tively as ey, = Ay(}; 1) and €, = Ay ;1) via Equation
(T). Note that {hl, e hﬁ”} ~ Pu (he|I) are ii.d. random vari-
ables. The normal ground truth /4 = ¢(I}') can also be thought
of as being sampled from p, (hc|l,’,’1) because it is just another
valid completion of I)}; similar reasoning applies to the anoma-
lous ground truth ¢ = ¢(I¢) and p, (hC|I,‘f,). As such, €], and €},
are both continuous random variables (as both are functions of
continuous random variables). We then have

00

€
Pr(ey; > €) = f f p (€5, €y) dey,dey, 2)
€,=0 Je,=0

o
00 €
= [ p@ [ pE e, ©)
0 0
where the second line was obtained because €}, and €}, are inde-

pendent, as they are respectively generated from possible com-
pletions of independent images.

The inner integral foe’” p (624) dey, is the cumulative density
function of €}, evaluated at some given €},

€y
f P (&) dely = Pr(ely < e 4
0
=1-Pr(ey > €5ley,) . 5)

Now, Pr (61’{4 > ej,lle‘&) is the probability that out of the sample
{hi, .. ,hﬂ”} ~ Pn (hC|I,”n), there is no Al fori = 1,..., M such
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(Patch-Level Anomaly Detection)

(2) Apply mask

A o I
»
I Im

(1) Input patc}x E A
I

A .
>

>

(3) Obtain sample of M possible
normal completions I ®

ground truth completion
(MCD Metric)

(5) Compare in feature space:
compute anomaly score

Ay = mi (Fig. 1)

SO
hipn (el m)”hc Ael|

2

-

completion

— T~ (4) Convert to useful
([ Ground truth | feature space Intermediate layer of
in feature space .

Add score to heatmap -

Y ~

pretrained
normal discriminator

o

representations

==

sample of M possible\
| normal completions
within feature space

(Wbl o)

),

Fig. 2: The inner loop of our proposed anomaly localization method, at the patch level. See Figurefor the outer loop at the slice level.

that || = k||, < €. i.e. |W2 = ||, > €, ¥i = 1,..., M. This
probability can therefore be computed as
Pr (&) > €yyley) (6)

= Pr(||n: - i, > €. Vi=1..... M) %)
= Pr ([l - il > €) x -+ ®)

o xPr (||t = nl, > ) ©)
= ﬁPr(IIhZ —Hll, > €iy) (10)
= [ [ =Pr(l - #ll, < )] (1)

12

]
—_

where the product expansion can be taken because each fea-
ture space completion sample . of I is independent. The
term Pr (”hg’ - h’C”2 < ejf,,) within the product is the probability
that the feature space distance between the (fixed) ground truth
of the completion region and the (random) i possible normal
completion sample is less than the given €j,. This is found by
integrating the probability density of normal completions (in
feature space) that all of the h. were sampled from, p, (hc|I,’}1),

over the “e-ball” B (hﬁ, 6174) with € = €}, centered at /¢, defined

by B(h(c), e) = {hc : ||h2 - hC“2 < 6}.

This integral can be written as

P e [ pildan (12

c €y

allowing Eq. (TT) to become

M
Pr(ey, > eyles) = [ [[1 - Pl = [1-PEnl”,  (13)

i=1

as the integral is the same for all samples 4. of possible normal
completions of the masked image I, because it only depends
on A, and €}, the latter of which is computed with samples from
the distribution of normal completions of the other masked im-
age I.

As such, Equation (E[) can be written as

fo %p(exl)dexl =1-[1-2El”, (14)
which can be substituted into Eq. (3)) to give
Pr(el, > €)= fomp(e,‘f,,) [1-[1-Pe]"]dey, (15
- [ p@nde, - [ penn-pen i  as
—1- [ (@ -l ai, (17
written with an expectation value as
Pr(e, >el)=1- E [1-PEp”. (18)

e~p(ey

Recall that our goal is to evaluate the limit of the MCD metric
AUC (Eq. (I8)) with respect to the normal completion sample
size M. Note that the normal completion probability density
integral term within the expectation, $(€j,), is bounded by (0, 1)
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for all M because ES,M is bounded by (0, o), as €5, # 0 is a zero

probability event where a sampled hZ is exactly hZ. This means
that 1 — P(ej,) is also bounded by (0, 1), and therefore so is
[1 — P(e4)1™, which means that the expectation of Eq. (I8) is
as well. As lim o™ = 0 for all @ € (0, 1), then it must be the

—00

case that A}Iggo E%ﬂ,(%)[l - P(eﬁ‘/l)]M =0, so that

[&im Pr(e;; > €);) = (19)
=1 lim [1 =P =1-0=1, (20)

i.e. the classifier theoretically approaches a perfect AUC as the
sample size M — oo. We evaluate this behavior empirically in
Section[5.31

However, for practical purposes we must consider how this
score performs for a reasonably-sized M; from Eq. (I8) we
need [1 — P(ej{l)]M to be sufficiently close to zero for a low
enough M.

We can achieve a better empirical performance guarantee by
applying the previously stated assumptions of anomaly detec-
tion. First note that as M increases, [1 — P(eﬁ)]M will continu-
ally decrease, as €}, remains the same or decreases as M — co.
A useful AUC for a satisfactorily-low M will occur if the term
[1- P(GX,I)]M decreases quickly as M increases. In fact, our
earlier work of [Swiecicki et al.| (2021) is built on the case of
M = 1. Through our spatial dropout method that we use for
pluralistic completions (Section [3.3)), our method can generate
any M unique completions, thus allowing for a higher AUC.

By assumption, the normal and anomalous distributions
pu(helly) and p,(hcll;), respectively, are sufficiently distant
that it is unlikely that samples from one will be close to sam-
ples from the other. Now, consider steadily incrementing M
from 1. For an anomalous A{, €, will begin large, and al-
though likely getting slightly smaller as M increases due to ad-
ditional samples, it is expected to stay reasonably large, mak-
ing [1 - P(%)]M decrease quickly. Even if some sample
hi. ~ p.(h|1%) happens to be close to h%, any sampling where
this is non-trivially likely to happen will have high enough M
for [1 — P(el‘f,l)]M to already be very small despite the accom-
panying low €j,, so this is a non-issue. It is also very unlikely
for €}, to begin small, although this would be a “failure mode”
as €5, would only decrease slowly from there. In summary, we
should achieve good performance for a low M; indeed we find
in practice that M = 10 is sufficient to achieve beyond state-of-
the-art anomaly localization results, and the influence of differ-
ent choices of M is shown in Section[3.3]as well.

3.3. Completion Variability with Spatial Dropout

We have shown theoretical support for our MCD anomaly
metric, and explained why given appropriate assumptions of
the distributions of normal and anomalous data, the metric per-
forms well for a reasonably small completion sample size M.
The central component of this metric is the diverse sampling
from p,(I.|1,,): the distribution of possible normal completions
I, of some surroundings I,,; in other words, obtaining plural-
istic completions. We opt for a simple and intuitive approach
for creating pluralistic completions that still manages to achieve

sufficient feature variability of completions for the MCD met-
ric. Our goal is to make the output of a completion network
G trained on normal data variable for some fixed input masked
image I,,. At each i"* evaluation of G(I,,) we wish to obtain a
different output completion /', while still maintaining the abil-
ity of G to create fairly realistic normal inpaintings that will be
distinct from any anomalous data.

Our intuition is from the dropout (Srivastava et al.| (2014))
mechanism, which is commonly used during training to com-
bat overfitting, but can also be used during inference to produce
variable outputs (Kendall and Gal| (2017))). We apply this gen-
eral prescription to a completion network to induce variability
for conditional generative models. This idea is briefly intro-
duced in|Wieluch and Schwenker]| (2019)), but they only present
it as a proof-of-concept extension of their work, while we man-
age to implement it in a real application setting.

In particular, we perform completions using the model of
Yu et al. (2018)), which includes a Wasserstein generative ad-
versarial network (GAN)-based fully-convolutional completion
network G and critic/encoder ¢y (Arjovsky et al.| (2017)). G
creates a fixed completion /. of some input masked image 1,,,,
while ¢y learns to discriminate between real vs. fake normal
completion data; we use ¢y as the completion feature encoder
¢ described in Section Wasserstein generative adversar-
ial networks (GANSs) are signicantly more reliable to train than
traditional GANs (Goodfellow et al.|(2014)): they converge re-
liably, remove problems such as mode collapse, and have in-
terpretable loss functions, among other benefits. The critic ¢w
is the Wasserstein GAN’s version of the traditional GAN’s dis-
criminator.

In our setting, since the input to G is [, a fixed variable,
the network has no inherent stochasticity by default. A simple
method of adding stochasticity to the input, i.e., G(I,,, 7) where
z is sampled from some noise distribution, would not work as
well because the network would simply learn to ignore z (Isola
et al.| (2017); Mathieu et al.| (2015)). In order to allow G to
create semantically diverse yet sufficiently high-quality com-
pletions at each evaluation of a single /,,, we propose using
spatial, or channel-wise dropout (Tompson et al.|(2015)) within
G. This type of dropout randomly makes entire channels of
convolutional layer activation maps zero with some probability,
rather than individual neurons. We give examples of pluralis-
tic completions using our method in Figure [3] We note that
using dropout on G naturally results in reduced visual quality
of individual completions, due to the variability that dropout
adds to the network. However, we found that the benefit of
having access to multiple possible completions outweighs this,
still resulting in improved tumor detection performance over the
single-completion case (Table[2).

Conceptually, because convolutional layer activation maps
carry spatial correlations between adjacent pixels, dropping out
individual activations randomly can result in low-quality com-
pletions, which we found to be the case in practice. On the
other hand, dropping an entire channel of an activation map
with spatial dropout, can be thought of as inducing a change
in the global feature information of the resulting completion,
while avoiding any such negative spatial effects. This makes
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intuitive sense at a high level: for a given layer of a fully con-
nected neural network, the individual neuron’s activations are
the key global features that affect the downstream inference; on
the other hand, for a convolutional neural network layer, the
key global features are different channels of the given activa-
tion map. [Lee and Lee|(2020)) in fact found that spatial dropout
used on convolutional neural networks (CNNSs) can be function-
ally similar to using regular dropout on fully connected neural
networks.

Intriguingly, we did not find any benefit in the quality or di-
versity of pluralistic completions between the options of (1) us-
ing dropout on G during both training and testing or (2) only
testing, over the course of many experiments. As such, for the
sake of simplicity, we obtain pluralistic completions by only ap-
plying dropout at test time to a normally (non-dropout) trained
completion network. We also obtained better inpainting quality
(on the training set) when dropout is excluded from the shallow-
est and deepest layers of G (see Appendix A.1 for details). For
all experiments we use a dropout probability of 0.5, a relatively
high value that we found suitable for generating sufficiently di-
verse completions, which was also assisted by dropout being
used after the majority of G’s layers. We found that different
training iterations of G sometimes resulted in differing quality
and variability of completions once dropout was applied, but
we saw no obvious trends to this, so chose to halt training sim-
ply when the L, distance between completions and ground truth
was minimized (see Section . 1| for more training details).

It is also conceivable to explicitly optimize the placement
and probabilities of dropout layers to maximize completion
diversity and visual quality. However, there is not an ex-
plicit, differentiable dependence of a completion diversity met-
ric (e.g., LPIPS (Zhang et al.|(2018)))) or quality metric (e.g.,
the critic/discriminator score) on the dropout layer parame-
ter(s) and/or placement, so it is unclear how these parameters
could be efficiently tuned to optimize for these metrics. Do-
ing so would require a non-differentiable optimization method
such as Bayesian optimization, which is computationally pro-
hibitive due to the high number of possible dropout parameters
to tune (layer-by-layer), and the computational cost of sampling
enough completions at each iteration of such a routine to get a
reasonable holistic measure of completion diversity and qual-
ity. We attempted this Bayesian optimization procedure in early
experiments but found that it did not converge; due to these is-
sues, we simply fixed the dropout probability to a fixed value
(0.5) for all layers, which we found sufficient for completion
diversity and quality.

Our method also has the added benefit that only negligible
additional computational load is needed to create a pluralistic
completion compared to an ordinary deterministic completion
network, as each completion is created by an independent for-
ward pass through G. This also makes pluralistic completion
sampling easily parallelizable.

3.4. Full Anomaly Localization Method: PICARD

We can now determine whether some d,, X d,, patch of a DBT
scan includes an anomaly within the center square d,, X d,, re-
gion by sampling M possible normal completions of that region

Table 1: Summary of the DBT data used in this work, from the BCS-DBT
dataset (Buda et al.|(2021)).

Dataset No. of DBT scan slices
Training (healthy only) 6,245
Testing (biopsied cancer only) 133

given the surroundings, and using the minimum completion dis-
tance (MCD) metric (Eq. (I)) to compare the completions to the
missing region ground truth. The final portion of our model is
to use this new metric to localize, or segment, anomalies within
a full size DBT slice.

Anomaly localization requires synthesizing an anomaly
heatmap for a given DBT slice X that is the same size as
that slice, where each pixel of the heatmap corresponds to the
model’s prediction confidence of the corresponding slice pixel
containing anomalous data. To do so, we begin with the d, xd,
image patch at the top left of X—our “window”—and apply the
MCD metric to that patch, with the aforementioned masked re-
gion chosen a priori, to obtain an anomaly score associated with
that patch. We then shift the window by some stride according
to a basic overlapping raster scan order, perform the same pro-
cedure to obtain an anomaly score for this next window, and
repeat until all raster windows have been scored, ending with
the patch at the bottom right of X. The heatmap is all of these
scores arranged with the same spatial orientation of the corre-
sponding raster patch centers that created the scores. Finally,
we use bicubic interpolation to upsample the heatmap until it
is of the same size as X. The overall anomaly localization pro-
cedure is summarized in Algorithm [I| In practice, the two for
loops are parallelized to take full advantage of GPU memory;
i.e., multiple completions are sampled, for multiple inputs, all
at once. This feature creates a large decrease in computation
time compared to our previous work of |[Swiecicki et al.[(2021)),
where completions were simply made one-at-a-time.

4. Dataset

For all experiments we use full size 2D slices of breast
cancer DBT Digital Breast Tomosynthesis (DBT) scans from
the Breast Cancer Screening (BCS)-DBT dataset (Buda et al.
(2021)). The scans have resolutions of either 1,890 x 2,457 or
1,996 x 2,457 pixels. For training all models we used 6,245
healthy slices of DBT volumes from the training set of BCS-
DBT, each of which come from a different anatomical view
and/or patient. 256 x 256-shaped patches are randomly sam-
pled from these slices for pretraining the completion network
G and the encoder ¢ for PICARD. For testing we use 133 DBT
slices that each contain at least one radiologist-annotated tumor,
obtained from the test set of BCS-DBT. The tumor bounding-
box annotations in the test set range in size from about 0.2% to
7% of the total area of a DBT image. All DBT slices are left-
aligned for symmetry. We provide more details for the creation
of this dataset and the impact of using it to test anomaly local-
ization in Appendix C. Code for reproducing all experiments
will be made publicly available.
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Pluralistic Image Completion Examples

Input
(ground truth + masked)

PICARD dropout {ours) HFPIC

Fig. 3: Examples of pluralistic normal completions of a normal DBT patch (top block) and an anomalous patch (bottom block) using our method (Section
and HFPIC (2021)). Left column: input image, masked and unmasked; center column: completions with our method; right column: completions with

HFPIC. Image contrast modified to improve visibility.

5. Experiments and Results

Given that the outputs from our method are pixel-wise
heatmaps, and only ground truth lesion bounding boxes are
provided in BCS-DBT, we adopt pixel AUC/AUROC as our
anomaly localization (AL) evaluation metric, as in other AL
works (Schlegl et al] (2019); [Yi and Yoon| (2020); Roth et al|
(2021); Li et al.| (2021)); Defard et al.| (2020)). We note that such
AL algorithms cannot be evaluated with object-level detection
metrics such as IoU because they do not output binary localiza-
tion predictions such as segmentations or bounding boxes, as
tuning some method used to seperate the heatmap into fore-
ground and background pixels and then form object boxes/-
masks would require a validation set containing labeled anoma-
lies, which is not permissible within the AL/AD setting.

Specifically, we label all pixels of the slice as negative, ex-
cept for the pixels inside and along the bounding box(es), which
we label as positive. To obtain an anomaly localization/pixel
AUC score for a given image, each pixel’s binary label (normal
or anomalous) is compared to the corresponding anomaly score
from our model’s predicted heatmap for that pixel, and the pixel
is classified as anomalous if its score is above a certain thresh-
old. The pixel-wise AUC for the image analyzes all possible
score thresholds for a given image/heatmap to provide a holis-
tic measure of anomaly localization performance for the entire
image. The final performance metric for the entire test set is
the average pixel AUC of all slices. We also include a specific
example of the associated ROC curve with the anomaly score

Heatmap Pixel Score Distribution Heatmap Pixel Score ROC

(normalized) 1.0
0.08 . T
0.07 | L neg‘a.twe Yos
£ 0.06 | W positive ©
3 2 0.6
S 0.05 2
@
@ 0.04
& § 04
T 0.03 o
>
5 0.02 5029 —— AUC = 0.929
< 0.01 0.0 —— random guessing
0.00 T y - v v -
0 20 40 60 80 0.0 0.2 0.4 0.6 0.8 1.0

false positive rate

anomaly score

Fig. 4: Histogram (left) and associated AUC (area under the receiver operating
characteristic curve, right) of a particular test DBT cancer slice (the top left row
of Fig. [f), for the normalized distributions of MCD anomaly metric scores for
normal pixels (blue) and anomalous pixels (red).

distributions of normal and anomalous pixels created by using
PICARD to heatmap a DBT slice from the test set in Figure ]

5.1. DBT Tumor Localization

Now we compare previous leading unsupervised/self-
supervised anomaly localization methods to our work: quan-
titative (pixel AUC) results are summarized in Table E
while qualitative (anomaly heatmap) results are given in Fig-
ure B} We also provide the pixel-wise average precision
(AP) score for each method in Table 2] The AP summa-
rizes the precision-recall curve, and is the weighted mean
of the precision achieved at each possible scoring threshold
along the precision-recall curve, according to scikit-learn’s
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Algorithm 1 Pseudocode for PICARD MCD Anomaly Detec-
tion for DBT scans

Input: Input DBT scan X, patch size d, = 256, mask size
d,, = 128, pluralistic completion sample size M = 10, and
completion network G with completion encoder/critic ¢, both
pretrained on normal data.

1: Initialize raster scan order of “sliding” windows of size d), x
d, and stride 32, starting at the top left of X.
2: for each window in raster scan order do
3:  Let I be image within sliding window. Remove centered
d,, X d,, mask from I to obtain I, C I, with remaining
surroundings I, = I — I,.
. fori=1,...,Mdo
5: Sample normal completion I. ~ p(I.|1,,) with dropout
probability pay,p on G:
6: I =G(,)
: end for
Convert ground truth I. and predictions {If.}f‘;’ | to feature
space via ¢:
9. W =¢U), h=¢I)Vi=1,....M
10:  Compute MCD anomaly score for I. (Equation (I)):
1 Ay = i=r1r3_i_?M||h2 - hi|,
12: Store Ay,
13: end for
14: Use anomaly scores Ay for each raster window to create
anomaly heatmap, maintaining 2D spatial orientation.
15: Use bicubic interpolation to upsample heatmap to size of
X.
16: return anomaly heatmap for X

sklearn.metrics.average precision_score in Python.
Further details and results of these comparison studies are given
as follows, where we first explore other state-of-the-art meth-
ods, followed by our model.

CutPaste (Li et al.|(2021)). CutPaste first learns self-supervised
deep representations and then builds a generative one-class
classifier on learned representations. The representations are
learned by classifying normal data from a novel data augmenta-
tion strategy that cuts an image patch and pastes it at a random
location of a large image. To localize defective regions, Cut-
Paste crops the images before applying the augmentation. Cut-
Paste obtained leading anomaly localization results on the most
common benchmark of MVTec-AD (Bergmann et al.| (2019)).

To make a fair comparison to our method, we adopt the best
performing augmentation strategy (CutPaste 3-Way) and use the
sliding-window hyperparameters as for PICARD. We further
adjust the method to not select blank image patches or paste
them in blank regions. These changes increase the classification
difficulty and improve the performance. We train CutPaste until
loss convergence, at 6,000 epochs.

During inference, we extract embeddings from all patches
with a given stride and learn a generative classifier at each loca-
tion via a simple parametric Gaussian density estimator (GDE),
with a log-probability density of log pgge(xij) o {—%( fxij) -

wi)TET(f(xij) — pij)}, where i, j specifics the spatial location
for the current image patch x;;, and f is the feature embedding
network. The final anomaly score map is obtained by accu-
mulating prediction scores from all the generative classifiers.
We find that CutPaste obtains an anomaly localization result on
the DBT test set of 0.737 average pixel AUC. A few example
heatmaps are shown in Figure [5]

PatchSVDD (Yi and Yoon|(2020)). PatchSVDD is an extension
of DeepSVDD (Ruff et al.|(2018))) to solve the problem of high-
level intra-class variations by adopting patches, instead of en-
tire images, as network inputs. It alleviates the collapse issue of
mapping features to a single center by minimizing the distances
between features extracted from spatially adjacent patches. The
method also proposes an additional self-supervised learning
task to predict the relative location of two nearby patches.

Since this method also makes the predictions at patch level,
we can directly adopt this method in our setting. To make it
compatible with the DBT dataset, we select the same patch and
stride size as PICARD, 256 and 32, respectively. During infer-
ence, we also use the same protocol PatchSVDD proposed to
generate the anomaly map for every DBT image. We follow
the same training parameters and procedure as in the original
paper, and set the loss scaling hyperparameter 4 = 1. On the
DBT test set, PatchSVDD achieves 0.777 pixel AUC. Several
example heatmaps are presented in Figure 5]

PICARD (ours). Lastly, we evaluate our method, PICARD,
(Figs. [I} 2] and Algorithm [I)), on the DBT test dataset. We
set patch size d, = 256 and mask size d,, = 128. Empirically,
this setting is sufficient enough to allow room for high reso-
lution, variable completions to capture a variety of anomalies,
while small enough to be able to precisely localization anoma-
lies on the much larger, global DBT slices, which have resolu-
tions of approximately 2,000 x 2, 500. For all experiments we
set the raster window stride to 32 pixels (so that the raster win-
dows overlap), and we set completion sample size M = 10. We
trained the inpainter G and critic ¢ with a batch size of 55, halt-
ing once the L; training set reconstruction error between com-
pletions and their corresponding ground-truth images stopped
decreasing. All experiments were completed on four 24 GB
NVIDIA RTX 3090 GPUs. Each heatmap took approximately
two minutes to create, by processing multiple sliding raster win-
dow inputs, each sampling multiple completions, all in parallel.
All other experimental and model training details are given in
Appendix A.1.

On the test set, PICARD achieves an average pixel-level
AUC for lesion detection of 0.875 with the MCD metric in im-
age space, and 0.865 in feature space, outperforming other ex-
isting methods by at least 10% AUC. We find that when we set
M = 1 in order to evaluate the single completion case, these
values shift to 0.846 and 0.826 for image and feature space,
respectively. These are the first BCS-DBT pixel AUC results
for this method that was first introduced in our work of [Swieci-
cki et al.| (2021)), which itself already beats other state-of-the-
art methods. We also find that our approach similarly outper-
forms all other methods in average precision. Of note is that our
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Table 2: Quantitative comparison of tumor localization methods on the DBT test set of cancerous scans.

Inference time

Method Pixel AUC  Pixel AP (per patch) (sec.)
PICARD (OurS) 0.875 0.0943 0_062
(image space)

PICARD 0.865 0.0672 0.064
(feature space)

PICARD, M = 1 0.846  0.0817 0.062
(image space)

PICARD, M = 1 0.826  0.0582 0.064
(feature space)

PatchSVDD

(Yiand Yoon @020)) 0777 00303 3
CutPaste

(lm 2021)) 0.737 0.0522 0.087

Input with tumor label  PICARD (ours) PICARD, M =1 CutPaste PatchSVDD Input with tumorllabel _PICARD (ours) PICARD. M=1 CutPaste PatchsvDD

. Pixel AUC [ . Pixel AUC ' Pixel AUC Pixel AUC
by =0.9137 5 . =0.8446 R =0.616

Pixel AUC
=0.5913

»

pixel auc fI* Pixel AUC Pixel AUC Pixel AUC

Pixel AUC
=0.5146 =0.9712 =0.9629 =0.7948 =0.7713

3 !

pixel AUC " Pixel AUC Pixel AUC Pixel AUC
=0.9777 | =0.9614 =0.6722 =0.6389

Fig. 5: Qualitative tumor localization performance for our method (PICARD) compared to several state-of-the-art methods. For each example test image, we
show the performance (from left to right) of (1) our method, PICARD; (2) PICARD with the deterministic, single-completion case; (3) CutPaste (2021));
and (4) PatchSVDD (Yi and Yoon| (2020)). The two examples on the bottom row demonstrate performance on cases with dense breast tissue. Refer to Table 2] for
corresponding quantitative results on the entire test set. This figure is best viewed in color.
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model requires no hyperparameter optimization on some vali-
dation set, ensuring that it can be trained and prepared for use
only using healthy data.

Breast tumors can greatly vary in size between cases (Section
M), so it is important that our model can detect both very small
and very large tumors. We see in the case shown in the right top
row of Fig. [5| that our method is able to localize an extremely
small tumor, while other methods fail to do so. In the opposite
case of a very large tumor shown in the right second row of
the same figure, our model is also able to localize the tumor
and make it stand out compared to the surrounding tissue area,
despite the tumor being much larger than the size of the raster
window/patch. This is a very important property of our method,
as it allows for the localization of tumors of a wide range of
sizes.

We also note our model’s performance on cases with dense
breast tissue, shown in the bottom row of Fig. |§L where the
surrounding tissue of the tumor is visually similar to the tu-
mor itself. As the tumor is not easily distinguishable from the
surrounding tissue, this is a challenging case for both anomaly
localization algorithms and radiologists (Nazari and Mukherjee
(2018)). However, our method is still able to localize the tu-
mors in this case, while the other existing approaches both fail
to differentiate it from its surroundings.

Finally, we also evaluate the inference speed of our approach
compared to existing methods, per image patch, shown in the
rightmost column of Table 2] We show that our method is
about 1.3x faster than CutPaste (0.062 sec. vs. 0.087 sec. per
patch), and over 64x faster than PatchSVDD (4.13 sec. per
patch), while still possessing superior tumor detection perfor-
mance. The large difference in inference speed between our
method and PatchSVDD is due to the fact that PatchSVDD re-
quires computing the distance of the patch’s features to every
single image’s features in the training set, while our approach
simply compares the patch’s features to the features of the com-
pletions of the patch (in parallel).

5.2. Using State-of-the-Art Pluralistic Image Completion
Backbones

As few research considers the topic of pluralistic image com-
pletion, we compare our dropout pluralistic completion method
(Section@ to the state-of-the-art method of |Wan et al.| (2021)),
which presents a two-stage, transformer-based model for plu-
ralistic image completion. We trained this method on the same
random normal DBT patch dataset as the dropout inpainter, and
example inpaintings created by the trained model are shown in
Figure[3] Although the completions are slightly more detailed
(but still not anatomically valid) than our dropout inpainter, in
practice we find that this method is significantly slower than the
dropout method for creating multiple completions, such that it
becomes impractical for anomaly localization.

On a single 24 GB RTX 3090 GPU, it takes 2.9 days for HF-
PIC and 8 minutes for our method to generate a single heatmap
with the default setting of an M = 10 completion sample size.
This difference is simply due to the significant margin between
the size of the two models: ours has about 3.6 million train-
able parameters, while HFPIC has about 450 million. We fur-

Pluralistic Image Completion Computation Time

10° 10°
—_ == dropout (ours) == dropout (ours)
é 10* 4 HFPIC 104 4 HFPIC
I}
o 3 3
g 10°4 10% 4
g 1074 10 4
S
S 104 10t 4
2
S 1004 10° 4
o
g 1071 4 |/_—__—- 1071 4
o
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M (number of completions) N (number of inputs)

Fig. 6: Pluralistic image completion computational efficiency comparison.
All inpaintings completed with same 128 X 128 center square mask, on a single
RTX 3090 24 GB GPU. Note the logarithmic scale on the vertical (computation
time) axis.

PICARD-dropout
Pixel AUC = 0.9315

PICARD-HFPIC
Pixel AUC = 0.8918

Input with tumor label

Fig. 7: PICARD heatmaps generated with different pluralistic image com-
pletion backbones. From left to right: ground truth image with lesion label,
and heatmaps generated using our dropout method, and HFPIC.

ther evaluated this difference by (1) fixing N = 5, the num-
ber of input patches to complete, and testing a range of M for
both inpainting methods, and (2) fixing M = 10 and testing a
range of N. The computation time results are shown in Fig-
ure[6} each datapoint was averaged over six possible input DBT
slice patches from the test set. We see that in general, HFPIC is
slower than our method by about three orders of magnitude.
Moreover, we have tested the effectiveness of HFPIC by us-
ing it to create a heatmap for a DBT slice in the test set. Al-
though the extreme computation time makes it impractical to
test PICARD with HFPIC on the entire test set, we tested it on
a single image (which took days to compute) shown in Figure
[7l Here, we actually see a decrease in anomaly localization
performance; this is likely due to the anatomically unrealistic
nature of HFPIC DBT completions, as shown in Figure 3]

5.3. Asymptotic Behavior of the MCD Metric

In Section@ we showed that theoretically, the MCD metric
(Equation [I)) achieves perfect AUC performance in the limit of
inpainting sample size M — oco. We evaluate this behavior
empirically in order to validate these claims by calculating the
tumor localization performance (pixel AUC) of PICARD on a
range of values of M, {1,2,5,10,25,50, 100, 250}, on a set of
ten DBT scans randomly sampled from the test set, shown in
Figure[8] We use a subset instead of the full testing set due to
computation feasibility (it takes almost 6 days to evaluate the
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Asymptotic MCD metric performance
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Fig. 8: Asymptotic anomaly localization performance using MCD metric,
with respect to number of completion samples M.

entire set with M = 250). Performance does indeed increase
asymptotically as M — co, but not to a perfect AUC of 1. This
is due to the fact that in our derivations, we assume that the
pluralistic inpainter is able to perfectly sample from the true
distribution of possible completions; in practice, the inpainting
method is necessarily imperfect, as it is difficult to capture the
broad anatomical variability and complexity of breast tissue.
Finally, we note that this analysis was completed after all other
experiments, where M = 10 was chosen a priori.

6. Discussion

The central result of this work is that our pluralistic im-
age completion-based anomaly localization (AL) method per-
forms much better on DBT data than existing AL methods (Li
et al.| (2021); Y1 and Yoon! (2020)) that have been shown to
perform well on common machine learning AL benchmarks
like MVTec-AD (Bergmann et al.| (2019)). Importantly, these
existing works differ from our approach in that they all rely
on directly comparing the features of the input image to some
learned distribution of normal features, not to new normal (in-
painting) features that are created by our model, and condi-
tioned on the same surroundings as the input completion region.
This fundamental difference in how anomaly localization/de-
tection is approached is one reason for the superiority of our
method. The MVTec-AD benchmark that the other methods do
well with has normal data that vary minimally within a single
object class, anomalous data that fall into one of several, in fact
labeled cases, and normal and anomalous data that have starkly
different, and easily separable, features. These characteristics
make anomaly detection easier, in terms of feature discrimina-
tion and generalization. However, DBT data does not possess
these properties; healthy and cancer breast tissue possesses ex-
treme semantic variability, and in many cases anomalous tissue
can appear quite similar to healthy tissue (and vice versa). As
such, it stands to reason that these existing methods generalize
poorly when extended to DBT. We believe that this is excellent
evidence for utilizing the BCS-DBT dataset as a new bench-
mark for anomaly detection research in machine learning, due
to the life-critical application yet high complexity of the data,
and the fact that it is publicly available.

While DBT tumor localization serves as a challenging bench-
mark for our anomaly localization algorithm, our approach is

designed from a general standpoint, such that a wider range of
applications are possible. As such, an important direction of
future research is to extend our method to anomaly localization
scenarios in other biomedical imaging modalities. These could
include modalities such as OCT (optical coherence tomogra-
phy), MRI (magnetic resonance imaging) or others.

Interestingly, converting completions to the encoder feature
space ¢ for PICARD did not introduce any performance boost
as opposed to other AL methods; we hypothesize that this is
again because breast tissue data is more complex and difficult
to grasp useful features from than the natural image data that
many of these other methods are built for. As we have already
achieved strong performance with the current model, we leave it
to future works to develop a feature encoder that could possibly
be more robust to this type of data. Indeed, this could be related
to the poor performance of the other, feature-discriminating AL
methods, that do much better with natural or industrial images
that have easier features to work with.

6.1. Limitations

The superior results of PICARD for DBT breast lesion de-
tection are quite promising, however, further refinements could
be applied to make the method even more powerful.

One of the difficulties of generative modeling of breast tissue
is the extremely high complexity and natural variability of the
tissue, so that it is difficult to obtain anatomically realistic com-
pletions, even with state-of-the-art methods like HFPIC (Wan
et al.| (2021)). In addition to complex local details, breast tis-
sue can have complicated correlations between distant image
locations, which may not be able to be fully captured by the
inherent locality of convolutional neural networks models. In-
deed, the coarse-to-fine feature hierarchy of traditional convolu-
tional image completion methods—such as the one used in this
work—is well-suited for natural images, where low-resolution
features are more global, yet it is unable to fully represent the
complexities of breast tissue. Visual transformer-based mod-
els, e.g.,\Dosovitskiy et al.[(2020); Liu et al.| (2021b)) can model
long-range pixel interactions, but even the transformer-based
model of HFPIC was unable to produce anatomically realistic
content. As such, it is unclear what type of generative model
would be able to learn reasonable representations of breast data
that preserve both local fine-grained details while maintaining
the complex global structure of the tissue. Such a model may
need to include some sort of inductive biases for the unique
structures seen in visual anatomical data; alternatively, entirely
different generative models may prove useful, such as normal-
izing flows, energy-based, or score-based methods, which we
leave for future works.

Having more realistic completions would better approximate
sampling from the true distribution of possible completions,
theoretically leading to more robust minimum completion dis-
tance performance, and therefore better anomaly localization.
This would fix some of the issues of false-positive regions that
can be seen in some of PICARD’s heatmaps, that have breast
tissue that is labeled as healthy, but still possesses visual fea-
tures that are uncommon in the training set. We found that even
training our inpainter(s) on the full DBT training set of normal
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slices did not improve performance, so it appears to be a limi-
tation of the model structure rather than the dataset size.

Although PICARD’s tumor localization performance does
receive a boost from using multiple completions instead of just
one (present in the first two rows of Table [2| where M = 10,
vs. the next two with M = 1), in theory the difference could
be higher, again if the sampled completions were more real-
istic and better approximated the true distribution of possible
normal completions. One possible solution to this would be to
choose a dropout probability for the completion network that
results in optimal anatomical realism. However, such optimiza-
tion needs access to some cancer images during the validation
phase, greatly reducing its range of applications. It may be pos-
sible to quantify the anatomical realism of completions gener-
ated on some validation set of only healthy cases, and optimize
the dropout probability to maximize this quantity, but we leave
this nontrivial task for future works.

Another possible future work is that as the completion re-
gion I, is our region of interest, we made no assumptions about
if the surrounding region /,, contains anomalies. Still, it may
be worth considering how to detect anomalies within 7, as
well, which could begun with considering the joint distribu-
tion p(I., I,,) rather than just p(I.|I,,) as in this work. However,
it is unclear if this would improve heatmapping performance,
as we use a stride small enough such that all pixels (beyond
a “padding region” on the border) within a DBT slice will be
included at least once within some evaluated ...

7. Conclusion

We introduced a novel anomaly localization method for ultra-
high-resolution DBT breast scan data, called PICARD. We
found that PICARD achieves promising performance with this
difficult modality, that existing methods in the machine learning
literature struggle to match. PICARD compares a distribution
of pluralistic normal image completions to the ground truth,
and uses a new lightweight and efficient way to sample plural-
istic completions using spatial dropout layers on a pretrained
completion network. We also introduced a formal foundation
for completion-based anomaly detection, and used it to math-
ematically analyze the convergence properties of our anomaly
score. Finally, we synthesized all of these contributions into the
final PICARD method.
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Appendix A. Implementational Details

We implemented all of our methods and experiments in Py-
Torch. For all experiments, we fix the random seed to make the
work reproducible. In all scripts we used a seed of 1337 with
the basic code shown below:

1 import torch
import random

my_seed = 1337
random . seed (my_seed)

torch . manual_seed (my_seed)
torch.cuda. manual_seed_all (my_seed)

0NN kAW

Appendix A.1. Network Architecture and Experimental Details
for PICARD (Our Method)

When applying spatial dropout to the (convolutional) layers
of G, we also found it important to not just apply dropout to ev-
ery single layer, but to exclude certain layers from dropout for
better performance. In particular we found it essential to not
apply dropout to the first or last convolutional layers of G fine
(convl and conv17) and G p4rse (convl and allconvi?), as
not doing so can result in possible identical “noise” completions
that are occasionally sampled with a frequency proportional to
the dropout probability. For this particular completion network
we also found that excluding dropout on all of the layers follow-
ing the final atrous/dilated layer conv10_atrous improved the
quality of completions. Specifically, we observed that if these
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layers are included for dropout, occasionally dark regions ap-
peared in feature maps on this part of the network that seeded
unrealistic regions in the final completion. We reason that this
is because these post-atrous layers perform interpolation to up-
sample the feature maps to increase the resolution to the final
output resolution, so that initially small artifacts may become
much more problematic as data is passed through further lay-
ers.

To convert completions in image space to a useful feature
space, we use the feature map output of the final convolutional
layer (conv4) of the WGAN critic as our encoder ¢, flattened
to be in R31°2. We also note that this critic ¢ is actually the
local critic in the original work of [Yu et al.| (2018)), takes com-
pletion regions as inputs alone. This is opposed to the global
critic, which takes entire completed images as inputs. We pre-
trained the completion network G and critic/encoder ¢ on the
DBT patch dataset using the default procedure and hyperpa-
rameters of |Yu et al.|(2018)), with a batch size of 55. We trained
until we saw the L; reconstruction error between the inpaint-
ings and the ground truths get no lower, at 130,000 iterations,
on two NVIDIA RTX 3090 24GB GPUs. We generated all PI-
CARD heatmaps with four 3090 24GB GPUs.

We also experimented with only including pixels within the
breast (not in the outside black region that is within each slice)
for the AUC calculation/heatmapping procedure, but we de-
cided that it would be best to include the entire image to have
the least number of experimental biases as possible, and to ob-
serve the performance of all models in all parts of the slice.

Appendix A.2. Experimental Details for Other Methods

HFPIC (Wan et al.| (2021)). Transformer/coarse prior gen-
erator training: We used the default setting that the HFPIC
authors used for ImageNet (Russakovsky et al.| (2015)), except
trained from scratch on the BCS-DBT training set (Table [I).
Specifically, we used the BERT training objective, the GELU_2
activation function, and randomly generated pconv completion
masks. For the transformer, we used 35 layers, an embedding
size of 1024, and 8 heads. We trained for 200 epochs on a batch
size of 6.

Convolutional network/guided upsampler training: Just
as for the transformer, we used the default setting that the HF-
PIC authors used for ImageNet, except trained from scratch on
the BCS-DBT training set (Table [T). We trained with a batch
size of 75 for 40, 000 iterations, on randomly generated pconv
completion masks.

We chose the best performing models from each of their
training according to the paper’s original validation score on
normal image patches. Inference was performed with the same
parameters as in training. We performed all experiments on one
48 GB NVIDIA RTX A6000 GPU.

Appendix A.3. Computational Efficiency

Our heatmapping model enjoys high scalability, by allowing
for both the computation of multiple completions for a given
input, and the computation of multiple inputs, all at the same
time. This was created using PyTorch’s inherent support for
parallelism; the former is completed by inputting M copies of

Table B.3: Quantitative comparison of using the minimum (default, equation | s
mean (equation [B-T) and median (equation [B:2) completion distance anomaly
score metrics for PICARD for tumor localization on the DBT test set.

Anomaly Metric Pixel AUC
Min. CD/MCD (image space) 0.875
Min. CD/MCD (feature space) 0.865
Mean CD (image space) 0.863
Mean CD (feature space) 0.843
Median CD (image space) 0.867
Median CD (feature space) 0.846

the same input image to the image completion model as a sin-
gle, parallelized batch, while the latter is completed by creating
a custom data loader that can load batches of heatmap raster
windows, to be analyzed all at once.

One heatmap for a full size (~ 2,000 x 2,500) DBT image is
generated in just two minutes by four RTX 3090 GPUs. This is
achievable by virtue of the relative simplicity and lack of addi-
tional computational load created by our dropout-based multi-
inpainting method.

Appendix B. Ablation Studies

Appendix B.1. Mean or Median Completion Distance instead
of Minimum
By default, our approach uses the minimum completion dis-
tance/MCD anomaly scoring metric (equation (I)). Here we
compare the tumor detection performance of the MCD metric
with anomaly metrics that use the mean or median distance of
normal completion samples to the ground truth,

] .
A sty &5 ) e-ul,  ®D
he~pn(hellm)
and
A L) & median {0~ K]} B2

he~pu(helln)

respectively. Evaluated on tumor detection for the DBT test set
as in Section [5.1] we found that our MCD metric outperforms
the mean and median metrics, as shown in Table

Appendix B.2. Regular Dropout Instead of Spatial Dropout

In practice, we found that using regular dropout on G can
introduce pixelated artifacts within completions and/or signifi-
cantly less plausible completions than for when we used spatial
dropout.

Appendix C. Dataset Details

In this paper we work with the BCS-DBT (Breast Cancer
Screening-Digital Breast Tomosynthesis) dataset of ultra-high-
resolution 3D breast cancer scans, originally from |[Buda et al.
(2020) and recently published as [Buda et al.| (2021). This
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dataset is a collection of 22,032 breast scans that are divided
into four disjoint classes, of which we use normal (no potential
lesions flagged by a radiologist), and cancer (contains lesion(s)
flagged by a radiologist, biopsied and confirmed to be cancer).
Each scan is a 3D volume of about 70 physically-adjacent 2D
greyscale scan slices, where each slice is a 2457 x 1890 image.
For our training set we take 6, 245 healthy slices from the BCS-
DBT training set, from 2,000 different patients. Each slice is
sampled randomly from a different anatomical view/volume,
originating from 2, 000 different patients in total. For our test
set, we take all 133 slices from the BCS-DBT test set that have
radiologist-annotated biopsied lesion(s) (as each lesion annota-
tion corresponds to one of the slices, or in rare cases, multiple
lesions per slice). The massive class imbalance is due to the rar-
ity of breast cancer: for regular screening mammograms, only
about 0.6% of women obtain positive result for cancer (Lehman
et al.| (2017)).

The BCS-DBT dataset is useful for evaluating image
anomaly detection methods for a number of reasons:

1. It represents an important real-world application of
anomaly detection: breast cancer detection, which is a
leading cause of death in women. Approximately 1 in
8 women will be diagnosed with invasive breast can-
cer in their lifetime, and 1 in 39 women will die from
it (Howlader et al.| (1975)). On the other hand, many
anomaly detection benchmarks seen in the general ma-
chine learning literature e.g., CIFAR-10 and CIFAR-100
do not clearly represent real-world anomaly detection use
cases. The industrial anomaly dataset MVTec (Bergmann
et al.[(2019)) is an important exception to this, but it is still
considerably simpler than medical anomaly datasets.

2. The data is very high resolution, both normal and anoma-
lous data have strong semantic variability within the two
classes, and anomalous data can often appear similar to
normal data, altogether forming a challenging dataset.

Furthermore, the dataset is specifically useful for our method
because (1) there are an abundance of normal instances, which
is necessary to train GAN based models, especially for high-
resolution data; (2) there are radiologist-annotated bounding
boxes that provide ground truths of cancerous lesions/anoma-
lous data. Other anomaly detection benchmarks either do not
possess bounding boxes for object instances, like CIFAR-10,
CIFAR-100 (Krizhevsky et al.| (2009)), FashionMNIST (Xiao
et al.| (2017)) and CatsVsDogs (Elson et al.| (2007)), and/or do
not have enough per-class instances to successfully train our
GAN-based method on, such as 102 Category Flowers (Nils-
back and Zisserman! (2008))), Caltech UCSD Birds 200 |Wah
et al.|(2011), MVTec Bergmann et al.|(2019), WBC Zheng et al.
(2018), or DIOR (Li et al.|(2020)). The first criteria is important
because our method is defined by the conditional information of
the surroundings of the region of interest, which needs a bound-
ing box that is known whether or not an anomalous object is
within it. Still, in a future work we would like to attempt using
a completion model that can be trained on low amounts of data,
so that these datasets with relatively few per-class instances that
do have anomaly/object bounding boxes, e.g., MVTec, could be
tested on our method.

For our dropout inpainter, we pretrain the completion net-
work G and the critic/encoder ¢ on random 256 X 256 patches
of the training set. The network is trained to inpaint random
rectangular masks of normal patches, while for testing, we al-
ways use 128 x 128 centered square masks. We normalize all
data to the range [—1, 1] as used in|Yu et al.[(2018)). We train the
HFPIC inpainter on the same dataset of healthy scan patches.

The vast majority of the BCS-DBT dataset is pub-
licly available (on https://wiki.cancerimagingarchive.
net/pages/viewpage.action?pageld=64685580|), except
for a small portion, described as follows. The dataset is origi-
nally divided into a training set (19, 148 DBT scan volumes/DI-
COM files), a validation set (1, 163) and a test set (1,721). All
raw image/DICOM files are public. Each of these sets have nor-
mal and cancer class instances, with two other classes that are
not relevant for this work. The training set has a public list of
both class labels for all scans, and lesion bounding boxes for
cancerous scans.

However, the BCS-DBT validation and test sets do not cur-
rently include public labels and bounding boxes, which we plan
to release soon.

Now, our method could still be trained and tested on the la-
beled data that IS publicly available, namely BCS-DBT'’s train-
ing set. This training set contains 18,232 total DBT volumes, a
subset of which we used for training, and it contains 76 cancer
scans that we did not use, that could be used for testing.


https://wiki.cancerimagingarchive.net/pages/viewpage.action?pageId=64685580
https://wiki.cancerimagingarchive.net/pages/viewpage.action?pageId=64685580
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