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Field-of-view (FOV) tissue truncation beyond the lungs is common in routine lung
screening computed tomography (CT). This poses limitations for opportunistic CT-
based body composition (BC) assessment as key anatomical structures are missing.
Traditionally, extending the FOV of CT is considered as a CT reconstruction problem
using limited data. However, this approach relies on the projection domain data which
might not be available in application. In this work, we formulate the problem from
the semantic image extension perspective which only requires image data as inputs.
The proposed two-stage method identifies a new FOV border based on the estimated
extent of the complete body and imputes missing tissues in the truncated region. The

~Keywords: training samples are simulated using CT slices with complete body in FOV, making the
ield-of-view truncation model development self-supervised. We evaluate the validity of the proposed method
fr:;nzl{::?e:;ﬁ?lgraphy in automatic BC assessment using lung screening CT with limited FOV. The proposed
Bod%l composition method effective.ly restores the missing tissues and reduces BC assessment error int.ro-
duced by FOV tissue truncation. In the BC assessment for large-scale lung screening
AN CT datasets, this correction improves both the intra-subject consistency and the cor-
F>| relation with anthropometric approximations. The developed method is available at
Te) https://github.com/MASILab/S-EFOV.
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1. Introduction
AN

O\l Computed tomography (CT) assessment of body composi-
Stion (BC) has the advantage of clear separation of adipose tissue,
- =—muscle, and organs (Thibaultetal.,2012). CT-based approaches

2004; Mathur et al.,|2020; [Troschel et al., 2020; Best et al ., [2022;,
Bridge et al.,[2022)). However, the labor-intensive nature of man-
ual (or semi-automatic) annotation is a major roadblock for both
population scale evaluation and routine clinical reporting. For
this reason, artificial intelligence-based approaches have been

are particularly beneficial as CT examinations are often already
Eavailable as acommon imaging study conducted for various clin-
ical indications, allowing for “opportunistic” assessment of BC
which requires no additional examination procedure (Pickhardt
et al., 2021} |Pishgar et al.| 2021} |Pickhardt, 2022). Chest low
dose computed tomography (LDCT) is the standardized rou-
tine practice in lung cancer screening due to its high sensitivity
for nodule detection and malignancy risk evaluation despite the
lowered radiation exposure, making it an attractive modality for
opportunistic BC analysis for the lung cancer screening pop-
ulation (Krist et al.l 2021). Prior studies have demonstrated
the feasibility of using cross-sectional areas measured on single
or multiple cross-sectional slides in abdominal or thoracic CT
as surrogate markers for whole body compositions (Shen et al.,
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introduced for fully automatic BC assessment in several recent
studies (Bridge et al.,|2018};Lenchik et al.,[2021; Magudia et al.}
20215 'Weston et al.,[2019; | Xu et al., [2022)).

As BC assessment is not among the primary clinical indica-
tions for routine lung cancer screening CT examinations, certain
imaging limitations may exist. For instance, tissue truncation
caused by limited field-of-view (FOV) is a well-known issue
for BC assessment using thoracic CT (Troschel et al., [2020).
In lung cancer screening, the imaging acquisition protocol may
even intentionally limit the FOV to increase the imaging qual-
ity in the lung region (Gierada et al., |2009; Kazerooni et al.,
2014; |American College of Radiologyl 2022). In a prior study
(Xu et al., 2022), the authors introduced a morphology based
cross-sectional FOV truncation severity evaluation index and
revealed that up to 96.1% of scans in the CT arm of National
Lung Screening Trial (NLST) were associated with significant
tissue truncation caused by FOV limitation. Even though we
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Typical FOV truncation in lung screening CT and its impact on body composition assessment. The presented examples are simulated using two lung

screening CT scans with complete body at least at the level of the fifth thoracic vertebral body. As the same truncation pattern replicates across all cross-sectional
slices for the same scan, the cubic or tube-like shape of the field-of-view region and the resulting artificial body surface can be clearly identified in 3D view (top row).
The cross-sectional truncation effect is detailed by the blue segments and red segments indicating the true boundary of the human body and the artificial boundary of
FOV respectively (second row). The resulting segmentation masks for SAT and muscle are overlaid with highlighted cross-sectional slices (second row). The offsets
between assessment results based on truncated slices and complete slices are presented in the bar plots (third row). BMI=Body Mass Index. SAT=Subcutaneous

Adipose Tissue.

observed a lower rate (69.4%) of severe FOV limitation in a
recently acquired in-house lung screening program, the issue
was still frequent enough to preclude consistent automatic BC
assessment application. Fig [T] shows typical FOV limitation-
caused tissue truncation in lung screening LDCT and the in-
troduced shifts in BC assessment. Several studies have opted
for selective assessment of regions fully visible in FOV, e.g.,
using pectoralis muscle or paraspinous muscle as surrogate for

muscle measurement (Bak et al.| 2019} [Gazourian et al, [2020;

commonly referred as the "cupping" artifact (Ruchala et al.,
2002). Several earlier works employed heuristic extrapolation

methods to extend the data in projection domain (Ohnesorge|

et all 2000; [Hsich et al., [2004; [Sourbelle et al] [2005). Re-
cently, deep learning-based approaches have been proposed to
further improve the truncation correction, operating on either
the projection domain (Ketola et al., 2021)), or a combination

of image and projection domains (Fournié et al., 2019; [Huang
et al 2021). However, the projection data that are required

Lenchik et al, 2021}, [Pishgar et al 2021). However, evidence

suggests that the regional evaluation can insufficiently represent
whole-body assessment (Kim et al} 2016} [Troschel et al.} 2020).
In additional, significant portions of available BC information
in the CT images could be ignored following this approach.

Extending the FOV to recover the missing tissues provides
an alternative solution for BC assessment with limited FOV CT.
Traditionally, the FOV extension of CT image was considered
as an image reconstruction problem with incomplete projection
data (Ogawa et al }[1984). When the object exceeds the effective
data collection region, also known as the scan FOV (SFOV), of
the CT scanner, the object will be truncated in the reconstructed
CT image, and significant increase in image intensity near the
FOV borders will appear at the truncated locations, which is

by these methods might not be available in many application
scenarios. Typically, in retrospective studies where the data ac-
quisition is already completed, only the reconstructed data in
the image domain are stored and transferred. In addition, the
FOV truncation in lung screening LDCT is mainly caused by
the reconstruction FOV (RFOV) and display FOV (DFOV), or
a combination of both, where the image intensity near the FOV
borders can still be faithfully reconstructed from the projection
data collected in SFOV. This is mainly a result of the intended
restriction of the output CT FOV where the adopted SFOVs in
practice are usually the same as those used in conventional full-
sized chest CT, e.g., 500 mm in diameter (Gierada et al., 2009}
[Troschel et all,[2020). As a result, the cupping artifacts are rare
in lung screening LDCT. This simplifies the FOV extension for
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these CT images as such it can be solved as an image completion
problem.

Image completion refers to the process of filling-in target re-
gions with contextual plausible contents based on the semantic
information provided by the remaining of the image (lizuka etal.,
2017). Convolutional Neural Network (CNN) architectures are
widely used in modern image completion models with potential
to generate realistic imaging contents (lizuka et al.l 2017} [Isola
et al.,|2017; [Li et al.| 2020; [Liu et al., 2018; Nazeri et al.,[2019;
Pathak et al.l 2016 Yu et al.| [2019). The models are typically
developed in a self-supervised manner, where the input and
ground-truth data pairs are generated by applying centrally lo-
cated square (Isola et al.,|2017; Pathak et al.| 2016), or randomly
generated (Isola et al.,|2017;Li et al.,[2020; Liu et al., 2018)) cor-
ruption patterns on raw images. In the medical imaging domain,
the technique has shown its capability of generating anatomi-
cally consistent structures, and has been used, for example, to
remove lesions or unwanted markers to enhance downstream
analysis including registration, segmentation, or classification
(Armanious et al., 2020} [Kang et al., 2021} |Shen et al.| 2021)).
Compared to the inpainting tasks, the extension of the original
image boundary, or outpainting, poses additional challenges as
less information are provided as boundary conditions. Though
several studies have demonstrated promising results in extend-
ing the image boundary of natural images (Krishnan et al.,[2019j
Wang et al.| [2019), it is still an under-explored task to achieve
anatomically consistent FOV extension for medical images.

In this work, we sought to solve the CT FOV extension prob-
lem in the image domain and formulated it as a semantic image
extension task. A two-stage procedure was designed to achieve
fully automatic slice-wise FOV extension of lung screening
LDCT. In the first stage, the bounding box covering the en-
tire body region was predicted, which provided an estimation
for the appropriate extension ratio of the raw FOV. In the second
stage, the truncated anatomical structures in the region outside
of initial FOV region were automatically generated. To provide
training samples, we generated synthetic FOV truncation cases
using CT slices without tissue truncation. Unlike the randomly
generated corruption patterns commonly used in current litera-
ture, this simulation was based on domain knowledge of FOV
determination during the CT acquisition procedure. To evaluate
the validity of the developed method in real application, we em-
ployed a prior developed automatic BC assessment pipeline for
lung cancer screening LDCT (Xu et al., 2022). We evaluated
the proposed semantic FOV extension method on both synthetic
cases and real-world lung cancer screening LDCT with FOV
truncation. The evaluation was based on human perceptual
studies conducted with trained clinical experts and assessments
of the methods’ capability in correcting the BC measurement
shifts caused by FOV truncation. We evaluated the effectiveness
of three different general-purpose image completion methods
under the proposed framework. In addition, we characterized
the generalizability and limitations of the proposed method on
chest CT scans acquired with a broader spectrum of clinical
indications beyond lung cancer screening.

2. Method

To extend the FOV of an image, there are two questions need
to be answered: (1) how to determine the new image border; and
(2) how to determine the new contents in the extended region. As
opposed to the border extension task for natural images, where
the expected extension space may be arbitrary and usually need
to be specified manually (Wang et al.|[2019)), the actual anatom-
ical boundary of the human body can be roughly estimated even
with partially visible anatomy. With this consideration, we de-
signed a two-stage framework for semantic FOV extension by
(1) extending the FOV border based on the estimated extent of
the complete body; then (2) imputing missing tissue in the trun-
cated region of the boundary extended images. Fig [2] shows
a combined overview of the method, including the workflow of
each stage and its integration with the BC assessment pipeline.

2.1. Two-stage Framework for Semantic FOV Extension
2.1.1. FOV Border Extension

We formulated the task to identify the extent of the com-
plete body as a regression problem to estimate the axis-aligned
minimum bounding box (denoted “bounding box’’) of the un-
truncated body region. The model G took a slice x with limited
FOV-caused body tissue truncation as input and outputted an
estimation G(x) for bounding box coordinates of the complete
body. For the training data, we used the FOV truncation slice
and ground-truth body bounding box data pairs simulated using
the slices with the complete body in FOV (detailed in Section
[2.2). To guide the model training, we employed the generalized
intersection over union (GIoU) loss introduced in [Rezatofighi
et al.[(2019). The GloU between two arbitrary convex shape A
and B is defined as

ANB| IC\(AUB)|
|AU B cr

where C is the smallest enclosing convex object of AU B. |- |
represent the number of elements in a set. The first term, which
follows the definition of conventional intersection over union
(IoU), assesses the degree of overlapping, and the second term
evaluates the normalized empty space between the two regions.
This combined representation provides an approximation for
IoU, while overcoming the difficulties of IoU as an objective
for model training. With (x, b) demoting the data pair of input
CT slice and ground-truth body bounding box coordinates, we
defined our GIoU objective as

Le1ou(G) = Ep) [G (B(b), BIG(x0))], @

where B(-) represented the region defined by predicted or
ground-truth bounding-box coordinates. To further accelerate
and stabilize the training process, we also included the con-
ventional mean squared error (MSE) between the predicted and
ground-truth bounding box coordinates as the second objective:

G(A,B) =

ey

Luse(G) = Eqp [lIb = G()I2] - 3

The final loss function was given by a combination of the MSE
term and the GIoU term, which was in the form of

Lioa = Luse + ALgrou- 4
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Fig. 2. The scheme of the proposed two-stage FOV extension method and its integration with body composition assessment pipeline. (A) The body composition
assessment pipeline with the FOV extension module integrated as a preprocessing step. (B) Given a CT slice with FOV truncation as input, the stage-1 model extends
the display FOV based on the predicted bounding box of the complete body. (C) The stage-2 model imputes missing tissues in the truncated region. LDCT=Low-dose

CT. FOV=Field-of-view.

Fig[3](B) shows an overview of training of this module, and Fig
2] (B) shows the integration of the developed module with the
overall workflow.

With the predicted bounding box of the complete body, the
FOV border of the raw image was extended to fully cover the
estimated extent of the complete body. Since in most application
cases the body region locates approximately at the center of FOV,
we simplified the FOV border extension to symmetric padding
which was controlled by an estimated extension ratio

R= RO . Resta (5)

where R.;; was the extension ratio using which the extended
FOV can exactly cover the predicted bounding box. As predic-
tion errors for the body extent bounding box always exist, R,
alone may fail to cover the complete actual body extent for a
significant proportion of cases in application. For this reason,
we introduced the empirically determined multiplier Ry (> 1)
such that the extended FOV can successfully cover the body
extent for most cases. Based on the estimated extension ratio
R, the input image was symmetric padded, then resized to the
dimension of input image. The physical dimensions of image
pixels were scaled by factor R correspondingly.

2.1.2. Image Completion

The target of the second-stage model was to reconstruct the
missing tissues outside of FOV region. The model took the CT
slice with extended image border and optionally the FOV region
mask as inputs, and outputted a predicted image with missing

tissue imputed. In the training phase, the FOV region, in-
put corrupted slice, and ground-truth uncorrupted version were
simulated using CT slice with complete body in FOV (detailed
in Section [2.2). During the inference phase, the output image
generated by the first stage was directly forwarded to the second-
stage model. The FOV region can be given by the initial FOV
mask in the original image space with symmetric padding and
resizing based on the same extension ratio defined in Eq (5).
Fig [3] (C) shows an overview of the training of this module.
Fig|2| (C) demonstrated the integration of this module with the
overall workflow.

In our study, we evaluated three general-purpose solutions for
the image completion task: pix2pix (Isola et al.|[2017), PConv-
UNet (Liu et al., 2018)), and RFR-Net (Li et al., 2020). The
detailed evaluations of these methods are given in
As RFR-Net outperformed the other two methods, we used
RFR-Net as the default method for the second stage in the rest
of this study.

2.2. Synthetic Data Generation

In image completion model development, it is a common
practice to synthesize the corrupted image using uncorrupted
raw images by applying a randomly generated free-form mask.
The models are trained to predict the corresponding uncorrupted
version given the corrupted version as input (Li et al., 2020
Liu et al| [2018). This makes the model development self-
supervised and easy to scale on a large dataset. Inspired by this
observation, we designed a synthetic data generation procedure
for the development and evaluation of the proposed two-stage
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Fig. 3. The simulation of synthetic training data and the self-supervised model training of the two proposed stages. (A) The training samples are generated using
cross-sectional slices with complete body, by applying synthetic FOV as the intersection of RFOV and DFOV simulating the FOV determination procedure during
CT acquisition. (B) The input data for the stage-1 model are the simulated slices with tissue truncation which are cropped at the DFOV. The bounding box of the
complete body is pre-determined, shifted, and rescaled in corresponding with the cropping operation to serve as the ground-truth for stage-1 model development.
The model is developed using ResNet-18 as the backbone, and a loss function consisting of a MSE term and a Generalized IoU term. (C) The input data for the
stage-2 model are the simulated slices and FOV patterns in the original image space. The initial slices with complete body in FOV are used as the ground-truth. We
evaluate three published general-purpose image completion methods detailed in[Appendix_A] FOV mask input may or may not be required depending on the image
completion method. LDCT=Low-dose CT. FOV=Field-of-view. DFOV=Display FOV. RFOV=Reconstruction FOV.

approach for FOV extension, which consisted of the following
steps: (1) identification of slices with the complete body in FOV;
(2) simulation of FOV truncation patterns; and (3) paired data
generation. Herein, we assume the regions representing body
and FOV in the CT images are readily known. The solutions we
adopted in this study to automatically generate required regional
masks are detailed in[Appendix B] An overview of the synthetic
data generation and data workflow for model development is
demonstrated in Fig[3]

2.2.1. FOV Truncation Severity Quantification
To identify the FOV limitation-caused tissue truncation and
assess the truncation severity, we adopt the Tissue Cropping
Index (TCI) which was initially introduced in [ Xu et al.| (2022).
TCI evaluated the truncation severity for the given CT slice
by the proportion of artificial body boundary caused by FOV
truncation in all detected body boundaries. Given the body
region mask My, and FOV region mask Mroy, TCI was
defined as
IEMbody) N EMEov)
T Moo Mrov) = ——00 5 ©
where &(-) represented the set of boundary pixels of a 2D binary
mask. The TCI value ranged from zero to one, with a non-zero

value indicating the existence of body tissue truncation and a
larger value indicating more severe tissue truncation. In our
synthetic data generation, we used a TCI value of zero to filter
out slices with a complete body in FOV. At the scan level, we
defined the scan TCI as the averaged slice-wise TCI across T3,
T8, and T10 levels. The TCI value can give an approximated
stratification for both slice-wise and scan-wise truncation sever-
ity. We empirically setup a four-level system: (1) trace level,
TCI € (0,0.15]; (2) mild level, TCI € (0.15,0.3]; (3) moderate
level, TCI € (0.3,0.5]; and (4) severe level, TCI > 0.5.

2.2.2. FOV Truncation Pattern Simulation

The following three spatial region concepts are closely rele-
vant to the determination of CT FOV:

¢ Scan Field-of-view (SFOV). The SFOV is the region from
which the projection data are collected during CT acquisi-
tion (Seeram) [2015). The size of SFOV is determined by
the scanner limitation and can be adjusted based on spe-
cific application. In lung cancer screening, this parameter
is usually set to 500 mm. The SFOV determines the maxi-
mum spatial region that the image can be reconstructed.

¢ Reconstruction Field-of-view (RFOV). The RFOV, or re-
construction circle, is the circular region in which the image
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Fig. 4. Typical FOV patterns in lung screening CT. The images are shown using
HU window [-1200, 300]. The FOV borders are highlighted in red. The FOV
patterns are the results of the intersection between a circular reconstruction field-
of-view and a square display field-of-view. HU=Hounsfield Unit. FOV=Field-
of-view.

data is reconstructed from the projection domain. RFOV
can be equal or smaller than SFOV. In general, reducing
RFOV can improve the quality of the reconstructed image
(Salimova et al.;, 2022)), and is a commonly used strategy in
lung cancer screening to improve the image quality in the
lung regions (Gierada et al., |2009; |[Kazerooni et al., [2014;
American College of Radiology,[2022). The role of RFOV
in the determination of CT FOV is visually demonstrated
in Fig[and Fig 3] (A, the yellow region).

* Display Field-of-view (DFOV). After the reconstruction,
a squared region needs to be specified, to which the data
will be cropped or padded to form the final output image.
We follow the same notation as in Chapter 3 of |Seeram
(2015), and term this squared region as display field-of-
view (DFOV). The DFOV is selected to partially or entirely
cover the RFOV, which provides a way to further adjust the
anatomical region to be displayed. The role of DFOV in
the determination of CT FOV is visually demonstrated in
Fig[d]and Fig[5| (A, the blue region).

The final CT FOV is determined by the intersection of RFOV
and DFOV (Fig[]and Fig[5). However, when the object exceeds
the SFOV, cupping artifacts can appear near those CT FOV
borders that are overlapping or close to the borders of SFOV
where the truncation exist. In our study, we only considered the
FOV truncation without the cupping artifacts, in consideration of
its extremely low occurrence observed in the application in lung
screening LDCT. A detailed discussion in relevant limitations
in terms of generalizability are given in Section ] Two chest
CT scans with cupping artifacts identified from a conventional
chest CT dataset are given in Table[C.7]

It is common that parts of the squared DFOV extrude the
boundary of the circular RFOV, resulting in output image re-
gions without available reconstructed data (Fig @). In the re-
constructed images, these “invalid” regions are imputed with
a pre-defined value, which is controlled by the "Pixel Padding
Value (0028, 0120)" under DICOM standard (DICOM PS3.3
2016¢: Information Object Definitions).

Depending on the relative size and location between RFOV
and DFOV, the FOV truncation can present in three distinguish-
able patterns. Fig [ shows the typical examples of the three
major truncation patterns in lung screening CT. In Fig[d] (a), the
selected DFOV is fully inside the region of RFOV. This gener-
ates a slice where all pixels are with valid reconstruction value.

Fig. 5. Simulation of typical FOV truncation patterns using a CT slice with
complete body in FOV. The patterns are determined by a circular RFOV and a
squared DFOV (A.1, A.2, and A.3). Artificial tissue truncation is generated by
imputing the pixels outside of CT FOV with background intensity. The slices are
further cropped at the DFOV, simulating the DFOV selection during CT acquisi-
tion procedure (B.1, B.2, and B.3). FOV=Field-of-view. RFOV=Reconstruction
Field-of-view. DFOV=Display Field-of-view.

The artificial body boundaries are located at the edge of the
image. In Fig[](b), the DFOV is selected to exactly match the
extent of the RFOV, which leads to a slice with all valid pixels
located inside the centered reconstruction circular. The artificial
body boundaries are at the edge of the circular region and inside
the image region. Fig[d](c) represents a middle status between
Fig [] (a) and Fig [ (b), with DFOV selected smaller than the
extent of the RFOV, but not fully covered in RFOV. This gives
a truncation pattern where artificial body boundaries exist on
both the image borders and the internal region as arc segments
of the reconstruction circular.

We designed a random procedure to generate synthetic FOV
truncation patterns simulating the FOV truncation in CT acquisi-
tion described above (Fig[3] A). First, we specified the probabil-
ities of generating each of the three truncation patterns, with P,,
Py, and P, corresponding to the probability to generate pattern
represented by Fig[d](a), FigH](b), and Figf](c), respectively. A
pseudo circular RFOV was generated at the center of input image
space, with diameter determined by a ratio Rgroy(< 1) relative
to the full image dimension. For type Fig[d](a), the DFOV was
automatically determined as the largest square region fit into
the RFOV, with location centered at the image center and side
length as 1/ V2 of the diameter of the RFOV. For Fig E| (b), the
DFOV was the bounding box of RFOV, with location centered
at the image center and side length same as the diameter of
RFOV. For type Fig[](c), a squared DFOV region was selected
inside the extent of the RFOV with side length specified by a
ratio Rproy (< 1) relative to the RFOV diameter, and with center
location defined by displacement (Xprov, Yprov) relative to the
image center. RRFOV: RDFOV» prov, and YDFOV were randomly
generated inside a pre-defined range, with specific constraints
to confine with geometric limitations.
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2.2.3. Synthetic Data Pairs

Combining the simulated FOV truncation pattern and CT slice
with complete body in FOV, we generated the paired synthetic
data used in model development and evaluation (Fig[3] B and
C). To further increase the generalizability of the trained model,
we applied random scaling, rotation, and translation on the CT
slice. Corresponding operations were applied on associated
binary masks simultaneous. The following two groups of data
were derived based on this process.

Corrupted-uncorrupted pairs and FOV masks. The FOV
region was defined as the intersection of the simulated RFOV
and DFOV. The artificial truncation was generated by imputing
the regions outside this FOV by a predefined value as indication
for invalid pixels. This truncated slice and the corresponding
untruncated version formed the corrupted-uncorrupted image
pair. Combining with the FOV region mask, these data were
designed for the image complete model development (Fig[3] C).

Ground-truth body bounding box for cropped slice. The
processed CT slices with artificial truncation were further
cropped at the DFOV, simulating the same process during CT
acquisition. The bounding box of the body region was defined
as pixel coordinates in image space and first identified in the
complete image space before the DFOV cropping operation.
After the cropping, these coordinates were shifted and rescaled
to the cropped image space, usually resulting in a bounding box
extrudes the image border. The cropped slice and ground-truth
body bounding box in its space formed the training data pair for
the bounding box prediction model (Fig[3] B).

2.3. Evaluation

The evaluation of synthetic image results is challenging as the
commonly used intensity-based similarity metrics, e.g., L;, Lo,
PSNR, and SSIM, can lead to a significant preference for blurry
images (Liu et al.,2018). For this reason, the human perceptual
study is commonly used as the gold standard to evaluate the
output image quality of image generative models (Chuquicusma
et al. 2018; [Isola et al. 2017; [Liu et al.l 2018} |Schlegl et al.,
2019; |Tang et al., [2021b). In addition, anatomical consistency
of the synthetic contents is critical for medical imaging appli-
cations. We proposed to evaluate the anatomical consistency
of FOV extension results using a previously developed BC as-
sessment tool (Xu et al.| [2022), with the assumption that a
biologically consistent image completion algorithm should gen-
erate CT slices that can be properly processed by the pre-trained
segmentation model and reduce the measurement offsets caused
by FOV truncation. We further integrated the developed FOV
extension module into this BC assessment tool and evaluated
the application validity for CT-based BC assessment under the
context of routine lung screening.

2.3.1. Body Composition Assessment

Multi-level BC assessment using thorax CT. Using the
cross-sectional BC areas measured on axial slices selected at
certain landmark as surrogate for whole-body BC evaluation is
a well-established approach for CT-based BC assessment (Fin-
telmann et al.| 2018} Troschel et al., [2019; Mathur et al., 2020).
In this study, we followed the multi-level approach for thoracic

CT introduced in[Best et al.|(2022)), where axial slices at the level
of the fifth, eighth, and 10th thoracic vertebral bodies (TS5, T8,
and T10) were selected for evaluation. The primary outputs in-
cluded the accumulated subcutaneous adipose tissue (SAT) and
muscle areas (cm?) measured at three levels. The measurements
can be further divided by the height squared to form the muscle
and SAT indexes (cm?/m?) for a normalized description of the
body composition profile regardless of the size of the patient.

Implementation of fully automatic pipeline. A deep learn-
ing pipeline was introduced in Bridge et al.| (2022) to achieve
fully automation of the above method. However, the pipeline
was developed on chest CT scans of lung cancer patients prior to
lobectomy, the protocol of which could be significantly different
from routine lung screening CT. In|Xu et al.|(2022)), we imple-
mented a fully automatic multi-level BC assessment pipeline
specifically for lung cancer screening LDCT scans with a sim-
ilar two-stage framework. The pipeline consisted of a slice
selection module based on a 3D regression model, which iden-
tified the levels of TS5, T8, and T10 vertebral bodies from a CT
volume, and a BC segmentation module implemented using 2D
Nested U-Net (Zhou et al., [2018), which delineated the cross-
sectional areas corresponding to each BC component. Once
the two-stage semantic FOV extension pipeline is developed, it
can be integrated as an additional processing module after the
slice selection module and before the BC segmentation module
of the original BC assessment pipeline (Fig [2] A). Thus, the
final evaluation outputs are the BC indexes evaluated on FOV
extended slices, providing a correction for measurement offsets
caused by FOV tissue truncation.

2.3.2. Evaluation on Synthetic Paired Data

We evaluated the performance of the developed model on the
synthetic paired data generated using untruncated CT slices of
subjects withheld from the training phase. Only cases gener-
ated by TS, T8, or T10 slices and with complete lung region
in FOV were included to best represent the application sce-
nario. In additional to a direct evaluation of pixel-wise differ-
ence in Hounsfield Unit (HU) based on Root Mean Square Error
(RMSE), the following two evaluations were adopted:

Visual Turing test. To evaluate the quality of synthetic con-
tents, we designed a visual Truing test inspired by Chuquicusma
et al.| (2018) and |Schlegl et al. (2019). For a random sub-
sample of synthetic cases with moderate or severe truncation
(TCT > 0.3), half of the cases were generated by the trained
pipeline, while the other half were corresponding untruncated
images of the selected samples. The order of the samples was
randomly shuffled before presented to two clinical experts to
independently classify each case into real or synthetic category.
We also provided the readers with synthetic FOV pattern used
in each sample. The mean accuracy and inter-rater consistency
were recorded.

Correction of BC measurement shift. The pretrained BC
segmentation model was applied to untruncated, synthetic trun-
cated, and reconstructed slices, with the segmentations on un-
truncated slices as ground-truth. We quantitatively evaluated the
model’s capability to correct the BC assessment shifts caused by
FOV truncation. First, the Dice Similarity Coefficients (DSC)
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were used to assess the improvements in agreement with the
ground-truth segmentations. Then, the performance was as-
sessed by the reduction in the shift of BC measurements. In
addition to measured area (cm?) of SAT and muscle, we in-
cluded the mean attenuation (HU) of each of the considered
body composition in the evaluation, in consideration of their
potential implementation in applications (Pickhardt, 2022).

2.3.3. Evaluation on Lung Screening CT Volumes with Limited
Fov

We evaluated the effectiveness of the FOV extension method
on real lung screening CT data with systematic FOV truncation.
The evaluation was conducted using the automatic multi-level
BC assessment pipeline with FOV extension module integrated
(Section [2.3.T). In application, the FOV extension module was
only applied for slices with detected FOV tissue truncation (TCI
> 0). As the ground-truth BC data were not available due to
FOV truncation, the evaluation was based on human percep-
tual study and two indirect quantitative assessments: (1) in-
tra-subject consistency; and (2) correlation with anthropometric
approximations.

Expert review for application validity. We designed a hu-
man perceptual study to evaluate the application validity of the
pipeline output in BC assessment. The evaluation was based
on a combined review for the quality of reconstructed images
and BC segmentations. We formulated a quality score system
with nine digital numbers from 1 (exceptional) to 9 (poor). This
quality score was further stratified into (1) Succeed — quality
score < 3, for cases only with trivial defect or without any no-
ticeable defect; (2) Acceptable — quality score between 4 and 6,
for cases with certain defects but still can be included for down-
stream analysis; and (3) Failed — quality score > 7, for cases that
should be excluded from downstream analysis due major defects
Two trained clinical experts were asked to independently review
each case in a selected cohort. The quality scores were recorded
together with comments for the identified primary quality issue
in each case.

Intra-subject consistency. Multiple screens (e.g., annually)
for the same subject are usually conducted in lung cancer screen-
ing. Even though the BC profiles for the same individual may
change over time, the overall correlation between measurements
on the same subject should be stronger than the correlation be-
tween measurements on different individuals. However, this
intra-subject consistency can be significantly reduced by the
FOV limitation-caused tissue truncation. Under this assump-
tion, the benefit of the proposed FOV extension method can be
assessed by the improved overall correlation in BC measure-
ments between longitudinal screens.

Correlation with anthropometric approximations. An an-
thropometric approximation for whole-body fat mass (FM) and
fat-free mass (FFM) computed from weight and height was given
in |[Kuch et al.| (2001). The method was developed by fitting a
non-linear relationship with Bioelectrical Impedance Analyses
results as ground-truth. FFM was expressed as

5.1 H'Y M x WO
534 x H1‘47 X W0.33

for men,
FFM (kg) = { @)

for women,

with H and W representing the height (m) and weight (kg) of
the subject, respectively. FM was computed by subtracting FFM
from the overall mass, i.e., FM (kg) = weight (kg) — FFM (kg).
FM and FFM indexes (kg/m?) were defined by the estimated
FM and FFM normalized by height (m) square. The correlation
between measured BC indexes and anthropometric approxima-
tions were usually used to evaluate the validity of CT-based BC
assessment (McDonald et al., [2014; |Pishgar et al.| 2021) (mus-
cle index vs. FFM index, and SAT index vs. FM index). In our
evaluation, we reported the improvement in these correlations as
evidence in support of the effectiveness of the proposed method.

3. Experiments and Results

In this section, we introduce the data preparation, model de-
velopment, and evaluation of the proposed semantic FOV ex-
tension method. Experiments and analyses were conducted
in Python™ 3.7.4, PyTorch™ 1.9.0, CUDA™ 11.3, and R
4.1.2. The pretrained pipeline is available in the form of docker
container and can be accessed by following the instructions at
https://github.com/MASILab/S-EFOV.

3.1. Lung Screening CT Dataset

In this study, we included two lung cancer screening CT
datasets.

CT arm of National Lung Screening Trial (NLST). NLST
(Schaapveld et al., [2011) is the largest randomized controlled
trial to evaluate the effectiveness of LDCT in lung cancer screen-
ing. 53,454 eligible participants were enrolled in the program
from August 2002 through April 2004. 26,722 were randomly
assigned to the CT arm. Longitudinal data are available, with
up to three annual screens for those who continuously enrolled
and have not been diagnosed with lung cancer during previous
screens. The anthropometric measurements, including height
and weight, were self-reported at the time of enrollment right
before the first screen. In this study, we randomly sampled 1,280
subjects from the CT arm of NLST, with 3,586 available LDCT
scans in total.

Vanderbilt Lung Screening Program (VLSP). VLSP
(https://www.vumc.org/radiology/lung) is an on-going
LDCT-based lung cancer screening program conducted at Van-
derbilt University Medical Center. In this study, we used the
VLSP data to develop our two-stage pipeline as more untrun-
cated cases are available. This included 1,490 CT scans of 887
subjects enrolled since 2013. All data were de-identified and ac-
quired under internal review board supervision (IRB#181279).

The demographic and imaging protocol statistics of these
two study cohorts are summarized in Table [I] The smaller
DFOV in NLST could be explained by the strict requirement on
the FOV size in the NLST imaging protocol, where including
unnecessary amount of additional body tissue beyond the lung
was even considered as a type of imaging quality issue (Gierada
et al., 2009; Schaapveld et al., |2011). Although this restriction
might not be strictly enforced by later lung screening programs
equipped with more advanced scanner platforms than NLST
(e.g., minimum requirement for 16-slice MDCT), optimization
of the FOV to the lung field for each patient is still recommended
(Kazerooni et al.,|2014;/American College of Radiology,2022).
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Table 1. Characteristics of study cohorts. SD=Standard Deviation.

Characteristics VLSP NLST
Demographic
No. of subject 887 1280
No. of female (%) 399 (45.0) 527 (41.2)
Age at baseline (y) + SD 64.0 5.6 61.4+49
BMI at baseline (kg / m?) + SD 28.3 +£6.0 27.7+4.38
Imaging
No. of scans 1490 3586
Effective mAs + SD 45.6 +30.3 369 +7.9
kVp £ SD 119.0+43 121.0+44
Display FOV (cm) + SD 36.9 + 3.6 334+34

3.2. Data Preparation

3.2.1. Image Quality Review

We reviewed all selected lung screening LDCT scans and
excluded cases with severe imaging artifacts. The type of imag-
ing artifacts included: incomplete imaging data, imaging data
corruption, beam hardening, cupping artifact, severe imaging
noise, and non-standard body positioning. For all qualified im-
ages, the FOV mask, lung mask, and body mask were identified
using the procedures described in We further re-
viewed the generated region masks and excluded those cases
with significant defects. This combined review process filtered
out 5 (0.3%) scans of the VLSP cohort and 74 (2.1%) scans of
the NLST cohort in total. We identified one VLSP scan and
two NLST scans that are associated with cupping artifacts. This
accounted for 0.06% in all included LDCT scans.  For all
included scans, the levels of TS5, T8, and T10 were estimated
using the vertebral level identification module developed in | Xu
et al.[(2022)). The per-slice TCI values were calculated based on

Eq (6).

3.2.2. Candidate Slice Identification

We used the untruncated slices in the VLSP dataset to generate
the synthetic data. As the intended application was focused
on the BC assessment using the TS, T8, and T10 axial slices,
we first defined an inclusion range to cover those slices with
anatomy close to these locations. Briefly, we defined a linear
body part regression (BPR) score for each slice based on the
relative location to TS and T10 levels, with T10 level of BPR
score 0 and T5 level of BPR score 1. Then, all slices with BPR
scores between -0.2 and 1.2 were marked as in-range slices.
Among the in-range slices, we further filtered out those with
zero TCI value, which indicated no tissue truncation in these
slices. This process filtered out 89,992 slices from 1,018 CT
volumes across 669 unique subjects. Among these subjects, we
random sampled 549 subjects to form a training cohort, with
71,319 candidate slices in total. Within the remaining subjects,
we identified those with at least one T5, T8, or T10 slice in the
candidate slice set, and split them into a 60 subject validation
cohort, and a 60 subject testing cohort. For the validation and
testing cohort, we only considered the TS5, T8, and T10 slices,
which led to 148 slices for validation and 145 slices for testing.

3.2.3. Synthetic Data Pairs

For preprocessing of the CT slices, the extraneous information
outside the identified body mask (Section [3.2.1] and [Appendix]
@), e.g., the scan tables and clothes, were removed by replac-
ing the intensity of pixels with HU intensity of air. Then, the
intensity window [—150, 150] (HU) was applied to highlight rel-
evant tissues. The resulting slices, together with pre-identified
body region masks, were further resized to 256 x 256 before the
synthetic data generation procedure. We adopt the following
configuration for the synthetic data generation procedure intro-
duced in Section [2.2] The probability to generate three types
of truncation patterns P,, P, and P, were set to 0.5, 0.3, and
0.2, respectively, with emphasis on the first two types of trun-
cation patterns. Rgpoy was uniformly sampled in range [0.6,
0.9], which determined the size of RFOV. For the first two types
of truncation patterns, the DFOV was automatically identified
once RFOV was given. For the third type pattern generation,
the Rproy was uniformly sampled in range [0.7, 1.0], which
determined the size of DFOV. The offsets on two dimensions
relative to the image center, Xproy and Yproy, were sampled in
[—D/2, D/Z] 5 where D = 256 - (] - Rppov) . RRFOV was the di-
mension difference between the RFOV diameter and DFOV side
length. This guarantees the generated DFOV contained inside
the extent of RFOV. On the CT slice augmentation, the random
scale ratio was sampled between 0.7 and 1.0. The maximum ro-
tation degree was set as 15°. The maximum translation in ratio of
the image dimension was 0.1 in the anterior-posterior direction
and 0.2 in the transverse direction. As a result of this random
augmentation of raw CT slice, the body region may extrude
the original image border in some cases, resulting in inaccurate
body bounding box assessment. We excluded these cases for
the training of the body bounding box estimation model, while
keeping them for the image completion model development.

In our implementation, the randomized synthetic sample gen-
eration procedure was integrated into the model training process
and applied to each training CT slice when it was loaded. In
contrast, the paired data used in validation and testing are pre-
generated and specifically configured. Briefly, we generated
1,000 samples for each slice using the same randomized syn-
thetic data generation procedure for training data. Cases with
body regions that extruded the image boundary were excluded.
To best represent the application situation in lung cancer screen-
ing, we excluded cases with incomplete lung regions. To balance
the data regarding different truncation severity, we set the limit
of maximum five cases for each severity levels defined in Section
@]for each slice. This resulted in 2,600 samples for validation
and 2,657 samples for testing.

3.3. Pipeline Development

The development of the models in the proposed two-stage
pipeline was based on the same sets of training and validation
data. The models were first trained on the training set, and the
best epoch was selected as the one with the best performance
on the validation set. For all models, the input slices were
normalized from [-150, 150] to range [—1, 1], with non-FOV
region imputed with value 0.
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Fig. 6. Typical results of the developed FOV extension method on synthetic FOV truncation samples. The two ground-truth slices are selected at the fifth and
eighth thoracic vertebral body levels from two patients with dramatically different body composition profiles. Synthetic FOV masks are applied to the raw slices,
generating slices with tissue truncation. The predicted complete body bounding box is compared against the ground-truth bounding box. The anatomical consistency
of the generated structures is evaluated by a prior developed BC assessment tool. The correction for BC assessment offset is demonstrated using the bar plots that
compare the measurements on truncated or reconstructed slices against measurements on paired untruncated slices. FOV=Field-of-view. BC=Body Composition.
SAT=Subcutaneous Adipose Tissue.
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Fig. 7. Correction of FOV truncation caused BC assessment offset by the proposed FOV extension method. The Bland-Altman plots compare the slice-wise body
BC assessment performed on truncated or reconstructed slices with measurement performed on paired untruncated slices. The data are collected on 1,940 synthetic
FOV truncation slices with mild to severe truncation severity level. SD=Standard Deviation. FOV=Field-of-view. BC=Body Composition.
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FOV border extension. We implemented the body bounding
box prediction model using ResNet-18 pre-trained on ImageNet
as backbone, with the last layer replaced with a fully connected
layer with four output channels representing the pixel-space co-
ordinates of the bounding box. We empirically set the weight A
to 1500 to balance the MSE term and GIoU term in loss function
(Eq E]) The model was trained with batch-size of 20, optimized
using Adam optimizer with weight decay 1 x 107, The learn-
ing rate was set as 2 x 1073 . The model was trained for 200
epochs in total. The trained model achieved the performance
of 0.976 + 0.015 in IoU on testing samples. With the predicted
bounding box, the extension ratio R defined as in Eq (§) was
determined to extend the image border symmetrically to cover
the estimated body region. Using the estimated R, alone (set
R = R,y in Eq[) generated extended FOV covering complete
body region only for 78.3% of cases in the test set, indicating
the necessity of the extra extension Ry. In our evaluation, a 5%
extra extension (Ry = 1.05) was able to consistently produce ex-
tended FOV border that covers the complete body region, with
98.4% success rate on the test set.

Image completion. For image completion stage, we evalu-
ated the three published methods mentioned in Section [2.1.2]

The detailed training configurations are given in[Appendix Al

3.4. Evaluations and Results

3.4.1. Evaluation on Synthetic Paired Data

We evaluated the developed FOV extension models on pre-
generated synthetic paired data following the methods described
in Section2.3.21

Visual Turing test. We randomly sampled 100 synthetic
samples with TCI > 0.3 from the withheld testing dataset (Sec-
tion[3.2). We prepared the data following the practice of visual
Turing test (Section [2.3.2). Two trained clinical experts inde-
pendently classified each case into fake or real category. The
mean accuracy of the two raters was 0.71, and inter-rater con-
sensus was 0.68. On 35 out of 50 synthetic cases, at least one
rater identified the case properly. These cases were associated
with slightly higher TCI value (indicating more severe trunca-
tion) comparing to the rest of the cases (0.47 + 0.11 vs. 0.42
+ 0.08). Fig[§ demostrate the results of three example cases
selected from the synthetic group.

Correction of BC measurement shift. Fig[6]shows the re-
sults on two samples for qualitative evaluation. Both samples
were generated using slices without tissue truncation (zero TCI
value). The BC assessment results on untruncated slice were
considered as the ground-truth measurements. The measure-
ments on truncated slice and FOV extended slice were com-
pared against the ground-truth to evaluate the effectiveness of
the correction. In Fig[7] we use Bland-Altman plot to evaluate
the capability of the method to systematically correct the under-
estimation of area (cm?) in the BC assessment caused by FOV
truncation. Table[2]shows the effectiveness of the image comple-
tion method in restoring missing body tissues in the truncated
regions, which was assessed by pixel-wise RMSE, DSC, and
BC measurements including area (cm?) and attenuation (HU)
of SAT and muscle. The metrics to characterize the difference

A. Case 1 (TCI = 0.37)
Rater #1: Real; Rater #2: Real

Truncated Reconstructed

B. Case 2 (TCI = 0.41)
Rater #1: Real; Rater #2: Synthetic

Reconstructed

Truncated

C. Case 3 (TCl = 0.47)
Rater #1: Synthetic; Rater #2: Synthetic

Reconstructed Ground-truth

Truncated

Fig. 8. Example cases in visual Turing test to assess the effectiveness of the
image completion stage (Section [34.I). Two clinical experts were asked to
identify synthetic cases independently from a mixed set of equally numbered
synthetic and real cases. All three demonstrated cases are selected from the
synthetic group, where the reconstructed (synthetic) slices were provided along
with the truncation patterns to the raters instead of the real slices. For Case 1,
both raters misclassified it as real. For Case 2, one rater classified it as real while
the other rater classified it as synthetic. For Case 3, both raters successfully
identified the case as synthetic. TCI=Tissue Truncation Index.

between the ground-truth assessment and assessment without
correction are included to provide a reference.

3.4.2. Evaluation on Real FOV Truncation Scans

In addition to the evaluation of synthetic FOV truncation
samples, we evaluated our pipeline on real lung cancer screening
LDCT scans following the methods described in Section [2.3.3]
Table 3] shows the statistics of the scan-wise truncation severity
levels and the anthropometric characteristics of each level in the
two included the lung screening LDCT datasets. NLST scans
were associated with more severe truncation compared to VLSP
scans, which consistent with the even restricted DFOV size in
NLST compared to VLSP (Table [T). Scans with more severe
truncation were associated with higher weight, BMI, and FM
index in both of the datasets. For LDCT scans in both VLSP
and NLST, we obtained the BC assessment results using both
the original version of BC assessment pipeline developed in | Xu
et al.| (2022) and the enhanced version with the FOV extension
module integrated to correct the measurement offsets caused by
FOV truncation.
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Table 2. Evaluation of the effectiveness of the image completion method in restoring missing body tissues in the truncated regions. The experiments were conducted
on synthetic truncation pairs generated by the procedure described in Section[2.2] by evaluating the improvement comparing reconstructed slices to truncated slices
in the agreement with untruncated slices. The evaluation was based on pixel-wise RMSE and DSC, as well as the BC measurements including area (cm?) and
attenuation (HU) of SAT and muscle, using the untruncated slice and the segmentation and measurements on it as ground-truth. The evaluation was stratified
by truncation severity levels as defined in Section[2.2] The results are displayed in mean and SD for pixel-wise RMSE and DSC, and in RMSE and 95% CI for
BC measurements. Statistical significance in difference was assessed by Mann Whitney U Test for pixel-wise RMSE and DSC, and Wilcoxon Signed-rank Test
on bootstrap samples for BC measurements. P < 0.001 for all comparisons between truncated and reconstructed. RMSE=Root Mean Square Error. DSC=Dice
Similarity Coefficients. BC=Body Composition. SAT=Subcutaneous Adipose Tissue. HU=Hounsfield Unit. SD=Standard Deviation. CI=Confidence Interval.

Truncation Severity Level

Metric Trace (N = 715)

Mild (N = 715)

Moderate (N = 713) Severe (N = 514) Overall (N = 2657)

Pixel-wise RMSE (HU), Mean + SD

Truncated 533+3.22 11.54 £5.23 17.18 £5.73 24.11 +7.83 13.81 + 8.66

Reconstructed 2.18 +1.20 4.80 +2.09 7.55 +2.77 11.49 £ 3.52 6.12 +4.09
Dice Similarity Coefficient, Mean + SD

Truncated 0.98 +0.02 0.94 +0.03 0.88 +0.05 0.79 £ 0.07 0.90 + 0.08

Reconstructed 0.99 +0.01 0.98 +0.02 0.96 +0.03 0.93 + 0.04 0.97 + 0.03
SAT Area (cm?), RMSE (95% CI)

Truncated 7.88(7.36,8.57) 20.48 (19.26,22.34)  39.09 (36.88,42.09) 65.41 (62.31, 68.82) 36.95 (35.46, 38.45)

Reconstructed 1.69 (1.45,2.10) 3.85(3.37,4.51) 8.23 (6.91, 10.32) 12.91 (11.59, 14.70) 7.42 (6.79, 8.26)
SAT Attenuation (HU), RMSE (95% CI)

Truncated 0.57 (0.53, 0.63) 1.37 (1.28, 1.50) 2.71 (2.49, 3.09) 4.33 (4.06, 4.66) 2.49 (2.36, 2.64)

Reconstructed 0.34 (0.31, 0.40) 0.80 (0.72, 0.92) 1.26 (1.15, 1.45) 2.04 (1.86,2.27) 1.20 (1.13, 1.29)
Muscle Area (cm*), RMSE (95% CI)

Truncated 3.59 (3.25,3.96) 10.81(10.08, 11.77)  18.35(17.46,19.42)  29.39(27.72,31.41) 17.08 (16.38, 17.87)

Reconstructed 0.69 (0.61, 0.77) 2.18 (1.86,2.73) 3.54 (3.14,4.25) 5.56 (4.89, 6.50) 3.28 (2.99, 3.63)
Muscle Attenuation (HU), RMSE (95% CI)

Truncated 0.39 (0.33, 0.50) 1.26 (1.12, 1.45) 241 (2.24,2.62) 3.10 (2.87, 3.38) 1.97 (1.87, 2.08)

Reconstructed 0.20 (0.19, 0.23) 0.61 (0.55, 0.67) 1.00 (0.91, 1.14) 1.48 (1.34, 1.67) 0.89 (0.84,0.97)

Table 3. Anthropometric characteristics of scan truncation severity levels. The included scans are those filtered out by image quality review and with complete

height and weight data. BMI=Body Mass Index. FM=Fat Mass. FFM=Fat-free Mass.

Cohort  Severity Level — No. of Scans (%)  Height (m)  Weight (kg) BMI (kg/m?*) FM Index (kg/m?*) FFM Index (kg/m?)
None 78 (6.3%) 170 £0.10  70.3 x 15.7 24.1+43 6.8+32 174+ 1.7
Trace 690 (55.4%) 172+0.10  79.4 + 16.8 26.6 + 4.6 84+35 182+ 1.7

visp  Mild 355 (28.5%) 1.72+0.11  90.1 +17.9 30.5+5.1 11.6 + 4.1 189+ 1.8
Moderate 107 (8.6%) 1.69+0.10  98.5+252 344+75 151+59 192+23
Severe 16 (1.3%) 1.67+0.07 1042+206  372+59 18.1+5.0 19.1 £1.5
Overall 1,246 172+0.10  83.8+19.5 283+58 9.9 +4.6 18419
None 18 (0.5%) 1.70 +0.09  66.1 +17.9 226 + 4.1 5.65+2.5 17.0 £ 1.9
Trace 638 (18.2%) 175+0.10  79.4+17.2 257 +4.3 74+3.1 183+ 1.6

NLsT  Mild 1,190 (34.0%) 175+0.09 829+ 164 27.0 £ 4.1 8.4 +3.1 186+ 1.6
Moderate 1,214 (34.7%) 1.71+£0.10  83.1 +18.3 28.4 + 4.7 10.1£3.5 183+ 1.9
Severe 442 (12.6%) 1.68 +0.10  89.0 +20.4 31.2+55 12.7 + 4.2 18.6 + 1.9
Overall 3,502 1.73+0.10  83.0+18.0 278 +4.8 93+3.7 184+18

Expert review for application validity. We randomly sam-
pled 100 NLST scans with moderate to severe tissue trunca-
tion (TCI > 0.3) and presented the FOV extended images and
final segmentation masks to two trained clinical experts who
independently reviewed and rated the quality of the results for
downstream application. None of the cases were rated as Failed
(quality score > 7). 39 cases were labeled as Acceptable, with
quality score between 4 and 6, by at least one rater and with
at least one clear description for identified issue. Even with
identifiable defects, these results were considered as valid for
downstream analysis by both raters. Those labeled as Accept-
able were associated with slightly higher TCI value (more severe
truncation) comparing to those considered Succeed (0.46 +0.10
vs. 0.43 + 0.10). BMI distributions were similar between those
labeled as Acceptable (28.7 + 5.8) and those labeled as Suc-
ceed (28.6 + 4.7). The identified defect include: (1) unrealistic

scapula shape, 24 cases; (2) unrealistic intensity in subcutaneous
region, 4 cases; (3) body extrude the image border, 2 cases; and
(4) unrealistic breast implant shape in female, 1 case. However,
the inter-rater consistency was poor, with Intraclass Correlation
Coeflicient between the two raters being 0.15. By categorizing
the ratings into Failed (score < 3) and Acceptable (score > 3),
the Cohen’s Kappa Coefficient was 0.09 (none to slight agree-
ment) between the two raters. The distribution of rating scores
given by the two raters is presented in Fig[9] Fig[I0|shows the
pipeline results, quality scores, and review comments on four
cases included for this quality review.

Intra-subject consistency. For NLST, we identified all lon-
gitudinal pairs, e.g., the baseline screen and second follow-up
screen of the same subject, which resulted in 3,110 pairs. As
the time distance between two consecutive screens for the same
subject was approximately fixed at one year based on NLST
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Fig. 9. Distribution of quality scores given by two expert raters on the FOV
extension quality of 100 random NLST scans with moderate to severe tissue
truncation. The quality score system was defined from 1 (exceptional) to 9
(poor). As none of the sampled scans was assigned with score higher than 6
(Failed), we reduce the range as from 1 to 6 in the confusion matrix plot.

protocol, we put the identified pairs into two categories: I-year-
pair (2,081 pairs) and 2-year-pair (1,029 pairs). In consistency
with NLST, we identified those longitudinal pairs in VLSP with
time distance between 0.5 and 1.5 years and categorized these
pairs as I-year-pair (505 pairs), while longitudinal pairs with
time distance between 1.5 and 2.5 years were identified and cat-
egorized as 2-year-pair (191 pairs). The longitudinal pairs were
further stratified into different truncation severity level, where
the pair-wise severity level was defined as the maximum sever-
ity level of the two paired scans. The correlations between the
measurement results on two longitudinal scans were assessed
using Spearman’s rank correlation coefficients with and with
FOV extension. Statistical significance in difference between
the correlations with and with FOV extension were assessed by
the method of |Silver et al.| (2004), which compared two depen-
dent correlations with non-overlapping variables. The results
are summarized in Table 4]

Correlation with anthropometric approximation. @ We
obtained the anthropometric approximations of FFM, and FM
indexes (kg/m2) based on the formulas described in Section
[233] For VLSP, the required height and weight data were
obtained before each of LDCT screen, with 1,246 scans with
available corresponding anthropometric metrics. For NLST,
the anthropometric data were obtained at enrollment right be-
fore the baseline screens. For this reason, the effectiveness of
the approximation in NLST was expected to be strongest for
the baseline screens and decreased for the follow-up screens.
Thus, we categorized the NLST scans based on screen years: 1)
Screen-0 (1,232 scans); Screen-1 (1,158 scans); and Screen-2
(1,112 scans). Screen-(0, 1, 2) represent the baseline screen, first
follow-up screen, and second follow-up screen, respectively. We
further categorized the scans by truncation severity levels. We
assessed the correlation between measured SAT index and FM
index and the correlation between muscle index and FFM index
using Spearman’s rank correlation coefficients with and with

FOV extension. Statistical significance in difference between
the correlations with and with FOV extension were assessed by
the method of Hittner et al.| (2003), which compared two de-
pendent correlations with overlapping variables. The results are
summarized in Table

4. Discussion

Effectiveness of semantic FOV extension.

In this work, we proposed a two-stage framework for seman-
tic FOV extension of lung screening LDCT scans with limited
FOV. For the first stage, our results indicated the trained model
can successfully identify the bounding box of the complete body
region given CT slice with limited FOV (third column of Fig
[6). With an empirical extension ratio multiplier (Ry = 1.05),
the model can reliably extend the FOV border as such it can
cover the complete body region (Section[3.3). For the second
stage, the proposed training strategy produced models that could
effectively predict the missing tissues in truncated regions (Fig
[l Fig[I0] and Fig[A.TT). The proposed training strategy was
effective for all three considered general-purpose image com-
pletion methods. A detailed comparison of the performance of
these methods is given in

In the visual Turing test, the mean accuracy of the two experts
to discriminate synthetic image from the real image was only
0.71, even on the most difficult cases (TCI > 0.3) and with hints
of the potential synthetic region of the image. The effectiveness
of the image completion was confirmed by the reduction in
pixel-wise RMSE (Table[2). The anatomical consistency of the
predicted contents was further confirmed by the BC assessment
result, including the improved agreement in BC segmentation
with original slice (Fig[6] Table[2]and Fig[I0) and the correction
for the BC assessment offset caused by FOV truncation (Table
[2] and Fig[7).

Combining these observations, the proposed method success-
fully extended the FOV border and generated anatomical con-
sistent contents in truncated regions.

Application validity for CT-based BC assessment in lung
cancer screening.

To evaluate the application validity of the proposed method,
we integrated the trained semantic FOV extension pipeline into a
previously developed BC assessment pipeline as one additional
processing module. The expert review of the application validity
indicated that the results were reliable even on scans with relative
severe FOV tissue truncation (TCI > 0.3). In certain cases
that were associated with partially or entirely missing scapula,
the reconstructed scapula bone structures could be distorted,
which accounted for the primary cause of defect identified in
expert review (Section Fig [10] Case-2 and Fig [I0] Case-
4). However, the BC analysis results on these cases were still
considered acceptable as most missing anatomical structures of
BC components were recovered anatomically consistently (Fig
[10).

The FOV extension correction significantly improved the
overall intra-subject correlation for both SAT and muscle mea-
surements in both of the two included datasets (Table [4)). The
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A. Case 1 - 59-year-old male, BMI=29.8 kg/m?, TCl = 0.31

Rater #1: 1 (Succeed)
Rater #2: 2 (Succeed)

| Rater #1: 5 (Acceptable) — Darker intensity at
: synthesized areas, probably wrong HU for SAT.
: Rater #2: 2 (Succeed)

B. Case 2 - 58-year-old female, BMI=21.6 kg/m2, TCl = 0.44

Input FOV Extended

Rater #1: 1 (Succeed)
Rater #2: 4 (Acceptable) — Good with exception of
anterior scapulae at T5.

Segmentation

T5

T10

| Rater #1: 6 (Acceptable) — Poor scapula shape
| Rater#2:4 (Acceptable) — Muscle distortion around
! right scapula at TS5

Fig. 10. Results of BC assessment with FOV extension (image grid) and expert reviews (blue box) on lung screening LDCT with limited FOV. The pipeline identifies
the axial slices corresponding to the TS, T8, and T10 vertebral bodies from 3D chest CT volume (first column). The FOV of each slice is extended with missing
body tissue imputed (second column). The measurements of BC are based on the segmentation masks predicted on the FOV extended images (third column).
The four selected cases are among the 100 NLST scans with moderate to severe truncation (TCI > 0.3) included for the expert quality review conducted with two
trained experts (Section[3:4.2). All CT slices are displayed using window [-150, 150] HU. BC=Body Composition. FOV=Field-of-view. BMI=Body Mass Index.

TCI=Tissue Truncation Index.

improvement was consistent in both 1-year-pairs and 2-year-
pairs. Lowered consistency were observed in 2-year-pairs,
which could be explained by the longitudinal change in BC.
The evaluation stratified by truncation severity level revealed
that the overall improvement was mainly contributed by the sig-

nificant improvement for those pairs with one or two scans with
moderate to severe truncation. Among the pairs that consisted
of scans with only trace truncation severity, slight decreases in
longitudinal consistency of certain comparisons were observed
after the FOV extension. This might be caused by the potential
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Table 4. The comparisons of intra-subject consistency between BC measurements on longitudinal scan pairs with and without FOV extension. The scan-wise
BC measurements were defined as the summation of BC areas measured on the cross-sectional slices at TS5, T8, and T10. For NLST, the intra-subject pairs were
formed by the possible combinations of two screens for each subject, categorized into /-year-pair and 2-year-pair based on the years of trial the two scans were
conducted. For VLSP, pairs with time distance between 0.5 and 1.5 years were categorized as /-year-pair, while pairs with time distance between 1.5 and 2.5 years
were categorized as 2-year-pair in consistency with NLST. The pairs are further categorized into different truncation severity levels defined as the maximum of
scan-wise truncation severity levels of the two paired scans. Spearman’s rank correlation coefficients with 95% confidence interval are reported. Results on groups
with too few cases (e.g., less than six pairs) are not included. As FOV extension is not needed for pairs without truncation, only results on raw images are displayed
when it is possible. Statistical significance are evaluated by method of (Silver et al.,|2004) for comparison between two non-overlapping dependent correlations. The

tests are two-sided, with p-values reported. BC=Body Composition. FOV=Field-of-view. SAT=Subcutaneous Adipose Tissue.

SAT area (cm?) Muscle area (cm?)
Cohort  Group (no. of pairs) Without Correction FOV Extended p-value Without Correction FOV Extended p-value
No Truncation
1-year-pair (N=13) 0.967 (0.845, 1.000) - - 0.918 (0.659, 0.994) - -
2-year-pair (N=6) 0.886 (0.200, 1.000) - - 0.771 (0.000, 1.000) - -
Trace Truncation
1-year-pair (N=233) 0.946 (0.923, 0.961) 0.941 (0.915, 0.958) <.001 0.940 (0.914, 0.958)  0.946 (0.923, 0.961) <.001
2-year-pair (N=79) 0.894 (0.809, 0.947) 0.893 (0.803, 0.951) .89 0.955 (0.921,0.971)  0.943 (0.895, 0.965) .69
Mild Truncation
1-year-pair (N=181) 0.929 (0.896, 0.949) 0.933 (0.899, 0.954) .64 0.936 (0.908, 0.956)  0.946 (0.922, 0.963) .001
VLSP 2-year-pair (N=72) 0.886 (0.797, 0.941) 0.890 (0.805, 0.944) .69 0.911 (0.814, 0.962)  0.925 (0.860, 0.961) .49
Moderate Truncation
1-year-pair (N=69) 0.810 (0.701, 0.881) 0.908 (0.840, 0.947) <.001 0.865 (0.751, 0.931)  0.944 (0.901, 0.964) <.001
2-year-pair (N=31) 0.762 (0.502, 0.898) 0.906 (0.749, 0.967) <.001 0.849 (0.663, 0.945)  0.904 (0.806, 0.944) .50
Severe Truncation
1-year-pair (N=9) 0.400 (-0.381, 0.890)  0.617 (-0.242, 1.000) .02 0.850 (0.352, 1.000)  0.983 (0.817, 1.000) .16
2-year-pair (N=3) - - - - - -
Overall
I-year-pair (N=505) 0.950 (0.937, 0.959) 0.961 (0.949, 0.969) <.001 0.930 (0.910, 0.946)  0.952 (0.940, 0.961) <.001
2-year-pair (N=191) 0.927 (0.895, 0.947) 0.941 (0.915, 0.959) <.001 0.927 (0.889, 0.953)  0.938 (0.912, 0.957) 42
No Truncation
1-year-pair (N=4) - - - - - -
2-year-pair (N=1) - - - - - -
Trace Truncation
1-year-pair (N=207) 0.952 (0.932, 0.965) 0.946 (0.923, 0.960) <.001 0.934 (0.897,0.959)  0.927 (0.880, 0.955) .028
2-year-pair (N=105) 0.955 (0.920, 0.972) 0.951 (0.914, 0.970) <.001 0.934 (0.886, 0.962)  0.937 (0.898, 0.958) .84
Mild Truncation
1-year-pair (N=645) 0.936 (0.922, 0.949) 0.936 (0.921, 0.948) .96 0.942 (0.930, 0.952)  0.936 (0.922, 0.947) 21
NLST 2-year-pair (N=329) 0.885 (0.849, 0.911) 0.886 (0.852, 0.915) .50 0.912 (0.885, 0.933)  0.909 (0.880, 0.932) .76
Moderate Truncation
1-year-pair (N=853) 0.901 (0.877, 0.918) 0.926 (0.903, 0.942) <.001 0.943 (0.935,0.950)  0.952 (0.943, 0.959) <.001
2-year-pair (N=388) 0.875 (0.836, 0.904) 0.898 (0.859, 0.927) .026 0.941 (0.928, 0.950)  0.953 (0.942, 0.960) <.001
Severe Truncation
1-year-pair (N=372) 0.797 (0.751, 0.837) 0.916 (0.892, 0.934) <.001 0.861 (0.818,0.891)  0.919 (0.893, 0.939) <.001
2-year-pair (N=206) 0.782 (0.707, 0.841) 0.894 (0.854, 0.921) <.001 0.833 (0.775, 0.875)  0.917 (0.877, 0.942) <.001
Overall
1-year-pair (N=2,081)  0.912 (0.901, 0.922) 0.950 (0.942, 0.957) <.001 0.944 (0.938,0.949)  0.951 (0.946, 0.956) <.001
2-year-pair (N=1,029)  0.880 (0.859, 0.898) 0.925 (0.909, 0.938) <.001 0.933 (0.924, 0.940)  0.948 (0.940, 0.955) <.001

measurement error introduced by the decreased resolution due
to the extension.

The overall correlations of SAT and muscle indexes with
anthropometric approximated FFM and FM indexes were also
improved significantly in both of the included datasets (Table[5).
The stratified evaluation indicated the improvement was more
significant for those scans with moderate to severe truncation.
In NLST, the overall improvement was consistent for all three
screen years. The correlation decreased with the increase in
time distance between the scan year and baseline. This could be
explained by the longitudinal change in BC, while the anthro-
pometric approximations in NLST were obtained at baseline.
In both NLST and VLSP, it is common for each of the severity
groups alone to have lowered correlations compared to the over-
all dataset, even for those with none and trace truncation. This

could be explained by the narrowed body composition distri-
bution in each strata compared to the overall dataset (Table E]),
where the variations in measurements themself could obscure
the overall trend between the two measurements. Differences
between VLSP and NLST were observed, where VLSP was as-
sociated with higher correlation between SAT index and FM
index and lower correlation between Muscle index and FFM
index. This can possibly be explained by the demographic dif-
ference between the two datasets (Table[T). Nevertheless, with
the FOV correction, we find stronger correlations with anthropo-
metric approximations in both VLSP (SAT index vs. FM index:
0.85; Muscle index vs. FEM index: 0.67) and NLST (Screen-0.
SAT index vs. FM index: 0.82; Muscle index vs. FFM index:
0.75) comparing to the same correlations recently reported in
(Pishgar et al.| [2021) (SAT index vs. FM index: 0.80; Muscle



16

Table 5.

Kaiwen Xu et al. / Manuscript submitted to Medical Image Analysis (2023)

The comparisons of correlation between the height-square normalized BC area indexes and anthropometric approximated BC indexes with and without

FOV extension. SAT index (cm%/m?) was compared against FM index (kg/mz), and Muscle index (cm?/m?) was compared against FFM index (kg/mz). For VLSP,
the anthropometric approximations were derived using weight and height obtained before each of the scan. For NLST, the approximations were derived from the
height and weight information obtained at the baseline. Thus, we further stratified the NLST scans into years of the screen in addition to the truncation severity level.
Spearman’s rank correlation coeficients with 95% confidence interval are reported. Statistical significance are evaluated by the method of (Hittner et al.| 2003)
for comparison between two overlapping dependent correlations. The tests are two-sided, with p-values reported. BC=Body Composition. FOV=Field-of-view.
SAT=Subcutaneous Adipose Tissue. FM=Fat Mass. FFM=Fat-free Mass.

SAT index (cm?/m?) vs. FM index (kg/m?)

Muscle index (cm2/m?) vs. FFM index (kg/mz)

Cohort  Severity Level (no. of scans) Without Correction FOV Extended p-value  Without Correction FOV Extended p-value
None (N=78) 0.780 (0.657, 0.862) - - 0.692 (0.545, 0.801) - -
Trace (N=690) 0.798 (0.765, 0.826)  0.801 (0.769, 0.829) 27 0.658 (0.612,0.703)  0.681 (0.638, 0.721) <.001
VLSP Mild (N=355) 0.782 (0.734,0.822)  0.789 (0.743, 0.828) .02 0.605 (0.532,0.671)  0.659 (0.596, 0.717) <.001
Moderate to Severe (N=123) 0.653 (0.535,0.750)  0.673 (0.556, 0.767) .36 0.362 (0.172,0.528)  0.579 (0.415, 0.709) <.001
Overall (N=1,246) 0.837 (0.815,0.855)  0.845 (0.823, 0.862) <.001 0.606 (0.567,0.646)  0.668 (0.634, 0.699) <.001
None
Screen-0 (N=9) 0.762 (-0.078, 1.000) - - 0.905 (0.315, 1.000) - -
Screen-1 (N=5) - - - - - -
Screen-2 (N=4) - - - - - -
Trace
Screen-0 (N=226) 0.737 (0.653, 0.806)  0.735 (0.649, 0.805) .08 0.698 (0.611, 0.768)  0.713 (0.632, 0.778) .004
Screen-1 (N=211) 0.712 (0.611,0.792)  0.717 (0.618, 0.795) 15 0.708 (0.613,0.785)  0.725 (0.635, 0.796) .01
Screen-2 (N=201) 0.702 (0.616, 0.776)  0.700 (0.615, 0.773) 41 0.704 (0.612, 0.780)  0.724 (0.633, 0.794) .19
Mild
NLST Screen-0 (N=421) 0.760 (0.707,0.812)  0.762 (0.708, 0.811) 48 0.705 (0.645, 0.754)  0.714 (0.655, 0.766) .65
Screen-1 (N=379) 0.727 (0.663,0.778)  0.730 (0.670, 0.781) .84 0.716 (0.656, 0.766)  0.721 (0.661, 0.772) .49
Screen-2 (N=390) 0.711 (0.648,0.764)  0.710 (0.647, 0.767) .34 0.707 (0.645,0.761)  0.698 (0.634, 0.754) 98
Moderate to Severe
Screen-0 (N=577) 0.762 (0.723,0.795)  0.818 (0.785, 0.845) <.001 0.709 (0.662, 0.748)  0.746 (0.705, 0.779) <.001
Screen-1 (N=562) 0.711 (0.665, 0.750)  0.758 (0.718, 0.791) <.001 0.705 (0.656, 0.748)  0.741 (0.696, 0.780) <.001
Screen-2 (N=517) 0.718 (0.668, 0.764)  0.745 (0.696, 0.786) <.001 0.668 (0.617,0.715)  0.712 (0.669, 0.752) <.001
Overall
Screen-0 (N=1,232) 0.778 (0.750, 0.803)  0.818 (0.795, 0.839) <.001 0.714 (0.687,0.741)  0.752 (0.727, 0.776) <.001
Screen-1 (N=1,158) 0.759 (0.729, 0.786)  0.802 (0.777, 0.825) <.001 0.699 (0.667,0.729)  0.745 (0.718, 0.770) <.001
Screen-2 (N=1,112) 0.744 (0.712,0.773)  0.782 (0.753, 0.807) <.001 0.694 (0.659, 0.726)  0.731 (0.700, 0.757) <.001

index vs. FFM index: 0.62) on a subset of Multi-Ethnic Study
of Atherosclerosis, where the BC measurements were derived
by a semi-automatic regional assessment approach using rou-
tine chest CT. However, the effectiveness of this comparison
may subject to the potential demographic difference between
the cohorts included in these two studies.

These results indicated that the developed semantic FOV ex-
tension method improved the overall BC measurement quality
and demonstrated the application validity of the method in op-
portunistic BC assessment using lung screening LDCT.

Limitations

Generalizability to limited FOV CT scans acquired with
other clinical indications. The semantic FOV extension
method presented in this study was developed and tested on
lung screening LDCT. These chest CT scans were acquired with
specific imaging protocols, e.g., non-contrast, low dose, and
optimized FOV, for a specific target population - older asymp-
tomatic current and former heavy smokers, and for a specific
clinical indication - early detection of lung cancer. Thus, the
proposed method may not be well generalizable to CT scans
acquired with different imaging protocols, target population, or
clinical indications. Most noticeably, the cupping artifact, which
is considered as common in CT scans with limited FOV (Ohne-
sorge et al., |2000; [Hsieh et al., [2004; Sourbelle et al., 2005}

Ketola et al., [2021; [Huang et al., [2021)), was not addressed in
this study. Although this decision was intentional based on the
extremely low occurrence of this issue observed in both of the
two included lung screening LDCT datasets (Section [3.2)), we
recognize this as a limitation in terms of generalizability of the
presented method. Specifically, the developed method is only
applicable when the FOV truncations are caused by RFOV and
DFOQV, or a combination of both, and the truncations in projec-
tion data caused by SFOV do not have significant impact on the
reconstructed image intensity inside the CT FOV. In addition,
the inability of the developed pipeline to process scans with
common imaging artifacts, e.g., beam hardening artifact, severe
imaging noise, and non-standard body positioning (Section[3.2)),
may pose challenges for the application of the method in a more
heterogeneous scenario. As the primary focus of this present
study was on the application in lung screening LDCT, we left
the development for a thorough solution to address these issues
for future studies.

To further characterize the generalizability and potential lim-
itations when applying to conventional chest CT scans, we eval-
uated our developed method on a third dataset, which consisted
of chest CT scans acquired with a broader spectrum of clin-
ical indications in daily clinical practice. The details of this

evaluation are presented in

Reference measurements for application validity assess-



Kaiwen Xu et al. / Manuscript submitted to Medical Image Analysis (2023) 17

ments. In the application validity assessments on real lung
screening LDCT data (Section [2.3.3)), we employed the anthro-
pometric approximations for FM and FFM indexes initially de-
veloped in |[Kuch et al.| (2001} as references to assess the FOV
extension method’s effectiveness in correcting the BC mea-
surement error introduced by FOV tissue truncation. Though
the same method has been used in later study Pishgar et al.
(2021) to provide references in assessing the validity of CT-
based SAT and muscle measurements, the anthropometric as-
sessments of BC are known to subject to lowered sensitivity
(Thibaultet al.|[2012). Other validated whole body BC measure-
ments, e.g., those obtained by Bioelectrical Impedance Analysis
or Dual-energy X-ray Absorptiometry, can provide validated ref-
erences to assess the improvement in BC measurement accuracy
(Thibault et al.;[2012). In addition, using the raw projection data
of the scans truncated by limited RFOV and DFOV to recover
the missing tissues would provide the ultimate references to
assess the effectiveness of the FOV extension method in real
application (Section [2.2.2). However, due to limitations of the
data source we were unable to perform these analyses.

5. Conclusion and Future Work

In this paper, we proposed a two-stage framework for slice-
wise semantic FOV extension for lung screening LDCT scans
with body tissue truncation caused by limited FOV. In the first
stage, given a CT slice with incomplete body region, we pre-
dicted the extent of the complete body in the form of axis-aligned
minimum bounding box. Based on this estimation, the origi-
nal FOV border was extended to cover the estimated complete
body region. The second stage was formulated as an image
completion problem, where the model was trained to impute
the missing body tissues in extended space. To generate paired
data for both model development and evaluation, we designed
a synthetic sample generation procedure simulating the FOV
determination mechanism during CT acquisition. To evalu-
ate the anatomical consistency of the generated body tissues,
we utilized the pre-trained models in a previously developed
deep learning BC assessment pipeline for lung cancer screening
LDCT. In addition, we integrated the developed semantic FOV
extension method into the BC assessment pipeline and evaluated
the effectiveness of the method to correct BC assessment shift
in the real application.

We developed the semantic FOV extension pipeline on a large
lung cancer screening cohort. Evaluation results on synthetic
samples indicated the developed pipeline can effectively iden-
tify the extent of the complete body and generate anatomically
consistent tissues in the truncated regions. The pipeline also
consistently corrected the BC measurement shifts caused by
FOV truncation for CT slices with various truncation severity.
To evaluate the validity on real FOV truncated data, we applied
the BC assessment pipeline with semantic FOV extension mod-
ule on the FOV truncation scans in VLSP and a subsample of the
CT arm of NLST. We observed improvements in overall intra-
subject consistency and overall correlation with anthropometric
approximations for FFM and FM in both datasets.

The proposed method demonstrates the possibility for ex-
tending the FOV of CT image from the semantic image exten-

sion perspective. Instead of utilizing the CT projection data as
mainly focused by current literature, our method seeks to solve
the problem by learning a deep representation for complete body
structures from a large dataset with complete body structures in
FOV. For this reason, the developed method only requires data
in the image domain as input, making it possible to extend the
limited FOV in applications where the CT projection data are
not available. However, the methodology is only applicable to
certain types of limited FOV where the truncations are caused
by RFOV and DFQOV, or a combination of both, and the cupping
artifacts that are associated with truncations caused by SFOV
do not manifest.

From the clinical point-of-view, our work provides a solution
for the prevalent issue of limited FOV in opportunistic CT-based
BC assessment. Compared to the currently widely adopted so-
lution of regional assessment, our method allows for the whole
axial slice evaluation which is better correlated with full body
evaluation and makes use of all visible anatomical information
in the FOV. As such, BC assessment with our method has the po-
tential to be more realistically correlated with clinical outcomes.
A rigorous clinical comparison of the two approaches may be a
valuable future study direction. In addition, the fully automatic
BC assessment for lung screening LDCT has the potential to
extend the value of the LDCT-based lung cancer screening, es-
pecially with the semantic FOV extension correction proposed
in this work.
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Appendix A. Comparison of General-purpose Image Com-
pletion Methods for Stage-2

This appendix section was added to address comment R4.C2,
which collected all contents relevant the comparison of the three
image completion methods

Following the strategy described in Section 2.1.2] we eval-
uated the following three general-purpose methods for image
completion:

* pix2pix (Isola et al.| 2017). The method employed a con-
ditional generative adversarial network (cGAN) to provide
a solution for general-purpose image-to-image translation
problems where image completion was among the example
applications. The cGAN model learned a transformation
from observed image space to target image space. The
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objective was to optimize the generator to produce pre-
dictions that cannot be distinguished by an adversarially
trained discriminator, which is known as the adversarial
loss. In addition to the adversarial loss, a traditional L,
loss was also included to encourage the generator to pro-
duce a fake image that is near to the ground-truth. The
final objective function was a combination of these two
terms. The FOV region mask was not required for either
the training or inference phase for pix2pix.

¢ PConv-UNet (Liu et al.| [2018). The method was based
on the concept of partial convolution (PConv) which was
a replacement for the normal convolution to handle the
existence of invalid region in input images. In partial con-
volution operation, a mechanism was designed such that
the outputs were only conditioned on valid pixels specified
by a binary mask. The mask was updated through each
layer in the forward pass, leading to a gradually shrinking
invalid region. After passing through a sufficient num-
ber of stacked layers, the invalid region would eventually
vanish. The method used a UNet-like structure similar
to pix2pix as the generator, replacing all normal convo-
lutional layers with partial convolution layers. The loss
function contained multiple terms targeting both per-pixel
reconstruction accuracy and semantic composition. This
included (1) L; loss; (2) perceptual loss and style loss based
on features extracted by a pretrained VGG-16 model; and
(3) total variation loss. A valid region mask was required
during both the training and inference phase.

* RFR-Net (Li et al.,[2020). Instead of imputing all missing
regions in a single pass, the Recurrent Feature Reasoning
(RFR) network took a recurrent strategy to first infer the
contents near the valid region and then use the information
as clues for further inference iteratively. In each iteration,
the newly updated area was identified as the difference
between the initial mask and the updated mask after several
partial convolution layers. The missing features in this area
were filled with a feature reasoning module with a UNet-
like structure. The features generated in each iteration
were merged to form a final feature map to generate the
reconstructed image. In addition, an attention mechanism
was introduced to improve the semantic consistency of the
generated contents, especially with image contents at a far
distance. The loss function was similar to PConv-UNet,
including (1) L; loss; and (2) perceptual loss and style loss
based on features extracted by a pretrained VGG-16 model.
A valid region mask was also required for both training and
inference stages.

In training, we set the batch-size to 20 and total training epoch
to 80 for all three methods. For PConv-UNet and RFR-Net, we
set the first 40 epoch in initial training mode and the last 40
epochs in finetune mode. For the convenience of reproducing
and comparison, we followed the original literatures (Isola et al.}
2017 |Li et al., 2020; [Liu et al [2018) for the configuration of
other training settings, which included the number of layers
in models, the balancing weights of loss function terms, the
optimization configurations, and learning rates.

We characterized the difference between three image comple-
tion solutions. Fig[A.TT|shows the results on the same synthetic
sample by the three methods, where the generated reconstruction
images are compared with the ground-truth image. The residue
maps are shown as the heatmaps. The quantitative comparison
of the three image completion methods is given in Table[A.6 As
shown in Fig[A.TT]and Table[A.6] all three models were able to
impute anatomically plausible contents in the truncated regions
and correct the BC measurement offset. However, there was a
size change in the reconstructed image generated by the pix2pix
model (Fig[A.TT). This could be caused by the emphasis of the
loss function toward the semantic consistency by the adversarial
term instead of the reconstruction accuracy. The pix2pix model
was originally optimized for image-to-image translation of natu-
ral images in which size change is irrelevant (Isola et al.,[2017).
However, this property was undesired for medical image appli-
cations like BC assessment. This caveat was further confirmed
by the inferior performance in BC measurement correction com-
paring to two other methods (Table[A.6). For PConv-UNet and
RFR-Net, both methods maintained the size of the subject. On
qualitative evaluation, RFR-Net generated anatomical structures
closer to the ground-truth, which was a possible advantage of
its recurrent inference strategy (Fig [A.TT). This observation
was further confirmed by the quantitative results in Table[A.6|as
RFR-Net outperformed the other two methods consistently for
all considered metrics.

Appendix B. Identification of Body, Field-of-view, and
Lung Masks

The development and evaluation of the proposed method
replied on multiple binary masks specifying certain regions in
thoracic CT volume. This included the FOV mask, lung mask,
and body mask. Here, we describe the solutions we employed
in our study to automatically generated these masks.

FOV mask. As introduced in Section once the cross-
sectional FOV pattern is determined, it is replicated through
all cross-sectional slices in a CT volume. The pixels inside
this 3D FOV region are considered valid, with intensity value
representing the HU of the physical material at the represented
spatial location, while the pixels in the non-FOV region are
without any physical correspondence and need to be imputed
with a predefined value to form the final square shape image.
In the DICOM standard, this value is termed Pixel Padding
Value, which, by its design, should be outside of the range of
normal HU for the ease of identification of the non-FOV regions
in application. However, in real application, depending on the
scanner manufactures, the value may fall in the normal range of
HU or without specification in the header data structure. For
this reason, we designed the following algorithm to retrieve the
FOV mask following a data-driven approach.

With the assumption that the imputation value is constant
across all axial slices of the same CT scan, the intensity variation
along the vertical direction of the axial plane is zero in the non-
FOV cross-sectional region. On the contrary, this variation is
non-zero for the FOV cross-sectional region due to the intensity
difference of different materials and intrinsic noise during data
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Fig. A.11. Comparison between three image completion methods for the missing tissue imputation in truncated region. The reconstructed slices show the direct
outputs of each method. The difference maps are generated by subtracting the reconstructed slices with ground-truth slice.

Table A.6. Quantitative comparison of the three general-purpose image completion models. The evaluation was based on pixel-wise RMSE and DSC, as well as
the BC measurements including area (cm?) and attenuation (HU) of SAT and muscle, using the untruncated slice and the segmentation and measurements on it as
ground-truth. RMSE=Root Mean Square Error. DSC=Dice Similarity Coefficients. BC=Body Composition. SAT=Subcutaneous Adipose Tissue. HU=Hounsfield

Unit. SD=Standard Deviation. CI=Confidence Interval.

Image completion method

Metric pix2pix PConv-UNet RFR-Net
Pixel-wise RMSE (HU), Mean + SD 7.48 +4.48 6.52 +4.05 6.12 +4.09
Dice Similarity Coefficient, Mean + SD 0.96 + 0.04 0.96 + 0.04 0.97 +0.03
SAT Area (cm?), RMSE (95% CI) 9.83(9.11, 10.70)  8.79(8.14,9.66)  7.42 (6.79, 8.26)
SAT Attenuation (HU), RMSE (95% CI) 1.91 (1.80, 2.04) 1.48 (1.40,1.60)  1.20(1.13, 1.29)
Muscle Area (cm?), RMSE (95% CI) 3.95(3.67,4.29) 3.58(3.32,391) 3.28(2.99,3.63)
Muscle Attenuation (HU), RMSE (95% CI) 1.16 (1.10, 1.24) 1.02 (0.96, 1.09)  0.89 (0.84, 0.97)

acquisition. Based on this observation, we obtained the FOV
masks by identifying the cross-sectional region with non-zero
vertical intensity variations. This trick reliably retrieved the
FOV masks for most of the lung screening CT scans in our study
cohort. In a small amount of CT scans, mainly in the NLST,
the lower bound of intensity window was set as -1000 (HU
of air), which lead to zero vertical intensity variation regions
even inside the FOV region. We mitigated the problem by
retrieving the convex hull of the identified non-zero vertical
intensity variation region.

When padding and resizing the CT slices with FOV trunca-
tion and corresponding FOV masks as described in Section[2.1],
care must be taken to avoid the interpolation between the FOV
and non-FOV regions, as the operators may lead to unrealistic
pixel values near the FOV borders. If such interpolation is un-
avoidable, a certain amount of recession of FOV regions and
corresponding intensity correction are necessary to eliminate
the artificial pixel values. The amount of this recession can be
estimated by applying the same operator on the floating-point bi-
nary FOV masks, and identifying the pixels with value between
zero and one.

Lung mask. The lung masks were generated using the seg-

mentation model developed in (Hofmanninger et al.,[2020), with
pretrained model available at (https://github.com/JoHof/
lungmask). The model was based on 2D UNet and performed
prediction of lung region on individual slices. The model was
developed on a large and diverse cohort with wide range of
variation in FOV.

Body mask. We used the morphology-based 3D body mask
identification tool initially developed in (Tang et al.l 2021a)
for body region identification in abdominal and whole-body
CT. The method converted the input image into a binary mask
using HU threshold of -500. Then, the largest connected region
was identified, which was followed by slice-wise hole filling
operation to impute the lung regions.

Appendix C. Generalizability on Conventional Chest CT
beyond Lung Cancer Screening

Extended based on the previous "Generalizability Analysis"
section and changed it to a appendix, as part of solution to
address comments R2.C3, R3.C5, R3.C9, R3.C10, and R3.C14.
The data in this section were updated as a second review of
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Table C.7. Representative cases for identified failure mode in LiVU dataset. All images are displayed using window [-150, 150] HU. FOV=Field-of-view. BC=Body

Composition. SAT=Subcutaneous Adipose Tissue.

Failure mode Explanation

Input

FOV extended BC segmentation

Non-standard body posi-
tioning with arms in FOV,
resulting in addition area
measured comparing to
normal positioning.

Body positioning

The increased intensity at
the FOV border causing
shift from standard HU.
The method cannot miti-
gate this artifact, resulting
in inaccurate BC segmen-
tation.

Cupping artifact

Typical observed failure
pattern associated with
contrasted scans.  Parts
of muscle and SAT are
missing in the segmenta-
tion mask.

Intravenous contrast

The segmentation module
failed to distinguish the
high intensity region in
the lung (pleural effusion)
from the muscle tissue.

Pleural effusion

Severe imaging noise and
beam hardening artifact as-
sociated with metal im-
plant, resulting in inaccu-
rate BC segmentation.

Beam hardening artifact

the analyses identified multiple repeated records in the initial
analysis

The primary target of this present study was to develop a
solution for the systematic FOV truncation problem for lung
screening LDCT, which was a prohibitive factor for the applica-
tion of opportunistic BC assessment (Section [I). In Section 3]
we demonstrated the effectiveness and application validity of the
developed FOV extension method. However, it is unknown if the
developed method can be generalized to clinically acquired chest
CT beyond lung cancer screening. In this additional evaluation,
we sought to characterize the generalizability and potential lim-
itations of the developed FOV extension method, as well as the
enhanced BC assessment pipeline, for opportunistic BC assess-
ment using routine diagnostic chest CT images. As the primary
interest was to characterize on how many and on which types of
cases the method would fail, the evaluation was mainly based
on qualitative visual assessment.

The Longitudinal ImageVU (LiVU) cohort was a retro-
spective chest CT study cohort initially designed for longi-
tudinal evaluation of incidental lung nodule, which was sam-
pled from the ImageVU system (https://victr.vumc.org/
our-programs/), a large medical imaging databank that col-
lects the routine diagnostic imaging studies conducted at Vander-
bilt University Medical Center (VUMC). The inclusion criteria
of LiVU selected those ImageV U subjects with three consecutive
chest CT studies in five years, without any additional selection
criteria. As such, the associated chest CT scans were acquired
with a broad spectrum of clinical indications. We randomly
sampled 953 subjects from the LiVU cohort, and selected one
scan per subject to form an evaluation dataset. =~ The scans
were performed between 2000 and 2019, with most (94.1%)
of the scans performed after 2014. All data were de-identified
under internal review board supervision (IRB#181279). 57
scans with keyword "DERIVED" or "SECONDARY" included
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Table C.8. Image protocol information of sampled LiVU dataset. SD=Standard
Deviation.

Parameter Value
Effective mAs + SD 131.9 + 81.1
kVp + SD 108.6 £ 16.9
Display FOV (cm) + SD 37.7+49
No. case with IV contrast (%) 591 (63.8)

in the DICOM tag "Image Type Attribute (0008, 0009)" were
excluded, as these scans were not acquired directly from the CT
scanners and were processed, e.g., affine transformed, before
saving as DICOM data. ~ We identified 15 intravenous (IV)
contrast cases with significantly lowered intensity in SAT and
skeletal muscle comparing to the standard HU scale. These 15
CT scans were acquired from a same dual-source CT scanner
(Siemens® SOMATOM Force™) with ultra low-dose technique
implementation. We excluded these scans as the technique is
known to impact quantitative imaging analyses (Wang et al.,
2015) and lack of generalizability (Vonder et al.l 2021). This
led to a dataset consists of 881 scans acquired from 12 model
types of 5 scanner manufacturers. Table [C.8]shows the charac-
terization of the imaging protocol of this dataset.

The developed multi-level BC assessment pipeline with FOV
extension correction was applied on this dataset. We reviewed
the quality of generated results which include both the FOV
extended images, and the BC segmentation masks at the three
levels. 151 (17.1%) cases were identified with certain types of
defects. The failure rate was higher in the contrasted cases, with
19.5% (115 out of 591) compared to 12.4% (36 out of 290) in
non-contrast cases. We identified 19 (2.2%) FOV truncation
cases associated with cupping artifacts, where the developed
pipeline failed to process. The segmentation module failed
on 64 (7.3%) pleural effusion cases, as the module failed to
distinguish the high intensity region in the lung from the muscle
tissue. We identified 52 (5.9%) cases with non-standard body
positioning. In addition, 20 (2.3%) cases were failed due to
severe image noise or beam hardening artifact caused by metal
implant. Typical examples of each failure mode are given in
Table

In conclusion, we observed a significant higher failure rate
in the LiVU dataset. This could be explained by the deviations
in both of the scan protocols and patient characteristics com-
paring to the lung screening LDCT datasets. For instance, the
occurrence of cupping artifact in scans with FOV truncation
was significantly more frequent in the LiVU dataset than in the
two included lung screening LDCT datasets (Section [3.2). In
addition, a significant portion of the scans in LiVU dataset were
with IV contrast, while I'V contrast is usually not included in the
lung cancer screening protocols (Gierada et al., 2009;|[Kazerooni
et al.,|2014). Pleural effusion was more prevalent in the routine
clinical scenarios that requiring a chest CT study comparing to
the asymptomatic screening context. The standard body posi-
tioning for lung screening LDCT, with both arms above head,
may not be required or difficult to implement in certain clinical
indications. All these factors contribute to the challenges for the
generalization of the developed method on routine clinical chest
CT scans.
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