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Abstract

One of the distinct characteristics of radiologists reading multiparametric prostate MR scans, using reporting
systems like PI-RADS v2.1, is to score individual types of MR modalities, including T2-weighted, diffusion-
weighted, and dynamic contrast-enhanced, and then combine these image-modality-specific scores using
standardised decision rules to predict the likelihood of clinically significant cancer. This work aims to
demonstrate that it is feasible for low-dimensional parametric models to model such decision rules in the
proposed Combiner networks, without compromising the accuracy of predicting radiologic labels. First, we
demonstrate that either a linear mixture model or a nonlinear stacking model is sufficient to model PI-RADS
decision rules for localising prostate cancer. Second, parameters of these combining models are proposed
as hyperparameters, weighing independent representations of individual image modalities in the Combiner
network training, as opposed to end-to-end modality ensemble. A HyperCombiner network is developed to
train a single image segmentation network that can be conditioned on these hyperparameters during inference
for much-improved efficiency. Experimental results based on 751 cases from 651 patients compare the
proposed rule-modelling approaches with other commonly-adopted end-to-end networks, in this downstream
application of automating radiologist labelling on multiparametric MR. By acquiring and interpreting the
modality combining rules, specifically the linear-weights or odds ratios associated with individual image
modalities, three clinical applications are quantitatively presented and contextualised in the prostate cancer
segmentation application, including modality availability assessment, importance quantification and rule
discovery.
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1. Introduction

The use of multiparametric magnetic resonance
(mpMR) images, including T2-weighted (T2W),
diffusion-weighted imaging (DWI) with its high b-
value weighting (DWIhb) and apparent diffusion co-
efficient (ADC) maps, along with dynamic contrast-
enhanced (DCE) modalities, is recommended by var-
ious national guidelines to reduce unnecessary in-
vasive biopsies and treatment in patients with sus-
pected prostate cancer [1, 2, 3]. One of these guide-
lines is the Prostate Imaging Reporting and Data
System (PI-RADS), both V1 [4] and V2 [5], which
was developed to standardise the mpMR assessment
process and improve agreement among radiologists
using a detailed scoring criterion. According to the
five-point PI-RADS system, DWI is the primary
modality for evaluating lesions in the peripheral zone
(PZ), while DCE can upgrade lesions with scores of 3
to 4. In transition zone (TZ), the overall assessment
primarily relies on the T2W score, while a lesion with
a score of 2 or 3 on T2W may be raised to 3 or 4, re-
spectively, based on additional evidence on DWI [5],
as illustrated in 1 (left). Reporting mpMR images is
an expertise-demanding and labour-intensive task for
radiologists. Much literature [6, 7, 8, 9, 10, 11] has
demonstrated that machine learning approaches, in-
cluding deep learning, are potentially valuable tools
that can help radiologists as a first- or second as-
sisting reader. Existing machine learning methods
have exploited radiology knowledge to improve ei-
ther classification or segmentation accuracy, includ-
ing utilising prior knowledge of different lesion types
in prostate zonal anatomy [12, 13, 14] and image
modalities [15, 10, 16] from available MR modalities2

This paper investigates a different set of questions,
other than improving the segmentation performance:
(a) whether summary information obtained from in-
dividual image modalities, such as “positive on T2W”

2In this work, an image modality is refereed to a 3D im-
age volume that observers commonly visualise, such as T2W,
ADC, DWIhb or DCE, not necessarily corresponding to differ-
ent imaging-physics-defined MR sequences.

Figure 1: The illustration of PI-RADS v2 scoring system us-
ing a scale of 1–5 (left) and an example of the derived binary
classification system used in this study (right).

or “anterior lesion on ADC” commonly reported in
clinical practice, can first be predicted by deep learn-
ing models, before subsequent analysis? and (b)
How and whether this image modality-independent
representation can achieve adequate model perfor-
mance, compared to the above end-to-end represen-
tation learning approaches, but for better model in-
terpretation and feedback, which may lead to an im-
provement to the existing combining rules such as PI-
RADS? These questions are intriguing because the
ability to quantify the importance, contribution and
necessity of individual image modalities to the final
prediction provides insights into interpretation at the
image modality level. This paper discusses a set of
specific clinical applications enabled by this individ-
ual modality quantification, in 3, which is also re-
lated to the literature discussing interpretable ma-
chine learning, further discussed in 4.

Combining as late as possible, with hyperparameters

Machine learning models can use a single image
modality as input to ensure their predictions are in-
dependent of other image modalities. This indepen-
dence reflects what is recommended by the PI-RADS,
based on available clinical evidence, for streamlin-
ing the interpretation of mpMR images. It is de-
signed for first reading a predominant image type,
and subsequently taking other types of images for
improved staging. Similarly, the decision process of
combining these modality-independent predictions,
e.g., lesion-level classification and voxel-level segmen-
tation, can be modelled by machine learning models
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in non-parametric forms such as averaging or major-
ity voting.

Notably, model-combining methods, such as en-
sembles and committees, have been extensively stud-
ied in the literature to improve the overall perfor-
mance of the combined model. The model combining
methods, in turn, can be parameterised with learn-
able parameters as latent variables in an end-to-end
optimisation process. Examples of such parameters
include the mixing coefficients in mixture models and
the posterior probabilities in Bayesian model averag-
ing. Some relevant examples are included in 2.

In contrast, this work combines predictions using
decision-making processes that are “hyperparameter-
ised” in order to enable a set of interesting applica-
tions, including (1) assessing existing decision pro-
cesses in combining image modalities, and (2) dis-
covering new decision rules with varying practical
constraints, such as missing modality or known low-
quality or otherwise challenging image modalities.
As illustrated by the graphical model in 2(a)–(b),
model (a) represents the hyperprameterised combin-
ing model, referred to as “combiner models” in this
paper, which incorporates a set of predefined hyper-
parameters to combine the individual image modal-
ities. On the other hand, model (b) represents a
combining method that jointly optimises the repre-
sentation of each of the individual image modalities
and the combining decision with learnable parame-
ters, denoted as the “late fusion”. The alternative
“early fusion”, as illustrated in 2(c), could also be
used to assess the importance and availability of in-
dividual modalities. However, combining inputs be-
fore representation learning loses the direct influence
on the final prediction due to the less interpretable
“black-boxed” neural networks. The direct connec-
tion from individual image representation to the fi-
nal prediction, as depicted in 2(a) and (b), plays a
significant role in motivating and enabling the afore-
mentioned applications related to modality compar-
ison and rule discovery. This connection is often es-
tablished through a weighted sum or a more general
form of aggregation.

This paper describes the development of “Com-
biner” networks based on individual modalities of
mpMR images in conjunction with hyperparame-

terised decision-making models, as shown in 2(d).
Two rule-combining methods are proposed to rep-
resent linear and nonlinear decision rules using low
dimensional hyperparameters. In addition, a hyper-
network is also developed, as shown in 2(e), which
incorporates varying hyperparameter values within a
single neural network. The purpose of this hypernet-
work is to enhance the practicality and efficiency of
the proposed combiner networks shown in 2(d), as
well as facilitate the search for optimum rules. When
there is a need to adjust hyperparameters for anal-
ysis purposes, as is the case in this study, hypernet-
work is used to enable hyperparameter adjustment
during inference. This approach eliminates the need
to train many models with different hyperparameter
values separately. These hypernetworks are referred
to as “HyperCombiner” networks in this work. We
would like to emphasise that the primary objective
is to propose a new approach for modelling combin-
ing rules based on modality-independent predictions.
The focus of this study is not on improving seg-
mentation performance but on developing the rule-
modelling approach and exploring its interpretabil-
ity within the context of the segmentation applica-
tion. The main hypothesis investigated in this study
is that, with the added rule modelling, lesions seg-
mentation models can achieve a non-compromising
performance but are more interpretable. Experimen-
tal results are presented based on clinical mpMR im-
ages from 651 prostate cancer patients and multiple
radiologist reports obtained in five clinical studies.

This study then investigates the benefit of incor-
porating the rule modelling, in Sec.4 and 5, which
enables addressing the following specific clinical ques-
tions.

• Does separating the representation for individ-
ual image modalities sacrifice the model perfor-
mance, compared with end-to-end learning?

• Are hypernetworks capable of summarising dif-
ferent hyperparameter values, representing dif-
ferent combining rules, in a single neural net-
work?

• What is the impact of individual image modal-
ities on the model performance, by varying hy-
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Figure 2: Graphical models from (a) to (c) use a single (shared) network with parameters θ, where y1, y2 and y are intermediate
features and α is a set of parameters, to combine the inputs x1 and x2 and output z. (a) an example of late combiner models,
of interest in this study, with observed α in shaded circle, (b) a late fusion in combining methods with learnable α, (c) an early
fusion model for comparison. Hollow circles and solid dots indicate random variables and deterministic parameters, respectively.
This is one example to show the difference between the combiner models (a) and other model combining methods (b and c),
among other possible probabilistic graphical representations. Besides, (d) and (e) are schematic diagrams of the proposed
Combiner and HyperCombiner, respectively, with three image modalities as example inputs.

perparameters?

• Can the hyperparameters be optimised to ob-
tain optimum decision rules via hyperparameter
search?

• Are the empirical PI-RADS-derived rules better
or worse than the above numerically optimised
decision rules?

• Would conclusion differ for tumours in different
zones?

2. Related Work

2.1. Machine Learning for Prostate mpMR images

Recent studies have shown that mpMR images
provide better indications of clinically significant
prostate cancer compared to a single type of MR im-
ages [17, 3]. Various methods have been proposed
to detect and localise prostate lesions on the mpMR
images. Weak supervision using patient-level labels
has also been investigated to avoid the need for lesion
annotations [18, 19]. Others learn such features us-
ing labels from radiologists or histopathology results,
albeit the latter of which often are based on targeted

biopsy [6][7, 8, 20, 21]. Litjens et al. [6] proposed
a cascaded lesion detection system and achieved a
patient-level ROC AUC of 0.83 for detecting clini-
cally significant cancer on a data cohort including
347 patients. Mehralivand et al. [20] presented an
approach for automated detection and segmentation
of prostate MRI lesions, followed by a 4-class clas-
sification task to predict PI-RADS categories 2 to
5. The experiments were conducted on 1043 MR
scans and yielded a 0.359 median DSC for lesion
segmentation and a 0.308 overall PI-RADS classifi-
cation accuracy. Eidex et al. [21] presented a cas-
caded network to segment the prostate and domi-
nant intraprostatic lesions (DIL). A high segmenta-
tion accuracy is reported, with Dice scores of 0.896
and 0.843 for prostate and DIL segmentation, respec-
tively. Besides, end-to-end networks have been pro-
posed to segment suspected lesions on mpMR images
[8, 15, 13, 22, 23, 9, 10, 11, 24].

Prior knowledge of radiology, including clinical fea-
tures and zonal prostate anatomy, is often used to im-
prove the accuracy of lesion segmentation. Chen et al.
[8] used multi-branched UNet to extract features from
different modalities of MR image, achieving a Dice
similarity coefficient of 0.72 and a sensitivity of 0.74
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at 1.00 specificity. De Vente et al. [15] presented
a method to segment prostate lesions by encoding
the ordinal Gleason groups, which scored a voxel-
wise weighted kappa of 0.446 ± 0.082 and a DSC of
0.370 ± 0.046. Duran et al. [22] proposed an attention
CNN for joint multi-class segmentation of prostate
and cancer lesions by Gleason scores, which out-
performed well-tuned UNet, Attention UNet, ENet
and DeepLabv3+ at detecting clinically significant
prostate cancers. Chiou et al. [10] proposed a domain
adaption approach from routine mpMR images to
VERDICT, a customised MR modality for prostate
cancer, which significantly improved segmentation.

In addition, literature has investigated the rela-
tionship between the assessment using PI-RADS by
radiologists and the automated assessment by algo-
rithms [7, 25, 26, 27]. Wang et al. [26] verified in 54
study cohorts that machine learning could improve
the performance of PI-RADS assessment. Youn et al.
[25] conducted experiments on datasets including pa-
tients who underwent pre-biopsy MRI and prostate
biopsy to compare lesion detection and PI-RADS
classification performance between UNet, clinical re-
ports and radiologists. The results showed that al-
gorithms achieved moderate diagnostic performance
with experts in PI-RADS and were similar to clinical
reports from various radiologists in clinical practice.

Over the last few years, much work has been pub-
lished to address the problem of prostate cancer lo-
calisation on mpMR images using machine learning-
based methods, focusing on the performance of seg-
mentation or detection. However, little has addressed
the interpretable image modality-related questions
posed at the end of 1.

2.2. Model Combining

In literature, the term model combining refers to
mixing or fusing individual branches of a model as an
ensemble, often aiming to improve the performance
of a combined model and is widely used in medical
imaging tasks. Although they have a different aim
from the combiner models of interest in this work,
discussed in 1, many similarities in methodologies can
be shared between the two.

Greenspan et al. [28] presented an unsupervised
Gaussian mixture model (GMM)-based segmentation

method for tissue classification of MR images of the
brain. Hassan et al. [29] also proposed an approach
that employed fuzzy intelligence and GMM to detect
carotid artery plaque in ultrasound images with high
precision and strong robustness to noise. Nguyen and
Wu [30] proposed Markov random field with GMM
that directly applied the EM algorithm for optimisa-
tion.

The two terms, early fusion and late fusion, are
largely used in model combining, e.g. for multi-
modality data input [31, 32, 33]. As illustrated in
2 and discussed in 1, the late combiner developed in
this work is conceptually close to the late fusion. Al-
bashish et al. [34] proposed a prostate cancer di-
agnosis method that fused the probabilities outputs
from the support vector machine and recursive fea-
ture elimination classifiers by a summary rule. Wang
et al. [35] proposed a fusion method for lung can-
cer survival analysis that exploited the correlations
among predictions produced by different modalities
regarding the model uncertainty and fused them by
a weighted average scheme. Ghoniem et al. [36] devel-
oped a multi-modal fusion framework for ovarian can-
cer diagnosis, implementing CNN and LSTM as the
base classifiers and weighted the classification out-
puts. Trong et al. [37] developed a classification ap-
proach for weeds classification by using the late fusion
of multi-modal networks via a voting method.

The works mentioned above combine base learners’
scores by applying fusion rules, such as voting, aver-
aging and summation, while others search for deep fu-
sion methods based on optimised strategies. Boulahia
et al. [38] designed an end-to-end late fusion network
where a deep neural network computes the merging
score for action recognition. Mehta et al. [18] utilised
a two-level support vector machine (SVM) to fuse
the patient probability of prostate cancer predicted
from mpMR features and clinical features. These fu-
sion methods are also referred to as stacking ensemble
learning [39], which uses a meta-learner to combine
the predictions of base learners [40]. Ksiażek et al.
[41] proposed a stacking learning (ensemble) method
to detect hepatocellular carcinoma, using SVM classi-
fier to fuse seven base classifiers, including K-nearest
neighbour, random forest, and Näıve Bayes. Taspinar
et al. [42] used three single base learners, including
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the SVM, logistics regression, and artificial neural
network models, to produce classification probabil-
ities and fuse them by a stacking meta-model to clas-
sify a total of 3486 chest X-ray images into three
classes. Wang et al. [43] utilised a random forest
classifier-based stacking technique to simultaneously
construct the diagnostic model and combine them
by decision tree for prostate cancer detection. Saha
et al. [19] used a decision fusion model to ensemble
the patch-based and image-based prediction by SVM
classifiers to reduce false positives on prostate lesion
segmentation.

In summary, these model combining and fusion
methods have been proposed to improve the gener-
alisation of models or methods based on data from
multiple modalities, with promising results. In con-
trast to the alternative approach of end-to-end black-
box representation learning, they demonstrated that
such human-adopted practice in combining data- or
method-diverged decisions might be advantageous in
practical applications, which are often constrained by
data and other resources. However, we argue that the
focus on performance alone overlooks the potential
benefits of leveraging the simplicity and interpretabil-
ity of these model-combining methods. Additionally,
there is a lack of methodology and application that
employ the concept of the so-called “interpretabil-
ity” [44], which provide valuable insights and under-
standing of the decision-making process.

2.3. Hypernetworks

Deep learning methods in practice depend on tun-
ing hyperparameters, such as the weights of the reg-
ularisation terms, that can significantly affect per-
formance. Therefore, such hyperparameters must be
carefully tuned to achieve the best result, which re-
quires considerable time and computing resources.
To address this issue, hypernetworks are proposed to
train neural networks automatically adapted to var-
ious hyperparameters by re-parameterising the main
network as a function of the hyperparameters, using
a small auxiliary network. Ha et al. [45] and Lor-
raine and Duvenaud [46] gave a theoretical justifica-
tion for hypernetworks and used a gradient-based op-
timisation to tune hyperparameters. Wang et al. [47]

proposed a reconstruction network that is indepen-
dent of regularisation methods. In this approach, the
parameters of the reconstruction network were gener-
ated by a hypernetwork, which functions based on the
regularisation weights. Hoopes et al. [48] proposed a
learning-based strategy for deformable image regis-
tration, which replaces the tedious process of tuning
important registration hyperparameters. In this ap-
proach, the weights of the registration network were
generated based on the hyperparameter values, which
were then utilised in the loss function.

Others used hypernetwork training to adapt
to multiple tasks using only a single hypernet-
work. Brock et al. [49] accelerated the training proce-
dure by learning an auxiliary hypernetwork that gen-
erates the weights of the main model for various ar-
chitectures in a single training. Klocek et al. [50] con-
structed an image representation network that takes
an input image and returns weights to the target net-
work to map points from the plane into their corre-
sponding colours in the image.

Despite the promising studies mentioned above,
hypernetworks have rarely been used to explain the
“black box” of neural networks, which remains a topic
to be explored.

3. Method

3.1. Image Modality-Independent Base Networks

Let us consider a problem to segment regions of
interest from τ types of images Xτ for each subject.3

The segmentation using individual image modalities
can be formulated as a voxel classification, such that
each voxel i, i = 1, . . . , I is classified as either lesion
or non-lesion voxel, where I is the number of vox-
els in each image. We would like to train a neu-
ral network fτ with a set of parameters θτ for each
image modality τ to predict the class probabilities
Yτ = [Y τ

1 , . . . , Y τ
I ]⊤, Y τ

i ∈ [0, 1], τ = 1, . . . , τ:

Yτ = fτ (Xτ ; θτ ) (1)

3Uppercase letters X, Y, Z and C denote random variables
(if in bold, random vectors), with the corresponding lowercase
letters are the observed scalars and vectors.
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Given labelled training images xτ
j =

[xτ
1,j , . . . , x

τ
i,j ]

⊤ from J subjects, the networks
fτ can be trained independently by minimising
a segmentation loss L between the predicted
class probabilities yτ

j = [yτ1,j , . . . , y
τ
i,j ]

⊤ and the

subject-specific labels tj = [t1,j , . . . , ti,j ]
⊤, i.e., the

ground-truth segmentation masks available for
individual subjects, where j = 1, . . . , J .

θ̂τ = arg min
θ

J∑
j=1

L(yτ
j , tj) (2)

where yτ
j = fτ (xτ

j ; θτ ) and θ̂τ is the set of optimised
network parameters.

In our application, we consider a binary classifi-
cation denoting all identified lesions as positive with
τ = 3 types of images, yτi = {0, 1} and τ = 1, 2, 3
for respective T2W, DWIhb and ADC images. The
formulation described here may be generalised to
multi-class classification and more image types when,
for example, detailed radiological/histopathological
grading, such as the five-point PI-RADS scores and
other image modalities, including DCE, are available.
A combination of cross-entropy and a soft Dice loss
is used in this study.

L(yτ
j , tj) =

I∑
i=1

[ti,j log yτi,j + (1− ti,j) log (1− yτi,j)]

−
2
∑I

i=1(yτi,j · tτi,j)∑I
i=1 y

τ
i,j +

∑I
i=1 t

τ
i,j

(3)
These image modality-specific networks are here-
inafter referred to as “Base networks”.

3.2. Modelling Rules to Combine: Combiner Net-
works

With the image modality-independent predictions
Yτ with the now shared θ represents the feature ex-
tractor in the “Combiner network”:

Yτ = f(Xτ ; θ). (4)

This section describes how these predictions can be
combined into a “consensus” segmentation for each

subject, as shown in 3 (left). We share weights θ
among feature extractor f(Xτ ; θ) in Combiner with
respect to three modalities of images, because a
shared network may benefit from the multi-task ef-
fect, where different tasks regularise each other [51].
However, separately trained networks may also be
sufficient in this application, and further investiga-
tion is done in 5.2.3.

We propose two parametric functions, a linear mix-
ture model and a nonlinear stacking model, before
describing how these two functions can themselves
be optimised and used to combine the base segmen-
tation networks.

These proposed methods are closely related to sev-
eral machine learning techniques, such as stacking en-
semble [43], gating [52] and late fusion in multi-task
learning [35], which are discussed further in 6.

3.2.1. Linear mixture model

The linear model glin is a weighted sum of predic-
tions over three image modalities, therefore a voxel-
wise function of Y = [Y1, . . . ,Yτ ]:

Z = glin(Y;α) =

τ∑
τ=1

ατ ·Yτ =

τ∑
τ=1

ατ ·f(Xτ ; θ) (5)

where α = [α1, . . . , ατ]⊤, ατ ∈ [0, 1] and
∑τ

τ=1 ατ =
1 is a set of “mixing parameters”, as in a mix-
ture model. Recall that image modality-specific class
probability Y τ

i represents a conditional probability
given the image modality p(C | τ), where Y τ

i =
p(C | τ). Thus, the mixture model represents a
joint probability over all possible image modalities,
Zi = p(C) =

∑τ
τ=1 p(τ)p(C | τ) where C denotes the

class(es) of interest and p(τ) = ατ .

3.2.2. Nonlinear stacking model

Combining the predictions using a nonlinear func-
tion may also be useful. For example, the maximum
function representing majority voting can be approx-
imated by a sigmoid function or its variants. This
section describes a generalisation to the above linear
mixture model allowing such a nonlinear combination
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Figure 3: Illustration of the proposed Combiner (left) and HyperCombiner networks (right), which receive three types of images,
T2W, DWIhd and ADC, as inputs. The hyperparameters α are generated conditionally on certain combination rules (b) and
are used as combination parameters to combine the outputs of the three images in training. The red parameters in Combiner
and HyperCombiner are trainable weights, while all weights θ in HyperCombiner are non-trainable and are generated by an
auxiliary hypernetwork θ̃ = h(α;ϕ).

of class probabilities, such that:

Z = gnonl(Y;β) = σ(

τ∑
τ=1

βτ ·Yτ+β0) = σ[

τ∑
τ=1

βτ ·f(Xτ ; θ)+β0]

(6)
where β = [β0, β1, . . . , βτ]⊤ is a set of “stacking pa-
rameters” and β0 is the bias term. For binary clas-
sification in this study, the logistic sigmoid function
σ(a) = (1 + e−a)−1 is used to represent class prob-
ability Zi = p(C) ∈ [0, 1]. This alternative nonlin-
ear stacking function approximates the integral of
p(C | τ), over all images types τ , to obtain the
marginalised class probability p(C) =

∫
τ
p(C | τ) · dτ .

Although the mixture model can be considered as a
special case of this more general stacking formula-
tion, these two terms are distinguished in the paper
for clarity.

3.2.3. Training hyperparameterised Combiner net-
works

This section describes the segmentation network
that can utilise all image types, as opposed to the
Base networks. This single network can be trained
using either the mixing parameters α or the stacking
parameters β as the network hyperparameters.

Now, given all τ types of images xτ
j and labels tj

for each of the available training J subjects, as in

3.1, the network can be optimised by minimising the
same loss as in Eq. (3):

θ̂ = arg min
θ

J∑
j=1

L(zj , tj) (7)

where zj = [zi,j , . . . , zi,j ]
⊤ and zi,j can be

obtained through either glin([y1i,j , . . . , y
τ
i,j ]

⊤;α) or

gnonl([y1i,j , . . . , y
τ
i,j ]

⊤;β) in Eq. (5) or Eq. (6), respec-
tively. θ is a set of network parameters that are no
longer specific to any image modality, neither is the
optimal θ̂.

It is worth noting here that if α or β were to be
trained simultaneously with the shared network pa-
rameters θ, they are no longer hyperparameters. As
discussed in 1, previous work has suggested that a
conceptually similar multi-branch formulation may
provide potential performance benefits through ar-
chitectural constraints or additional image modality-
specific supervision. However, these methods that
are promising for improving generalisation are con-
sidered beyond the focus of this work and are not
discussed further.

3.3. HyperCombiner Networks

This section introduces an additional Combiner
with various hyperparameters, as shown in 3 (right).
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A single trained network can be conditioned on
varying hyperparameters during inference, instead of
training individual networks for each different set of
hyperparameter values. Let a hypernetwork module
be a parametric function of a set of hyperparameters,
e.g., α:

θ̃ = h(α;ϕ) (8)

where ϕ is a set of hypernetwork parameters. The hy-
pernetwork module generates the segmentation net-
work parameters θ̃, such that the segmentation net-
work parameters become a function of, and com-
pletely dependent on, (1) the input hyperparameter
values α and (2) the hypernetwork parameters ϕ. By
re-parameterising the Combiner network in Eq. (4),
the proposed segmentation network, equipped with
the hypernetwork module, is referred to as the “Hy-
perCombiner network”:

Yτ = f(Xτ ;h(α̃;ϕ)) (9)

where ϕ are the only trainable parameters, i.e., be-
ing updated by the gradients during the iterative
backpropagation-based optimisation.

The linear mixture model in Eq. (5) with parame-
ters α is used here as an example and the combined
class probabilities are

Z = glin(Y;α) =

τ∑
τ=1

ατ ·Yτ =

τ∑
τ=1

ατ ·f(Xτ ;h(α̃;ϕ)),

(10)
while the hyperparameter for the nonlinear stacking
model (Eq. (6)) with the hypernetwork predicting β̃
is omitted here for brevity. 3 illustrates an overall
schematic for this network.

With the same training data set described as in
Sec.3.1 and Sec.3.2, training the HyperCombiner
with a hypernetwork added thus becomes optimising
the hypernetwork parameters ϕ:

ϕ̂ = arg min
ϕ

J∑
j=1

L(zj , tj) (11)

The hyperparameters are randomly sampled from
ranges of application interest during training of the
HyperCombiner.

Table 1: Example condition vectors and decisions for transition
zone(TZ) lesions, τ = 1,2 and 3 represent T2W, DWIhb and
ADC, respectively. TZ denotes transition zone.

C p(C | τ = 1) p(C | τ = 2) p(C | τ = 3) p(C)
TZ Negative Negative Negative Negative
TZ Negative Negative Positive Negative
TZ Negative Positive Negative Negative
TZ Negative Positive Positive Positive
TZ Positive Negative Negative Positive
TZ Positive Negative Positive Positive
TZ Positive Positive Negative Positive
TZ Positive Positive Positive Positive

3.4. Hyperparameter Estimation

The HyperCombiner networks require hyperpa-
rameter values during inference. For the prostate
mpMR imaging application, two estimation methods
are described in this section, one approximating ex-
isting rules, such as those derived from PI-RADS,
described in the following 3.4.1, the other searching
for the optimal ones among all plausible candidate
rules, described in 3.4.2.

3.4.1. Encoding PI- RADS rules with condition and
decision

As discussed in 1, radiological guideline scores in-
dividual image modalities, then combine these scores
with a predefined rule.

For the purpose of this study, binary classification
decisions, clinically significant or not, are determined
by a set of rules on the three available image modal-
ities, T2W, DWIhb and ADC, based on PI-RADS.
Such an example of the transition zone is provided in
Table 1. Further discussion on the PI-RADS-derived
rules for the transition- and peripheral lesions is pro-
vided in Appendix A.2. In the experiments (4), sepa-

rate hyperparameters α̂(TZ)/β̂(TZ) and α̂(PZ)/β̂(PZ),
are specified for the lesions found in transition and
peripheral zones, respectively, with their associated

decisions d
(TZ)
k and d

(PZ)
k . The estimation methods

are summarised in this section as follows.

Condition vectors and associated decisions. The PI-
RADS rules can thus be encoded, with examples
given in Table 1. Each row of P (C | τ) represents
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a “condition vector” rk = [rτ=1
k , rτ=2

k , rτ=3
k ]⊤, k =

1, . . . ,K and rτk = {0, 1} (here, rτk = 0 and rτk = 1
represent the modality τ showing negative and pos-
itive lesions, respectively). There are a maximum of
K = 23 unique combinations of possible deterministic
conditions rk, and each of them has one associated
“decision” dk = {0, 1} (here, dk = 0 indicates that
the final decision of the combined three modalities for
the suspected lesion is negative, and dk = 1 indicat-
ing positive) to indicate the joint binary probability
for all image modalities. That is,

R =

0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1

 ,d =



0
0
0
1
1
1
1
1


(12)

where R = [r1, . . . , rK ] and d = [d1, . . . , dK ]⊤.

Estimation with linear decisions. To estimate the hy-
perparameters ατ with respect to the linear mixture
model (3.2.1) in Eq. (5), substitute random variables
Y τ
i and Zi, with rτk and dk, respectively. The result-

ing linear system in matrix form is:

R⊤ · α = d (13)

which can be solved by linear least-squares methods:

α̂ =
(RR⊤)−1Rd

∥(RR⊤)−1Rd∥1
(14)

This is equivalent to a linear classification problem,
with the denominator to ensure that the mixing hy-
perparameters sum to one

∑τ
τ=1 α̂τ = 1.

Estimation with nonlinear decisions. The nonlinear
stacking model (3.2.2) can also be used as an equiva-
lent logistic regression problem. Substituting R and
d into Eq. (6), we have:

σ([R⊤,1] · β) = d (15)

where 1 is vector of K ones and σ(a) =
[σ(a0), . . . , σ(a3)]⊤ is the element-wise sigmoid func-
tion for a vector a = [a0, . . . , a3]⊤. The estimated hy-

perparameter β̂ can be obtained by iterative methods
minimising the mean-square residuals:

β̂ = min
β
∥d− σ([R⊤,1] · β)∥22. (16)

Both the linear and nonlinear hyperparameter es-
timation methods minimise the a prior risk in mak-
ing wrong decisions from multiple image modalities,
as opposed to the empirical risk learned from data,
which is discussed in the next section.

3.4.2. Rule discovery as hyperparameter search

Using the encoded condition vectors in Table 1 may
not be optimal, especially when the labels are not
based on radiologists following these rules, such as
Likert scores [53, 54], or not rule-based at all, such
as histopathological labels. In such cases, optimis-
ing the rules is equivalent to optimising the hyper-
parameters. Automated hyperparameter tuning has
been an active research area for deep neural net-
works [48, 49, 55], and also a subject of the broad
meta-learning study [56, 57].

Using the proposed HyperCombiner, however, ex-
haustive search methods such as grid search become
feasible, compared with the need to re-train the mod-
els for every sampled hyperparameter value. The
trained HyperCombiner networks can be conditioned
with different values sampled from each hyperparam-
eter dimension of either the linear mixture models or
the nonlinear stacking models during inference. In
the following experiments and results, we also show
the potential of discovering new rules that may per-
form comparably or even better than those directly
derived from PI-RADS using grid search strategy.

Sampling for the linear mixture model. The linear
mixture model takes α as hyperparameters to com-
bine the modality-specific outputs as a final output.
Here, in the training process, hyperparameters α are
sampled from a Dirichlet distribution of τ = 3 cat-
egories, which satisfies both constraints, ατ ∈ [0, 1]
and

∑τ
τ=1 ατ = 1, defined in 3.2.1. During infer-

ence, samples are obtained with an equidistant in-
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terval of 0.1 in each hyperparameter dimension for a
grid search.

Sampling for the nonlinear stacking model. Unlike
linear mixture model, whose hyperparameters can
be “reasonably” sampled from Dirichlet’s space, the
range and the sampling intervals of the hyperparam-
eters of the non-linear stacking model are practically
difficult to decide, or inefficient to sample equidis-
tantly because of the nonlinear logistic functions in-
volved. To investigate hyperparameters β that cor-
respond to a set of interpretable and practically sep-
arable rules, different combinations of decisions d are
sampled, based on solving the Eq. (15) using a logistic
regression model (a one-layer network). The regres-
sion fitting error, ∥d−σ([R⊤,1] ·β)∥22 as in 3.4.1 was
used to reject the implausible combinations. Details
of an acceptance–rejection algorithm can be referred
to in Appendix A.2.

3.4.3. Interpretation of the estimated hyperparame-
ters

Here, we describe three ways to understand and
then explain the estimated hyperparameter values
and, in turn, discuss the potential clinical applica-
tions of these interpretations.

Quantifying necessity for selective image acquisi-
tion. Several different image modalities have inter-
dependence in their acquisition. For example, com-
puting ADC may require both DWIhb and DWI with
low b values (DWIlb), but the DWIhb and DWIlb may
be acquired independently without each other. These
specialised imaging sequencing with practical con-
straints and variable feasibility are discussed further
in 5 for specific clinical context. Setting one or more
hyperparameters to zero, in (5) and (6), allows the
associated image modalities to be omitted during in-
ference. Therefore, their respective added diagnostic
values can be quantified by the difference in perfor-
mance to the optimal values, using all available im-
age modalities. When one or more image modalities
are completely removed from prediction, the perfor-
mance loss is quantified to investigate different data
availability scenarios. It is essential to highlight that
such necessity is quantified with respect to the use

of machine learning models, which may differ from
current clinical practice where radiologists yet have
access to such tools.

Quantifying diagnostic importance of image modali-
ties. Linear decisions (Eq. (5)) is a weighted sum of
predictions from individual image modalities. Non-
zero hyperparameter values α can be used to compute
the importance for each image modality, for example,
using the t-statistics [44]:

Tα̂τ
=

α̂τ − α0
τ

SE(α̂τ )
(17)

where SE(α̂τ ) =
√
Cττ is the standard error repre-

senting the variance of the individual linear regression
coefficients, where C = σ2

d(RR⊤)−1 is the variance–
covariance matrix and σ2

d is the decision variance;
and, α0

τ = 0 can be used to test the significance of
image modalities, with other notations defined in 3.4.
To quantify the relative importance between the τ
predictions, α0

τ = 1
τ

can be used to represent equal
contributions. This Tα̂τ

directly measures how likely
the combined decision will be changed due to the im-
age modality τ .

Using the nonlinear decision rules (Eq. (6)), non-
zero hyperparameter value β measures the log-ratio
between the odds of the unit-incremented feature
Y τ
i + 1 and the estimated image modality-specific

Y τ
i . Here, the odds of a specific image modality is

positive against negative probabilities odds(Y τ
i ) =

p(C = 1 | τ) : p(C = 0 | τ) = p(C=1|τ)
1−p(C=1|τ) , where Y τ

i =

p(C | τ). In other words, the exponential of the esti-
mated hyperparameter equals the ratio of odds:

e β̂τ =
odds(Y τ

i + 1)

odds(Y τ
i )

(18)

which indicates how much the image modality-
specific influence is on the prediction.

In addition to the above general statistical inter-
pretation, these estimated hyperparameters can be
altered to assess their impact on metrics that are rel-
evant to specific clinical applications, such as Type
1 and Type 2 errors for a downstream treatment de-
cision following the machine learning-aided diagnosis
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or localisation. In this work, such sensitivity analy-
sis was reported using the lesion-level recall and pre-
cision, designed for a class of tumour-targeting ap-
plications that use the MR-derived lesion locations,
described in 4.3.

Quantifying uncertainty due to varying decision.
The proposed HyperCombiner networks enable ef-
ficient comparison between different decision rules
during inference. In addition to the optimum rule
discovery described in 3.4.2, Monte-Carlo methods
become feasible to estimate the variance of tumour
localisation due to changing rules. This provides a
means to quantify the type of uncertainty when im-
age modality-related weightings cannot be estimated
or applied precisely, a common case in using and read-
ing the clinical MR images of prostate cancer.

4. Experiment

4.1. Data sets

The mpMR images were from several clinical tri-
als conducted at University College London Hospi-
tal, with a mixture of clinical scanners, including a
mixed biopsy and therapy patients. Further details
of the datasets, such as vendors and imaging proto-
cols adopted in individual studies, can be found in
the original study papers and their published supple-
mentary materials, SmartTarget [58], PICTURE [59],
ProRAFT [60], Index [61] and PROMIS [62]. All trial
patients gave written consent, and the ethics were ap-
proved as part of the respective trial protocols [58].
Part of the dataset used in this study is publicly avail-
able via.4 Radiologist contours were obtained for all
lesions with Likert-scores ≥3 and served as ground-
truth labels in this study. 22, 192, 325, 232 and 106
studies have 0, 1, 2, 3 and ≥4 lesions, respectively.
There are 1962 lesions in total, out of which 207,
1443 and 312 lesions are located in peripheral zone,
transition zone and across peripheral zone and transi-
tion zone. The original in-plane dimension for T2W

4PROMIS Study Dataset - Open Access Re-
quest. Retrieved from: https://ncita.org.uk/

promis-data-set-open-access-request/.

images ranges from 180 × 180 to 640 × 640 at a
resolution of 1.31 × 1.31 mm2 to 0.29 × 0.29 mm2,
respectively, and the thickness of T2W images ranges
from 0.82 to 1 mm. The original in-plane dimension
for DWI images ranges from 96 × 94 to 456 × 320 at
a resolution of 3.41 × 3.41 mm2 to 0.75× 0.75 mm2,
respectively, and the thickness of DWI images ranges
from 3 to 5 mm.

All the image modalities were resampled to
isotropic-sized voxels 1 × 1 × 1 mm3 with a linear
interpolator and applied linear intensity normalisa-
tion per modality ranging from 0 to 1. In this study,
sequence alignment was performed using an image-
to-scanner transformation, with T2-weighted (T2W)
images serving as the reference coordinate system, as
all the radiological lesions were annotated on T2W
coordinate. No additional registration methods were
employed to correct potential misalignment caused
by factors such as organ deformation, patient move-
ment, or imaging motion artefacts. These types of
misalignment were not deemed severe in our data.
Moreover, the potential benefits of registration for
segmentation accuracy in the presence of misalign-
ment to the reference image remain an open research
question.

For the experimental data split, 651 patients out
of 850 patients had all three types of images, while a
subset of patients had multiple studies and different
high-b-valued diffusion images (e.g. multiple b-value
sequences that are all greater than 1400). As a result,
the total number of cases used is 751. To ensure no
data leakage, these cases are randomly divided on a
patient-level into 500 training, 124 validation, and
127 test cases, such that data from the same patient
will not be grouped in different sets.

4.2. Implementation

All the experiments using UNet were implemented
with TensorFlow 2.4, and nnUNet-based experiments
were implemented with Pytorch 2.0. All the networks
were trained on an NVIDIA Tesla V100 GPU with
32 GB memory.

4.2.1. Base networks

The base networks are built on the widely used
UNet [63], which consists of an encoder–decoder
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with skip connections. The input to the base net-
work was a batch of individual type images of size
N ×96×96×96×1, where N is the batch size. A 3D
convolutional layer was followed by Leaky Relu acti-
vation as the basic block in the encoder and decoder.
The basic blocks had 16, 32, 32 and 32 channels in
the encoder and 32, 32, 32, 32 and 16 channels in the
decoder, where skip connections were used to build
an information bridge between the encoder and de-
coder. We applied max-pooling with a factor of 2
after each basic block to reduce the spatial dimen-
sion four times in the encoder and then upsampled
the feature maps of the basic blocks in the decoder
until they reached the original input dimension. The
last layer of the base network was a 1 × 1 × 1 con-
volutional layer followed by a sigmoid activation that
generates a probability map representing the segmen-
tation mask.

These three networks were separately trained with
loss function Eq. (3) for 100 epochs using the ADAM
optimizer with a learning rate of 1× 10−4.

4.2.2. Multi-channel baseline networks

We implemented UNet and nnUNet as baseline seg-
mentation networks. These networks were designed
to take concatenated three image modalities as in-
puts and were used for comparison with the Combiner
networks. Implementation of UNet was similar to the
Base network but with three input channels. No data
augmentation was performed with the UNet imple-
mentation, providing a reference performance in this
study. For nnUNet experiments, the implementa-
tion described in Isensee et al. [64] was utilised. The
built-in data augmentation in the nnUNet was used
alongside other segmentation-performance-improving
techniques, such as deep supervision, connected com-
ponent analysis and mirror augmentation ensembles.

These networks were rained with loss function
Eq. (3) for 100 epochs using the ADAM optimizer
with a learning rate of 1×10−4.

4.2.3. Combiner networks

The Combiner networks share the same architec-
ture as the baseline approaches, namely UNet and
nnUNet networks. However, in the case of the Com-
biner networks, rather than using concatenation as

input, each modality is taken as input separately,
enabling them to contribute independently to the
decision-making process in subsequent stages. The
network weights are shared among the three modal-
ities. Additionally, we incorporated another com-
parison Combiner, where the base networks have no
shared weights. An auxiliary combining module was
implemented to combine the modality-independent
output from three base networks. In this application,
we used the fixed hyperparameters α or β for train-
ing and testing, and the derived hyperparameters are
stated in 5.1.

The network was trained with loss Eq. (3) using
ADAM optimizer, with a learning rate equal to 1 ×
10−5.

4.2.4. HyperCombiner networks

The HyperCombiner network has the same struc-
ture as the Combiner network, implicitly represent-
ing the convolutional kernel as a function of hyper-
parameters by replacing the convolutional layer in
Combiner with a hyperparameterized convolutional
layer [48]. The weights (and biases) of the Combiner
network were generated by an auxiliary hypernet-
work. The combination of this hypernetwork and the
Combiner network itself is referred to as the Hyper-
Combiner network, as shown in Fig. (3) (right). The
hypernetwork consisted of 4 fully-connected layers,
each with 64 units and followed by ReLU activation
except for the final layer, which used Tanh activa-
tion. The hypernetwork provided all the weights and
biases required in the Combiner network; therefore,
only parameters in the hypernetwork were trainable.

Train with linear mixture models. The Combiner net-
work of linear mixture model in HyperCombiner was
the same as that of Combiner networks. During train-
ing, the hyperparameters were randomly sampled as
described in 3.4.2. All HyperCombiner networks with
linear mixture models were trained with the loss func-
tion in Eq. (3) for 400 epochs using the ADAM opti-
mizer, with a learning rate of 1×10−6.

Train with nonlinear stacking models. The sampling
was required from each iteration of training the Hy-
perCombiner networks. To avoid cumbersome data
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transfer between the sampling and neural network
training, Algorithm 11 in Appendix A.2 was run
in advance for sufficient iterations and these pre-
computed hyperparameter values in neural network
training. Each network was trained using the ADAM
optimizer with a 1×10−6 learning rate for 400 epochs.

4.3. Evaluation

All aforementioned experiments were tested with
both voxel-level and lesion-level evaluation metrics.
During evaluation, we used a threshold value of 0.5
to generate a binary segmentation mask directly from
the softmax output and excluded only extremely
small regions smaller than 27 pixels, without addi-
tional post-processing.

4.3.1. Voxel-level metrics

DSC and Hausdorff Distance (HD) are used as eval-
uation metrics at voxel-level. DSC measures the over-
lap between the predicted segmentation Yp and the
ground-truth Yg, DSC = 2 × | Yp ∩ Yg | /(| Yp | + |
Yg |). HD measures the greatest surface distance be-
tween the boundaries of the predicted segmentation
and the ground-truth. We report the 95th percentile
of surface distances as a robust alternative, denoted
as DHD.

4.3.2. Lesion-level metrics

The lesion-level evaluation metrics used in this
study are adapted from those found in the object
detection literature [65], for our intended clinical tar-
geting application, such as progression monitoring,
targeted biopsy and focal therapy. Since multiple
prostate lesions are often present in a single prostate
MR image, directly applying object detection Metrics
have been found to be challenging in the application
of multifocal cancers. In this study, we used modified
asymmetric lesion-level evaluation metrics to evalu-
ate the multifocal segmentation output, and further
discussion of the motivation for these metrics is de-
tailed in Yan et al. [66].

For each of N ground-truth lesions {Y n
g }n=1,...,N , it

is considered as a true-positive lesion if it has overlap
with any of the M predictions {Y m

p }m=1,...,M , single
or multiple, that is greater than a pre-defined over-
lap threshold sGT , otherwise false-negative. Thus,

SGT =
∑M

m=1(Y m
p ∩ Y n

g )/Y n
g , with the superscripts

GT indicating the ground-truth-based definitions,
with which false-positive lesions is not defined. The
recall thus can be computed as

recallGT = TPGT /(TPGT + FNGT ), (19)

where TPGT and FNGT are the numbers of true-
positive and false-negative lesions using the ground-
truth-based definitions, respectively.

For individual predicted lesions Y m
p , a true-positive

lesion requires the overlap with ground-truth regions
Y n
g to be greater than sPred, otherwise false-positive.

Thus, SPred =
∑N

n=1(Y n
g ∩Y m

p )/Y m
p , with the super-

scripts Pred for the prediction-based definitions and
undefined FNPred. Therefore,

precisionPred = TPPred/(TPPred + FPPred). (20)

4.4. Comparison between Different Networks

We describe as follows a set of comparison experi-
ments to demonstrate that (a) the proposed Hyper-
Combiner networks are capable of cancer segmenta-
tion, compared with the baseline networks, by testing
several scenarios described as follows, and (b) hyper-
parameters can be conditioned accurately on the pro-
posed HyperCombiner networks, compared with the
individually trained Combiner networks.

4.4.1. Using all three image modalities

Baseline performance of cancer segmentation is es-
tablished using all image modalities available. The
quantified performance between the baseline network
(4.2.2), Combiner networks and HyperCombiner, are
compared when they are trained using all three avail-
able image modalities.

Four Combiner networks based on linear mixture
models for two zonal lesions, each being trained with
different decision values that represent (1) equally-
weighted hyperparameters and (2) PI-RADS-derived
condition vectors. Two Combiner networks based on
the nonlinear stacking models are trained with the
PI-RADS-derived condition vectors. Two further Hy-
perCombiner networks are trained and compared for
the linear mixture- and the nonlinear stacking mod-
els, while the same set of decisions can be instantiated
and tested during inference.
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4.4.2. Using individual image modalities

Combiner networks and HyperCombiner networks,
when only individual image modalities are available,
are compared with the prediction accuracy of the
Base network with a single image modality. Here,
the Combiner networks with single image modality
input are considered baseline performance. These ex-
periments provide a predictive reference performance
concerning each image modality.

4.4.3. Varying hyperparameter values

With two or more types of images available, the dif-
ference in performance was also tested between the
Combiner networks and HyperCombiner networks,
with varying hyperparameter values. Among possible
permutations, setting individual hyperparameters to
zero indicates predicting without using certain types
of images. As described in the above section, pre-
dicting using individual image modalities is a special
case when two of the hyperparameters are zero.

The permutation was possible during inference for
HyperCombiner, while the Combiner models need to
be trained separately for each set of hyperparameter
values. The following were compared between the
two networks: (1) PI-RADS-derived hyperparame-
ters, described in 3.4.1, (2) the sampled hyperparam-
eter values (including those being zeros), described
in 3.4.2, and (3) for the linear mixture model-based
networks, equal hyperparameters between all image
modalities.

4.5. Hyperparameter Analysis

This section describes experiments from the Hyper-
Combiner networks, taking advantage of efficient con-
ditioning for experimental purposes. Network perfor-
mance using the metrics described in 4.3 was used for
comparing different rules described below and, when
applicable, statistics and a possible explanation of
the hyperparameter values described in 3.4.3, are dis-
cussed.

4.5.1. Comparing different rules

Comparing different rules is equivalent to compar-
ing HyperCombiners inferred with different hyper-
parameter values, including PI-RADS derived rules,

random sampling rules, and specially assigned hy-
perparameter values, such as equal weighting for all
image modalities.

4.5.2. Rule discovery

The search for the optimum rule-defining hyperpa-
rameters was demonstrated with a grid search. The
sampling of these parameters is described in 3.4.2.
For the HyperCombiner with linear mixture models,
α was sampled between [0, 1] with equidistant inter-
vals of 0.1. For the HyperCombiner with a nonlin-
ear stacking model, β was first randomly sampled
before being sorted for each hyperparameter for the
grid search. Each possible combination of the hy-
perparameters ατ and βτ was then tested with the
evaluation metrics.

5. Results

5.1. PI- RADS-derived Decisions

Given a constant R that contains all possible de-
terministic condition vectors, as in Eq. (12), d(TZ)

and d(PZ) denote decisions for identifying lesions
found in transition and peripheral zones, respectively.
For comparison, d(WG) is also considered for lesions
found in the whole gland regardless of their zonal
location. The PI-RADS derived hyperparameter val-
ues are reported in Table 2, together with residu-
als and importance-representing statistics. Appendix
A.1 contains the details in obtaining these PI-RADS-
derived decisions and the fitted hyperparameters.

As indicated by Quantified Diagnosis Importance
in Table 2, TZ lesions are more indicative with the
T2W, although they require, like the PZ lesions, all
three types of T2W, DWIhb and ADC. This is consis-
tent with the verbal description of the PI-RADS rules
that determining positive lesions needs both T2W
and DWI modalities. An interesting discussion be-
tween the requirement of either or both ADC and
DWIhb can be facilitated with their necessity analy-
sis (3.4.3), presented in 5.3.1.

6β is listed in order of [β1, β2, β3, β0]⊤ in all tables for read-
ability, where the first three βs are “stacking parameters” in
Eq.(15) and β0 is bias term.
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Table 2: PI-RADS-derived decisions and the fitted hyperparameters, together with the corresponding residuals and importance-
representing statistics (Sec. 3.4.3). The hyperparameters correspond to the three types of images in the same order of T2W,

DWIhb and ADC, following the optional bias β̂0 in the nonlinear models6, for all the presented results. No.rule is the decimal
value of decision vector d.

Zones No.rule Decision d⊤ combining Hyperparameters α(β) Residuals Quantified diagnostic importance

WG 63 [0 0 1 1 1 1 1 1]
linear α̂(WG) = [0.45, 0.45, 0.10]⊤ 0.0781 Tα̂ = [2.2048, 2.2048, 0.4410]

nonlinear β̂(WG) = [18.17, 18.17,−0.20,−8.53]⊤ 1.35× 10−7 eβ̂=[7.78× 107, 7.78× 107, 9.80× 10−1, 1.97× 10−4]

TZ 31 [0 0 0 1 1 1 1 1]
linear α̂(TZ) = [0.60, 0.20, 0.20]⊤ 0.0625 Tα̂ = [2.3664, 0.7888, 0.7888]

nonlinear β̂(TZ) = [30.67, 14.84, 14.84,−22.36]⊤ 1.77× 10−7 eβ̂ = [2.09× 1013, 2.79× 106, 2.79× 106, 1.95× 10−10]

PZ 119 [0 1 1 1 0 1 1 1]
linear α̂(PZ) = [0.10, 0.45, 0.45]⊤ 0.0781 Tα̂ = [2.3094, 2.3094, 2.3094]

nonlinear β̂(PZ) = [−0.20, 18.17, 18.17,−8.53]⊤ 1.18× 10−6 eβ̂ = [9.80× 10−1, 7.78× 107, 7.78× 107, 1.97× 10−4]

5.2. Network Performance

The results in terms of network performance met-
rics, both voxel-level and lesion-level, are presented
in Table 3, with their comparisons summarised in this
section as follows.

5.2.1. The Base networks

The base networks segmented cancers from each
individual image modalities, with the DSC results
ranging between [0.10, 0.12] in TZ and ranging be-
tween [0.27, 0.32] in PZ and the DHD results that dif-
fered in their variances (i.e. St.D. range [9.2, 11.2] in
WG). DWIhb always gave the best results regardless
of the zones in which lesions were located. In terms
of the lesion-level metrics, DWIhb yielded the highest
sensitivity (Recall∗GT = 0.75) in PZ, while T2W had
the highest sensitivity (Recall∗GT = 0.56) among all
three modalities in TZ. T2W and DWI have compa-
rable positive predictive value Precision∗pred in both
TZ and PZ.

5.2.2. Multi-channel UNet baseline network

The UNet baseline network achieved a DSC of
0.31 ± 0.18 and a DHD of 17.43 ± 10.21 mm in the
WG, together with its lesions-level accuracy for le-
sions found in different zones also provided in Table 3.
The nnUNet baseline outperformed the UNet base-
line, achieving superior segmentation results. Specif-
ically, the DSC values for the nnUNet baseline were
0.42 ± 0.21, 0.19 ± 0.20 and 0.45 ± 0.21 in the WG,
TZ, and PZ, respectively. By integrating nnUNet and
applying predefined combining rules, we were able to
achieve more accurate segmentation results, whilst

showing consistent conclusions in sequence compari-
son and rule discovery applications regardless of what
segmentation model was used.

The Majority Voting approach was also tested to
combine modality-independent predictions, serving
as a non-parametric late-fusion method for reference.
Its results are summarised in Table 3, and interest-
ingly, it had a lower HD than the baseline UNet, al-
beit a lack of significance (p = 0.053), while main-
taining a comparable DSC.

These results serve as a benchmark for evaluat-
ing the performance of the widely used end-to-end
segmentation networks. The accuracy at both voxel-
level and lesion-level for lesions located in different
regions of the gland all surpassed that of the Base
networks. These findings provide evidence support-
ing the enhanced diagnostic value of mpMR images
compared to individual image modalities, particu-
larly when combined with machine learning assis-
tance.

5.2.3. The Combiner networks

Overall, the Combiner networks trained with PI-
RADS-derived hyperparameters achieved compara-
ble results to the baseline networks in terms of voxel-
and lesion-level evaluation results, as shown in Table
3. As nnUNet consistently outperformed UNet as
Base networks, this also led to an improved perfor-
mance as nnUNet-based Combiners, achieving DSC
ranging from 0.17 to 0.25 in TZ and 0.43 to 0.45 in
PZ. However, it is interesting to note that despite
the improved rule-modelling capability of Combin-
ers, there was a slight decline in overall predictive
performance observed in the linear mixture model
compared to baseline methods, both with UNet and
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Table 3: The table provides a summary of the network performance. The first four rows display the results of the Base
networks, followed by the majority voting results based on the Base networks. The next four rows (fifth to eighth) showcase
the performance of the baseline network and Combiner with PI-RADS rule, utilising UNet as the backbone. Similarly, the
subsequent four rows (ninth to twelfth) present the results using nnUNet as the backbone. The last four rows represent the

outcomes of the HyperCombiner networks. The symbols α̂ and β̂ denote the fixed PI-RADS-derived hyperparameters for the
linear and nonlinear models, respectively. On the other hand, the symbols α∗ and β∗ indicate the best rules obtained from the
hyperparameter search, which may vary for WG, TZ, and PZ. For further details, please refer to Table 4 and 5. “Backbone
with ×3” indicates that the Combiner trained with separate segmentation networks that do not share weights.

Methods backbone
WG TZ PZ

DSC DHD Rec.∗GT Prec.∗Pd DSC DHD Rec.∗GT Prec.∗Pd DSC DHD Rec.∗GT Prec.∗Pd

Base(T2W) UNet 0.26(0.18) 19.55(9.65) 0.69 0.49 0.09(0.13) 22.09(13.11) 0.38 0.24 0.33(0.19) 17.88(10.33) 0.73 0.65
Base(DWIhb) UNet 0.27(0.19) 17.40(11.17) 0.77 0.47 0.12(0.11) 24.35(13.80) 0.26 0.25 0.32(0.22) 17.18(10.77) 0.75 0.65
Base(ADC) UNet 0.21(0.15) 17.75(9.18) 0.57 0.51 0.10(0.14) 23.45(11.86) 0.30 0.24 0.27(0.19) 18.37(10.33) 0.54 0.56

MajorityVoting UNet 0.28(0.20) 16.52(8.60) 0.72 0.56 0.10(0.14) 18.31(8.48) 0.43 0.21 0.31(0.20) 16.77(9.57) 0.68 0.61
Baseline UNet 0.31(0.18) 17.43(10.21) 0.72 0.61 0.13(0.10) 21.77(12.28) 0.45 0.31 0.35(0.21) 16.72(10.72) 0.66 0.66

Combiner(α̂) UNet 0.29(0.17) 17.54(8.46) 0.68 0.66 0.12(0.11) 18.66(9.38) 0.47 0.33 0.33(0.20) 16.22(8.95) 0.73 0.69
Combiner(α̂) UNet×3 0.29(0.16) 17.43(9.44) 0.63 0.66 0.13(0.11) 18.72(10.01) 0.48 0.35 0.33(0.20) 16.19(8.76) 0.69 0.65

Combiner(β̂) UNet 0.30(0.18) 17.57(8.25) 0.78 0.66 0.13(0.13) 18.21(8.59) 0.64 0.35 0.33(0.20) 17.46(9.35) 0.74 0.65
Baseline nnUNet 0.42(0.21) 16.19(12.63) 0.73 0.67 0.19(0.20) 17.32(11.96) 0.48 0.53 0.45(0.21) 15.49(12.75) 0.71 0.66

Combiner(α̂) nnUNet 0.40(0.20) 17.63(12.34) 0.68 0.72 0.17(0.20) 17.92(12.75) 0.36 0.58 0.43(0.21) 16.29(12.56) 0.65 0.71
Combiner(α̂) nnUNet×3 0.40(0.20) 17.17(12.44) 0.72 0.66 0.18(0.21) 17.78(12.03) 0.42 0.55 0.43(0.21) 16.24(12.72) 0.69 0.67

Combiner(β̂)) nnUNet 0.42(0.21) 15.43(13.50) 0.76 0.63 0.25(0.23) 13.07(13.37) 0.51 0.51 0.45(0.22) 13.98(13.55) 0.71 0.65

HypComb(α̂) UNet 0.29(0.21) 17.71(9.62) 0.67 0.58 0.13(0.11) 19.52(7.55) 0.44 0.37 0.30(0.20) 17.16(9.26) 0.68 0.73

HypComb(β̂) UNet 0.31(0.20) 17.84(9.39) 0.79 0.46 0.11(0.18) 19.43(8.25) 0.55 0.26 0.33(0.19) 17.57(9.35) 0.67 0.64

HypComb(α⋆) UNet 0.33(0.22) 16.74(9.81) 0.47 0.51 0.16(0.08) 19.58(10.53) 0.48 0.22 0.36(0.24) 17.32(10.46) 0.66 0.50

HypComb(β⋆) UNet 0.33(0.20) 17.40(9.65) 0.81 0.50 0.16(0.15) 18.81(8.99) 0.58 0.28 0.37(0.21) 16.90(9.23) 0.75 0.60

nnUNet-based Combiners. From the same table, for
PZ lesions with UNet-based Combiner, the DSC de-
creased from 0.35 to 0.33 (p-value = 0.02) compared
to the baseline method. This indicates that the linear
rules derived from PI-RADS may not be the most op-
timal in this case. Additionally, we incorporated an-
other comparison Combiner, where the base networks
have no shared weights, indicated by “backbone with
×3” in Table 3. These experiments performed very
similarly to the shared weights network.

5.2.4. The HyperCombiner networks

The validity of the HyperCombiner networks is
bench-marked by the segmentation metrics based on
the Combiner networks for permuted hyperparame-
ter values and different lesion locations, as shown in
4. The randomly selected ten combinations of hy-
perparameters were used to demonstrate the DSC
values between the HyperCombiner and Combiner
networks at the same hyperparameter values. The
results showed that, in general, the single Hyper-
Combiner networks are capable of replacing differ-
ent Combiner networks trained with varying hyper-
parameter values.

To examine the correlation between the DSC of
individual lesions with sizes, we conducted a statisti-

cal analysis of “big” and “small” lesions regarding
a threshold diameter of 15 mm. There were 372
big lesions and 252 small lesions in the test dataset,
with corresponding lesion-level Dice scores of 0.26
and 0.10, respectively. This analysis revealed a statis-
tically significant difference (Mann–Whitney U test,
p-value of 1.49 × 10−17) between the two categories,
suggesting that the large standard deviation observed
in 4 may be associated with the variation in lesion
size.

5.3. Hyperparameter analysis and interpretation

5.3.1. Image type availability of linear mixture model

Table 4 shows how the availability of image modal-
ities affected the DSC of the linear mixture model
by setting the corresponding hyperparameters of un-
available types to zeros. DWIhb only and T2W only
achieved the best performance in TZ and PZ, re-
spectively. The Best results from PZ and TZ were
both yielded by T2W and DWIhb combinations, al-
beit with different hyperparameters, suggesting that
the combination of T2W and DWIhb may be ade-
quate without ADC.

It may be intuitive that the inferior lesion local-
isation ability from ADC may adversely affect the
overall performance with such hyperparameter-ised
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Figure 4: The first and second row of figures compared the DSC between Combiner and HyperCombiner based on UNet
backbone in terms of the linear mixture and nonlinear stacking models, respectively. Note that x coordinate was the No.Rule

of randomly selected combinations of hyperparameters.
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rules, while it may not be the case for an end-to-end
representation learning such as the baseline network.

5.3.2. Comparison of decision rules

Results of linear decision rules. 5 shows DSC accu-
racy of 55 linear rules using HyperCombiner in the
grid search on validation dataset. The greater DSC
values are found in the upper left-, upper left- and
lower right parts of the triangle for the WG, PZ and
TZ lesions, respectively. The observation implies that
lesions in PZ and TZ were more accurately localised
with more significant contributions from T2W and
DWIhb, respectively, compared to the lower left part
of the triangle that represents the alternatively higher
contribution from ADC. To a lesser degree, T2W was
found to be more important than DWIhb for PZ le-
sions and vice versa for TZ lesions. However, de-
creasing the weight on either DWIhb or T2W lowered
the DSC performance, generally consistent with the
image availability analysis in 5.3.1.

More specifically, the best rules for linear mix-
ture model were α = [0.5, 0.5, 0]⊤ in the PZ, and
α = [0.4, 0.6, 0]⊤ in the TZ. What is more, α =
[0.5, 0.5, 0]⊤ produced the best results in WG as well,
due to the size of the PZ being higher in the prostate
than the TZ.

Results of nonlinear decision rules. Based on the test
set, the top performing rules from the grid search are
in Table 5 and 6, ranked by the voxel-level and lesion-
level accuracy, respectively. Rule 47 achieved the best
DSC (0.37 ± 0.21) and DHD (16.90 ± 9.23 mm) for
PZ lesions. Rule 32 and 63 achieved the best DSC
(0.16 ± 0.15) and DHD (17.93 ± 8.54 mm) for TZ
lesions, respectively. Investigating the hyperparame-
ters sampled for the nonlinear decision rules (3.4.2),
which represent the odds-ratios for individual image
modalities, the following conclusions are thus drawn,
consistent with those from the linear models.

• The best lesion localisation results were achieved
without ADC in terms of voxel-level results.
This conclusion can be evident by Table 5 that
4, 5 and 4 out of the top five rules are fitted
with decisions whose hyperparameters for ADC

are negative values in WG, TZ and PZ, respec-
tively. ADC was the least indicative of lesion
localisation among the three image modalities.

• For PZ lesions, according to voxel-level results in
Table 5, all hyperparameters of the T2W modal-
ity are positive in the top five rules. Thus, a le-
sion was considered positive if it was found pos-
itive on T2W, regardless of findings from any
other images. The difference in voxel-level accu-
racy is arguably marginal.

• The TZ lesions were considered positive if found
positive on DWIhb, without considering any
other image modalities.

• In terms of lesion-level metrics, DWIhb and ADC
weighed more than T2W according to Table 6.
The top three rules for Recall∗GT are most likely
achieved with positive hyperparameters of DWI,
while the top three rules for Precision∗Pred had
positive hyperparameters for DWIhb and ADC
images.

5.3.3. Clinical case studies

6 shows two examples of test cases with seg-
mentation results from different methods. Rule 63
d = [0, 0, 1, 1, 1, 1, 1, 1]⊤ is comparable to the baseline
method, which emphasises T2W and ADC prediction
during the combining model, yielding a DSC of 0.41.
In contrast, Rule 15, which emphasises only T2W in
the combining model, has a much lower DSC than
Rule 63 (0.25 vs. 0.41). As we stated in the previ-
ous section, the T2W+DWIhb combination improves
the accuracy of lesion localisation. The third column
is predicted by the non-linear stacking model of the
Combiner model (denoted Combiner*), which has a
DSC comparable to Rule 63.

In terms of the linear mixture model, the combi-
nation T2W+DWIhb produces the best DSC of 0.45.
The variation of results with different linear combina-
tions is not as high as the non-linear stacking model.
The final column shows the results for the Base net-
works with single images, in which the DWI produces
the best DSC, but lower than the baseline approach.
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Table 4: The results of HyperCombiner based on UNet backbone with linear mixture model that was evaluated under various
fixed hyperparameters, and the three types of images are in the same order of (T2W, DWIhb, ADC) for all the presented results.
The last three rows showed the best rules that were ranked by grid searching on the validation set and tested on test set.

Hyperparameters - α
WG TZ PZ

DSC DHD Rec.GT Prec.pd DSC DHD Rec.GT Prec.pd DSC DHD Rec.GT Prec.pd

Single Image Type
[1,0,0] 0.30(0.21) 18.19(10.13) 0.55 0.37 0.12(0.12) 19.39(10.71) 0.34 0.10 0.34(0.23) 17.76(10.25) 0.67 0.48
[0,1,0] 0.28(0.19) 19.10(9.91) 0.62 0.33 0.15(0.10) 19.53(9.85) 0.52 0.18 0.33(0.22) 18.73(10.07) 0.73 0.45
[0,0,1] 0.23(0.18) 18.33(9.16) 0.35 0.29 0.10(0.13) 20.12(10.05) 0.25 0.13 0.27(0.20) 18.08(10.44) 0.50 0.41

Two Image Types
[0.5,0.5,0] 0.33(0.22) 16.74(9.81) 0.47 0.51 0.16(0.11) 19.20(10.43) 0.48 0.20 0.36(0.24) 17.32(10.46) 0.66 0.50
[0,0.5,0.5] 0.28(0.20) 17.14(9.51) 0.63 0.42 0.14(0.15) 19.22(10.04) 0.20 0.23 0.31(0.22) 17.00(10.39) 0.71 0.49
[0.5,0,0.5] 0.28(0.22) 17.20(10.00) 0.64 0.36 0.10(0.15) 22.36(12.78) 0.24 0.23 0.31(0.23) 17.62(11.01) 0.78 0.44

Equal Weights [13 , 13 , 13 ] 0.30(0.20) 17.28(8.67) 0.68 0.44 0.13(0.12) 17.55(7.74) 0.54 0.19 0.33(0.22) 16.84(9.67) 0.63 0.49
Best for WG [0.5,0.5,0.0] 0.33(0.22) 16.74(9.81) 0.47 0.51 / / / / / / / /
Best for TZ [0.4,0.6,0.0] / / / / 0.16(0.08) 19.58(10.53) 0.48 0.22 / / / /
Best for PZ [0.5,0.5,0.0] / / / / / / / / 0.36(0.24) 17.32(10.46) 0.66 0.50

Figure 5: Grid search results on validation dataset of linear mixture learning heat map with various combinations of hyperpa-
rameters (α1, α2, α3), where α1+α2+α3 = 1. Thus, we just show heat map of α1 and α2, and corresponding α3 = 1−α2−α1.

Table 5: Top five rules in terms of pixel-level evaluation metrics via grid search on the validation data of the non-linear stacking
model, and tested on the test data. The No.rule is decimal conversion of decision dT .

Zone No.rule decisions d⊤ hyperparameters β DSC DHD.

WG

47 0 0 1 0 1 1 1 1 31.51 15.34 -15.49 -7.74 0.33(0.20) 17.40(8.92)
63 0 0 1 1 1 1 1 1 18.17 18.17 -0.20 -8.53 0.31(0.20) 17.84(9.39)
76 0 1 0 0 1 1 0 0 15.38 -31.55 15.38 -7.49 0.31(0.19) 18.24(8.46)
43 0 0 1 0 1 0 1 1 17.53 17.53 -17.74 -8.58 0.31(0.21) 18.25(9.06)
8 0 0 0 0 1 0 0 0 16.35 -16.74 -16.74 -8.52 0.31(0.18) 17.88(9.32)

TZ

32 0 0 1 0 0 0 0 0 -16.74 16.35 -16.74 -8.52 0.16(0.15) 18.81(8.99)
48 0 0 1 1 0 0 0 0 -18.37 17.98 -0.21 -9.03 0.16(0.15) 18.58(8.67)
34 0 0 1 0 0 0 1 0 -0.21 17.98 -18.37 -9.03 0.15(0.14) 19.11(9.21)
63 0 0 1 1 1 1 1 1 18.17 18.17 -0.20 -8.53 0.15(0.16) 17.93(8.54)
43 0 0 1 0 1 0 1 1 17.53 17.53 -17.74 -8.58 0.15(0.14) 18.51(9.01)

PZ

47 0 0 1 0 1 1 1 1 31.51 15.34 -15.49 -7.74 0.37(0.21) 16.90(9.23)
63 0 0 1 1 1 1 1 1 18.17 18.17 -0.20 -8.53 0.35(0.23) 17.29(9.65)
76 0 1 0 0 1 1 0 0 15.38 -31.55 15.38 -7.49 0.35(0.20) 17.70(8.79)
8 0 0 0 0 1 0 0 0 16.35 -16.74 -16.74 -8.52 0.35(0.21) 17.44(9.37)
15 0 0 0 0 1 1 1 1 19.94 -0.36 -0.36 -9.42 0.35(0.22) 17.52(9.32)
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Table 6: Top three rules in terms of lesion-level evaluation metrics via grid search on the validation data of the non-linear
stacking model, and tested on the test data. The No.rule is decimal conversion of decisions d

Zone Ranked by No.rule decisions d⊤ hyperparameters β Rec.∗GT Prec.∗pd AUC

WG

Recall 43 0 0 1 0 1 0 1 1 17.53 17.53 -17.74 -8.58 0.82 0.55 0.67
34 0 0 1 0 0 0 1 0 -0.21 17.98 -18.37 -9.03 0.82 0.56 0.69
48 0 0 1 1 0 0 0 0 -18.37 17.98 -0.21 -9.03 0.81 0.56 0.68

Precision 117 0 1 1 1 0 1 0 1 -15.49 15.34 31.51 -7.74 0.74 0.64 0.69
19 0 0 0 1 0 0 1 1 14.23 29.15 14.23 -36.02 0.59 0.63 0.62
17 0 0 0 1 0 0 0 1 -0.35 17.05 17.05 -25.57 0.74 0.62 0.67

AUC 113 0 1 1 1 0 0 0 1 -17.74 17.53 17.53 -8.58 0.81 0.61 0.71
117 0 1 1 1 0 1 0 1 -15.49 15.34 31.51 -7.74 0.74 0.64 0.69
34 0 0 1 0 0 0 1 0 -0.21 17.98 -18.37 -9.03 0.82 0.56 0.69

TZ

Recall 47 0 0 1 0 1 1 1 1 31.51 15.34 -15.49 -7.74 0.62 0.28 0.41
48 0 0 1 1 0 0 0 0 -18.37 17.98 -0.21 -9.03 0.61 0.28 0.43
34 0 0 1 0 0 0 1 0 -0.21 17.98 -18.37 -9.03 0.59 0.29 0.44

Precision 19 0 0 0 1 0 0 1 1 14.23 29.15 14.23 -36.02 0.30 0.34 0.32
1 0 0 0 0 0 0 0 1 14.74 14.74 14.74 -37.27 0.34 0.32 0.34
49 0 0 1 1 0 0 0 1 -15.23 30.51 14.83 -22.59 0.40 0.32 0.37

AUC 34 0 0 1 0 0 0 1 0 -0.21 17.98 -18.37 -9.03 0.59 0.29 0.44
48 0 0 1 1 0 0 0 0 -18.37 17.98 -0.21 -9.03 0.61 0.28 0.43
63 0 0 1 1 1 1 1 1 18.17 18.17 -0.20 -8.53 0.56 0.28 0.43

PZ

Recall 34 0 0 1 0 0 0 1 0 -0.21 17.98 -18.37 -9.03 0.76 0.64 0.69
113 0 1 1 1 0 0 0 1 -17.74 17.53 17.53 -8.58 0.75 0.67 0.70
63 0 0 1 1 1 1 1 1 18.17 18.17 -0.20 -8.53 0.73 0.59 0.67

Precision 17 0 0 0 1 0 0 0 1 -0.35 17.05 17.05 -25.57 0.66 0.68 0.66
113 0 1 1 1 0 0 0 1 -17.74 17.53 17.53 -8.58 0.75 0.67 0.70
117 0 1 1 1 0 1 0 1 -15.49 15.34 31.51 -7.74 0.67 0.67 0.67

AUC 113 0 1 1 1 0 0 0 1 -17.74 17.53 17.53 -8.58 0.75 0.67 0.70
34 0 0 1 0 0 0 1 0 -0.21 17.98 -18.37 -9.03 0.76 0.64 0.69
43 0 0 1 0 1 0 1 1 17.53 17.53 -17.74 -8.58 0.70 0.62 0.68
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Figure 6: The results of nonlinear stacking, linear mixing, baseline models, and base networks are visualised from left to
right, respectively. The first block and the second block show DSC results of peripheral zone lesion and transition zone lesion,
respectively. The third block shows the lesion-level results (Precision∗Pred and Recall∗GT , respectively) in the brackets. The
red and green contours represent ground truth and prediction, respectively
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For TZ lesions from the 4th to 6th rows, the
non-linear stacking model with Rule 51 d =
[0, 0, 1, 1, 0, 0, 1, 1]⊤, emphasising DWI in the com-
bined model, achieved the best DSC of 0.26 among
all methods, much higher than the baseline method.
In addition, the linear mixed model of T2W+ADC
produced the worst segmentation mask compared to
the other two combinations. By comparing the linear
mixed model with the baseline network, we conclude
that multiple types of images indeed benefit the lo-
calisation of lesions.

6. Discussion

In clinical decision-making, it is common prac-
tice to combine multiple sources of information to
reach an informed consensus. An example of this is
seen in uro-radiology, localising prostate cancer from
multiple types of MR images. Many recently de-
veloped deep learning methods focus on exploiting
the representation ability of neural networks with-
out considering how different image modalities from
mpMR images are combined. This work investi-
gates approaches that model the combining process
effectively and efficiently without sacrificing predic-
tive ability. The proposed Combiner and Hyper-
Combiner networks bring explainable, quantitative
decision-making for multimodal inputs and enhance
the transparency and interpretability of how they are
combined.

The proposed approach allows the comparison be-
tween different image modalities, whose availability
is associated with real-world cost and feasibility. As
a result of this work, we have proposed decision
rules that may be advantageous for emerging machine
learning models, but these may also be considered
new potential protocols for further radiological prac-
tice. What is not included in this work is the ability
to incorporate, using the proposed method, known
prior knowledge that is related to the importance of
individual types, such as quantifiable quality of image
quality [67] and local expertise. For example, given
a local estimate of below-average image quality and
resonance time constraints, certain image modalities
may need to be weighed down to reach optimum tu-
mour localisation performance.

Future work may consider multiple classes of tu-
mours, such as those based on the five-point PI-
RADS scores. In addition to the intended ra-
diology application, the provided analysis on the
image modality availability may offer valuable in-
sights to urologists. It provides indications regard-
ing the modalities that hold the most value when
facing choices such as repeated biopsy, therapy op-
tions or surgery. This may also benefit from a
system that is learned using the histopathology la-
bels when they are available. However, develop-
ing better-than-radiologist machine-learning models
learned from histopathology labels remains an open
research question. Furthermore, future work can also
focus on exploring the utilisation of lesion size in con-
junction with other performance-impacting factors,
including image quality, lesion grading, irregularity,
heterogeneity, and lesion location, that can poten-
tially improve accuracy.

More generally, the proposed approach opens an
investigation between the so-called “black-box” ap-
proaches represented by deep learning and the classi-
cal decision rule modelling. In particular, biomedical
imaging applications have seen an abundance of mul-
timodal input tasks. In this context, the hybrid ma-
chine learning framework proposed can provide ben-
efits and improvements.

The results presented in this work need to be inter-
preted with their limitations. For example, although
this study used a relatively large data set from real
clinical patients, the imaging and label data come
from a single referral centre with significant experi-
ence in imaging and mpMR reading. Multi-centre
research may be required to generalise specific clini-
cal conclusions further. For example, the optimised
rules may be subject to local protocols; therefore,
further constraints or characteristics should be taken
into account. When these conditions are identified,
the proposed decision rule modelling approach should
also be applicable.

The proposed method also has the potential to
be applicable to other clinical applications, such as
patient-level classification and image quality assess-
ment. However, it is important to clarify that evalu-
ating its performance in this context may require dif-
ferent types of networks and patient cohorts, such as
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the screening population, rather than the focal ther-
apy patients used in this study.

7. Conclusion

PI-RADS rule has widely been used in lesion local-
isation by radiologists. Based on this rule, we pro-
posed Combiner networks that use pre-defined deci-
sion rules to combine the modality-specific class prob-
abilities using either linear mixture model or non-
linear stacking model. To further facilitate the ca-
pability of Combiner networks, we have developed
HyperCombiner networks, allowing for more efficient
hyperparameter analysis. The applications of the re-
sulting Combiner and HyperCombiner networks are
demonstrated using a sizeable clinical mpMR data
set. We presented extensive experimental results to
show a number of interesting comparisons between
different image modalities and a potential to devise
new and more effective rules to combine the modal-
ities under the specific clinical context of localising
prostate cancer.
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Appendix A. Supplementary Material

Appendix A.1. Derivation of decision rules based on
PI- RADS

PI-RADS is a guideline designed for standardis-
ing radiologist reports of detecting and grading clin-
ically significant prostate cancer on mpMR images.

It aims to streamline the use of three MR modalities
of T2W, DWI and DCE, with which DWI may be
examined with one or more image modalities such
as DWIhb and ADC maps. DCE is considered if
other clear practical benefits do not outweigh its di-
agnostic value. A key feature of PI-RADS is that it
has constantly been updated in response to emerg-
ing evidence. While it is out of the scope to discuss
the practical use of the current version of PI-RADS,
a binary classification version is derived from it for
the purpose of demonstrating the proposed machine
learning methodology.

To summarise, the current version of PI-RADS first
defines dominant modality, T2W and DWI, for le-
sions found in TZ and PZ, respectively, before mod-
ifying the final grading, on a scale of 1–5, based on
other image modalities. This is illustrated in the left
diagram in 1 (left). As an example, considering a
positive lesion with a score greater than or equal to 3
– negative otherwise – the binary classification used
in this study is illustrated in the right diagram in
1 (right). It is noteworthy that PI-RADS does not
explicitly distinguish DWIhb and ADC, since these
are both diffusion-based modalities. Therefore, there
has not been wide agreement when the presentation
of disease differs between the two image modalities.
For the purpose of quantifying between these two im-
age types, this study considers either DWIhb or ADC
being greater than or equal to 3 is equivalent to DWI
being greater than or equal to 3, while for transi-
tion zone lesions, it needs both DWIhb and ADC be-
ing greater than or equal to 3 in order to upgrade
a negative lesion to a positive one. Table A.7 sum-
marises the condition and decision of lesion in periph-
eral zone.

R =

 0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1

 ,d =



0
1
1
1
0
1
1
1


(A.1)
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where R = [r1, ..., rK ] and d = [d1, ..., dK ]⊤.

Given the constant condition vectors R
(Eq. (A.1)), the resulted decisions d(TZ), d(PZ)

and d(WG), are summarised in Table 2, for TZ, PZ
and WG lesions, respectively. The fitted hyperpa-
rameters, α̂ and β̂, can also be found in Table 2,
for a linear stacking model and a nonlinear stacking
model, respectively, using methods described in
3.4.1.

Appendix A.2. The acceptance–rejection algorithm
for non-linear stacking model hyper-
parameter sampling

Since unnecessarily extreme values of the defined
hyperparameters can lead to diverged optimisation
during training, we determine the range of hyperpa-
rameters β by solving the Eq. (15) in a least-square
sense with sampled all possible conditions and de-
cisions. An acceptance–rejection algorithm was fol-
lowed to indirectly sample hyperparameter values for
the nonlinear stacking models, as outlined in Algo-
rithm 1. In this application, these sampled values
were used as hyperparameters β for the training of
HyperCombiner networks with the nonlinear stack-
ing model. A set of N samples were pre-computed
for being randomly sampled in each training itera-
tion. During inference, the grid search was conducted
among all these hyperparameter values for rule dis-
covery.

7η is a small number that makes sure the l2 difference be-
tween d and d̂ is same, here, η = 0.5.

Table A.7: Example condition vectors and decisions for periph-
eral zone (PZ) lesions, τ=1,2 and 3 represent T2W, DWIhb and
ADC, respectively.
C p(C | τ = 1) p(C | τ = 2) p(C | τ = 3) p(C)

PZ negative negative negative NEGATIVE
PZ negative negative positive POSITIVE
PZ negative positive negative POSITIVE
PZ negative positive positive POSITIVE
PZ positive negative negative NEGATIVE
PZ positive negative positive POSITIVE
PZ positive positive negative POSITIVE
PZ positive positive positive POSITIVE

Algorithm 1: Rejection sampling for nonlin-
ear stacking model

Data: Required sample size N = 28

Result: Sampled hyperparameter set
{β1, ...,βN}

1 Initialise counter n = 1, a constant condition
vector set R

2 while n ≤ N do
3 STEP1: Convert n to an 8-bit binary

number as dn

4 STEP2: Compute for βn

5 for i=0, i + +, i ≤ 104 do

6 d̂n = σ([R⊤,1] · βn)

7 loss = −
∑

p(dk,n) · log p(d̂k,n)
8 βn ←− βn +∇l(βn)

9 end
10 STEP3:

11 if ∥dn − d̂n∥22 ≤
η2

8
7 then

12 n++
13 end

14 end
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