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ABal — FS: Towards Adjustable Bandwidth and
T'emperature via'requencyScaling in Scalable
Memory Systems

Abstract—In the context of the traditional memory design total rank-count width, and it scales as rank counts widttd (a
trade-off between memory width and frequency scaling (FS) MCs) are scaled. Furthermore, in these systems (ii) FS can
which is employed to improve bandwidth, we proposedBaTl — g gpplied at the rank level aiming to improve bandwidth.

F'S, a hardware scheduling mechanism that performs FS on ranks I P
in scalable memory systems aiming to control rank operating Moreover, the utilization of DDR ranks allows the utilizati

temperature and reduce power: by defining FS intensity as the Of FS at the rank level.

ratio between the amount of time FS is applied and the total In this context of scalable memory systems, aiming to
sele(I:ted dgf(f:hedltjled l((:y]i:IeABaT - ffl_S on davetra%e t;\S able ::O trade-off FS and its effects such as average rank tempera-
employ different rank frequencies. To understan e impa . .

on memory bandwidth and temperature, we propose a design Furg loperathn - defined as the average temperature Qf each
space exploration of ABaT — F'S with different FS intensities - individual chip that belongs to that rank - and energy-ger-b
FS applied to different percentages (0%, 25%, 50%, 75% and with bandwidth, we proposd BaT — F'S hardware scheduling
100%) of the cycle time interval. Our findings show that for the algorithm. ABaT — F'S is able to select a range of different
100% of FS intensity, bandwidth increases proportionally wile gk frequencies - which are set according to differentleve

rank temperature is increased of about + 23.7 degree Celsits, - .
and energy-per-bit magnitude is decreased in up to 67%. of FS |nter_15|ty.ABaT i FS Ievgrag_es the area of memory
systems with the following contributions:

I. INTRODUCTION Wi ; desi loration of different ES i
, , , + We perform a design space exploration of differen in-
The increase on the number of cores in the multicore era has o duringd BaT — FS cycle. ABaT — FS is able

been pushlng the pressure on the memory system, with notice to change FS parameter in order to improve bandwidth.
ably higher levels of contention and latency. Combined ts th :
core arowth. hiah demanding memory bandwidth applications ABaT — F'S control unit (CU) controls rank temperature
furthegr Iel,\v/er’a Iegthese Ievellsgof mem())/r re\g;ure pplicat increase via adjusting FS intensity, i.e., the amount oétim
9 . yp ’ FS is applied to the ranks. To the best of our knowledge,
Double data rate (DDR) traditional rank - set of memory . . L _
; : : it is the first time a FS mechanism is applied to scalable-
dynamic random-access memory (DRAM) chips which are ; .
; g . : memory systems which employ DDR memories.
simultaneously enabled by a common chip selection signal . . )
4 . : ) e ABaT — F'S scheduling uses bandwidth - which can be
[24][25] - design towards bandwidth improvement is based . .
: : o A . observed as a function of rank frequency - in order to
on the following pair of parameters: (i) rank width and (ii) : )
control rank temperature increase when performing FS.

FlOCk frequency - or simply frequency.. (i) Rank \{wdth.facto_r « Based on real rank temperatures [ABaT—F'S employs
is determined by its total number of bits. Assuming 1:1 ratio ) i
an approach to estimate the behavior of rank temperature

between the number memory controllers (MCs, which traaslat : )
. as a function of the frequency.BaT — F'S can determine
cache requests into rank commands and data requests and o . :
the temperature by indirectly controlling rank bandwidth

responses) and ranks and by scaling memory W'dth via scaling and it can also provide different rank bandwidths based
the number of MCs and ranks, memory width is scaled, thus ; ; g
on FS intensity. To the best of our knowledge, it is the

_allowmg a larger parallelism or bandwidth. Despite th'?‘Fst . first time bandwidth and temperature are used as part of
increase in memory parallelism through MC scalability is .
an FS mechanism on scalable memory systems.

restricted by 1/0-pin counts, area, density, and costs. . We perform a design space exploration to invest-

In traditional DDR-systems, due to these I/O pin restritsio gate memory frequency versus temperature trade-offs in
(i) rank clock frequency - simply rank frequency - has been ABaT — FS by performing an architectural exploration

more |nten5|vel_y used than rank Wldth. as a _mgchanlsm to of different time FS intensities. It is the first time that an
improve bandwidth. The results reported in [16] indicaterakr . .
architectural exploration of frequency versus tempegatur

frequency scaling (FS) factor of about 8x along the design of . .
: . ; - is performed in scalable-memory systems that employ
DDR-family generations. Nonetheless, FS scaling sigmifiga DDR-memories

affects power/energy and temperature [7].

We see an opportunity to address 1/0-pin count restrictionsin particular, considering optical and radio-frequency)R
and combine it to FS in order to improve bandwidth anchemory solutions which employ DDR ranks as representative
reduce power in scalable memory systems which employ DDBF scalable memory systems, without any loss in generality,
like memories [3][19][20][30]. For example, high scalableve select the category of RF scalable memory systems ver-
optical- [3] and radio-frequency-based [20] (RF-basedgrin sus optical-ones as representative of scalable systewen gi
faces present low pin counts, which allows (i) large memof29] their better integration with complementary metalete<
widths via large MC-scalability, thus allowing bandwidth-e semiconductor (CMOS) and lower temperature sensitivihe T
hancement: in this study, memory width is represented by theploration of ABaT — F'S is performed at the level of



RFpn into RF waves. These systems present a proper low error-bit-
processor package memory rank or package rate (BER) over RF interconnection with structures to avoid
D , : crosstalk. To connect RFMCs to the ranks proper RFpins are
‘CUW ‘Ll‘n%hr‘ L ‘mshr‘ RFMC‘ core e , | || DRAMrakctp utilized, which with RF-interconnection and RFMCs allow
Q@(\g\"’ . to achieve larger data rates with higher bandwidth-perasin
m T / &0 reported in [20]. As a result, RFpins allow RFMC scalabjlity
Q@ XX which enables to scale the memory width parameter.
. Moreover, as a consequence of using scalable pins, in these
scalable memory systems, bandwidth achieved by scaling MCs
is significantly higher than a typical 2-MC or 4-MC system
respectively employed in typical personal computers’ oycr
processors [19][20][30]. For example, in RFiof [20] bandthi
achieved with 32 RFMCs is up to 7.2x higher than a 5-
MC DDR-based system assumed as a baseline in a 32-core
processor configuration.
Another important advantage of these scalable systems is
RUTY maeC gr in terms of power. For example, in DIMM Tree [30], rank
p power consumption of the RF-interface elements (TX/RX and
DRAM rank RF-memory channel) corresponds to 3-4% of a traditional

microstrip and trench

B microstrip and trench

other than 10 pad connected to MCs
solder ball

top surface mettalurgy
m power and ground plangs

u RF-interconnection

DIOCessor package
icrostrpftrench

DDR3 (double data rate type three synchronous DRAM) rank,

. ‘ therefore, of the same order of magnitude of a traditional

lsubstratepacdkagetrae X memory system. Furthermore, given the larger bandwidths

T comeced 01CS | L2 achieved, since there are a larger number of memory channels
O RFpin replacing MCs with RFMCs is architecturally interesting in

RF-hoard terms of energy-per-bit interconnection magnitudes asrted

in [20].

Fig. 1: RF-based scalable memory systems: memory path an@esides bandwidth and energy-per-bit advantages, RFMCs
reduced floorplan, modified from [20]; interconn.: internen- have significantly reduced areas when compared to tradition
tion MCs [19], and are therefore similarly regarded as architatt

_— . . . ) ) replacements of MCs.
designing, modeling, simulation, and evaluation with salve P

bandwidth-bound benchmarks. Due to a larger variety 6¢ Temperature and FS Trade-offs

voltage magnitudes available at the rank level, RF-based MC Rank temperature parameter is subject to rank operating

(RFMCs) and memory channels, as well as power/temperatéeguency. For example, Micron report [7] indicates thatkra

effects on the refresh mechanism, we leave a complete ewamperature increases as memory clock frequencies aescal

uation of dynamic voltage/frequency scaling (DVFS) and ré&o illustrate these effects, we repeat the results obtained

freshing as a future effort. in Micron reports [7] in Figure 2, where we can observe
This paper is organized as follows: Section Il presentkat temperature increases of about 11 degree Celsius for a

the background and motivations ofBaT — F'S. and the frequency augment of 333 MHz.

trade-off between frequency and width, the likely effects o According to Micron [7], in order to avoid permanent

performance, power, and temperature. Section Il dessribdamages at the rank banks, it is recommended to utilize

ABaT — F'S strategies. Section IV presents the experimerntsmperatures lower than the maximum rank temperatures -

and results, while Section V performs a sensitivity analydi range from 85 to 95 degree Celsius.

the bandwidth/temperature aspects, and Section VI théetkla In the case of frequency increase, it is fundamental to de-

work. Section VII concludes it. termine the percentage of frequency increase and the dorati
of the interval along which the augment of the frequency is
Il. BACKGROUND AND MOTIVATION applied in order to guarantee its appropriate regular diggra

. . . . In this context, we are assuming that rank frequency inereas
We start this section having an overview of scalable MeMOIY o not cause any type of circuit damage such as current

syitems, w?e:jetwe also shgw Fhe bandW|dtrt1 3”8 p_?wseéaT icroprocessors, where most of the cores are kept at lower
vations applied to memory design, represented by 1S aRock frequencies and one or more cores’ clock frequency is

Wfifdtht anfd ralr<1lf< frequency. In_tthg ?eqlltjence,tyve tdescribe Sosted [2][11] aiming to enhance performance of sequientia
effects of rank frequency over its default operating terapee. applications and/or to reduce power.

To have a general overview of RF-based scalable systemSyse turn to the discussion A BaT — FS.
we exemplify in Figure 1 the typical structures utilized in
DIMM Tree [30] (rank or DIMM - dual inline memory I1l. ABAT-FS
module ) and RFiof [20]. The memory interfaces present ABaT — F'S is a hardware scheduling technique which
RF-transmitter/receiver (TX/RX) elements placed at thesMGpplies FS to each rank in order to improve bandwidth. In
- to form a RFMC, i.e., a MC coupled with RF TX/RX, ABaT — F'S, FS is applied at the scheduled time intervals.
and at the ranks in order to respectively perform modulationDuring the scheduled interval, ranks’ operation tempeeatu
and demodulation of digital cache requests/memory regsongises to higher levels than regular standard ones. To azold



exposition at higher temperatures for longer times, whieh aof percentage of the total scheduled cycle time. In the Clethe
likely to damage its proper operation, all ranks are keptaunds a dedicated register which contains FS intensity magdaitu
higher frequency settings for a percentage of the timevater (FS intensity register). Different settings of this parameter
and after this has elapsed, FS is disabled and the operatiegult different average clock frequencies as explainethén
rank frequency returns to its default standard magnitude. sequence. IMBaT — F'S:

In ABaT — FS, there is a controller unit (CU) responsible « the minimum FS intensity - which i8% - corresponds to
for managing the operations of time scheduling, activdtien not applying FS.
activation of FS, and indirect temperature control. Eaaheti  + the maximum FS intensity - which i€0% - corresponds
CU unit performs a scheduling round, all the ranks available to apply maximum FS level (i.e., an increase of 100%
are submitted to the higher frequency, while during the de- clock frequency). In order to evaluate its bandwidth and
scheduled intervals ranks start to return to their defapéiro energy-per-bit benefits, We assume that this maximum in-
ating frequency, in order to get cooler and avoid tempeeatur  crease does not cause a temperature increase that damages
stressing as further described. any of the rank device elements.

. By regulating FS intensity, larger bandwidths and opegatin
A. Scheduling temperatures can be achieved. We further detail how FS

Before describing the scheduling mechanismA®aT — intensity and its effects on bandwidth and temperature é th

FS, we define theABaT — F'S total schedule cycle time. following subsections.
Assuming the most general memory access method performetlve now address how FS intensity is utilizedABaT — F S
as interleaving each cache lines along the respective rabk,defining:
we define theABaT — F'S total schedule time as the time , The interval along which FS is applied is definedi&sat.
to perform memory accesses corresponding to 20x the total We generically define higher frequencies aloHgnt as
number of ranks. H fregq.

Therefore, the total scheduled cycle time is measured in, The de-scheduled interval, where ranks are set with the
number of memory accesses. For example, considering thle tot  same default baseline operating frequency, defined as
number of ranks as 32 - such as in current scalable memory D freq. An interval with these features is defined@ant.
systems [20], the total scheduled cycle time corresponds to, Hint+ Dint performs the total scheduled time, which as
640 memory accesses. The scheduled magnitude (640 memory previously defined corresponds to 20x the total number of
accesses) is selected to guarantee that enough memorge&ces ranks.
are performed in order to have FS impacting bandwidth andtne concept of FS intensity is simply defined as:
temperature.

In the scheduling mechanism, the key parameter is
ABaT — FS FS intensity. FS intensity is defined as the ratio The larger the FS intensity, the largBtint comparatively to
between the amount of time while FS is kept active in respebtint. The smallerHint, the smaller FS intensity, the smaller
to the total scheduled cycle time. We express this ratiorim$e the bandwidth. We further mathematically describe how FS

intensity affects bandwidth.
After Hint time, rank temperature is likely to be higher,
Frequency versus DRAM temperature which we define ag’h. Along the interval which ranks are
operating at their default baseline frequenbyfreq, their
temperature is defined &&d. Based on these definitions, we
can establish the following straightforward formulations

FSintensity = Hint / (Hint + Dint) 1)

—
=
=

Hfreq > Dfreq (2)
Th>1Td 3)
We discuss about these parameters and their implications in
the following sections.

B. Bandwidth and FS

To understand the approach adopteddBaT — F'S, we
assume that all ranks have the same operating frequency and
define the dependency between bandwidth and rank frequency
- in scalable memory systems as:

—
S
=

o
=3

=
3

=
=

~
=

bandwidth = totalrankwidth x rank frequency 4)

1056 % 1556 Giving we have multiple ranks, total rank width is obtained
DDR3 DDR3 DDR3 via the product of each individual rank width - defined as rank
width, and assumed identical rank width over all ranks - with

Type and rank clock frequency (MHz) rank frequency:
Fig. 2: temperature versus frequency: temperature for

1066MHz and 1333MHz are repeated from [7], while the orfgndwidth = number of ranks«rank_width+rank f ’”eq“e”(cs%
for 1666MHz is extrapolated.

o

Max DRAM temperature (degree Celsius)



Therefore, as we increase rank frequency, bandwidth isesea

proportionally.
In the sequence, we calculate equation 5 fbfreq and
D freq frequencies:

bandwidthH = number of ranks x rank_width * H freq (6)

bandwidthD = number of ranks * rank_width x D freq (7)

Since bandwidthH is achieved when CU applieH freq,
i.e., during Hint andbandwidthD is achieved when CU ap-

plies the baselin® freq - during Dint, the average geometric
mean bandwidth during the entire interval, which we define as

bandwidthA is:

bandwidthA = (bandwidthH * Hint + bandwidthD = Dint)/

D freq is set when this counter is larger or equal than
the FSintensity register.

while (there are memory addresses to be interleaved) do
if (memory_access_counter <= FS_intensity_register)
then

| set rank frequency(Hfreq);

end

else

| set rank frequency(Dfreq);

end

memory accesscounter++;

if (memory_access_counter > total scheduled time)
then

| memory accesscounter = 1;

end

(Hint + Dint) end

(8)
which we can re-write as:
bandwidthA = (number of ranks  rank_width *
(H freq = Hint + D freq = Dint))/ (9)

(Hint + Dint)
or

bandwidthA = (number of ranks x rank_width
(H freqx Hint/(Hint + Dint) + (10)
Dfreq* Dint /(Hint + Dint)))

Combining the definition of FS (equation 1Jint
Dint + Hint — Hint, and the latter equation, we have:

bandwidthA = (number of ranks x rank_width (11)
(Hfreqx FS + Dfreq(1 — FS))),

which represents the core ofBaT — F'S mechanism to

improve bandwidth. Therefore, the larger the FS intendity,

larger the bandwidth. The smaller FS intensity, the smalier
bandwidth.

C. ABaT — F'S Scheduling Algorithm

In Algorithm 1, ABaT — F'S scheduling algorithm is de-
scribed in a pseudo-languagéBaT — F'S algorithm can be
summarized as follows:

1) To control FS intensity and its effects on bandwidth

and temperature, CU utilizes F@tensity register. This
register indicates the number of memory accesses

the Hint interval, i.e., while ranks are subject to

higher frequencyH freq. While along Dint interval,

ABaT — FS configures ranks with the default frequency

D freq).

2) CU unit estimates rank temperature limits by usin
equation 14, which we further discuss.

3) For each address access, as previously assumed acc
on an interleaving fashion, at the CU there is a memopy .
access counter which is incremented and reset after Wg
total scheduled time is reached.

4)

counter is smaller than the Fftensity register, while

4

Algorithm 1: ABaT-FS bandwidth algorithm; mem-
ory_accesscounter initialized with 1.

D. Temperature control in ABaT-FS

The core ofABaT — F'S mechanism is based on the trade-
off betweenH freq, Dfreq, and the FS intensity. In order to
approach temperature control it is fundamental to undedsta
the temperature boundaries which can restrict rank operati
and bandwidth. According to this strategy, we start thissegb
tion by investigating the typical temperature DRAM devices
are designed to operate and the impact of operating at tem-
peratures larger than supported. In the sequence, witkseth
restrictions we propose the strategyBaT — F'S performs
temperature control.

According to Micron thermal report [7], typical DRAM
device temperature operations are in the range +0 to +95
degree Celsius. Furthermore, according to the same manual,
these temperature boundaries should be followed in order to
guarantee proper functionality of the ranks devices.

Considering rank maximum temperatures and band-
width/power trade-offs previously discussed, we can gener
cally define theDtemp as the temperature ranks achieve when
subject toD freq, which we can generically express as:

Dtemp = f(D freq) (12)
Similarly, we defineHtemp for the H freq case:
Htemp = f(H freq) (13)

Since Htemp and Dtemp are functions of the frequency
(%freq and D freq respectively), andd BaT — F'S is respon-
sible for rank frequencydBaT — F'S indirectly controls the
rank temperature.

To estimateABaT — F'S temperature control, we utilize
DDR3 ranks and Micron thermal reports [7]. By performing
g significant research in these thermal reports we develop a

é(%%l nomial empirical interpolation of temperature as action

k frequency - such as illustrated in Figure 2. As a tesul
emperature can be expressed as a function of the rank
guency (freq) as follows:

For all ranksH freq is set when the memory accesSemperature = —5.21848%10°% + £240.0456803  f+ 40.1809 ,

(14)



tool description

For instance, according to this equation, for ranks cor

: . N Cacti [5] cache latencies configured with
figured with H freq of 1333 MHz, temperature achieve DRAMSsim [6] Capture memory transactions from DRAMsim
Dtemp = 91.8 degree Celsius as observed in Figure 14. The and simulate them with 4 to 32 RFMCs,
proposed formulation is applicable to the specific DDR3 gank R:;pé”:('j' as o MCs to emulate ;?fhsarf;"r:gry
utilized in [7] experimentation. However, it can be extetide transaction. Determine power spent in each

rank. Determine the number of memory accessgs.
M5 [27] configured as 32-core, OOO processor
generates memory transactions, which

a large variety of DDR2 (double data rate type two synchreno
DRAM), DDR3, and DDR4 (double data rate fourth generatio

p =

=)

DRAM) families when a larger range of DDR rank features are are passed to DRAMsim [6].
considered. _configured as 32.—core, 00O processor
Given that this formulation respects the typical upper libun| MSHR counts from [15] 2%3;?;3&;&?'233 iﬁi.g?ﬁ S(F:Ssissi’:f
aries _of temperature operation (+95 degree Celsius [7]), FS RE-Crossbar implemented in M5 [27]
magnitudes indirectly should also follow it. We further exe with RF settings from [17][23]
plify how in ABaT — F'S FS intensities follow temperature RF‘COZ‘TU“'Ca"O“ RF-Z"CU"I(Y m{‘i;‘ﬁ'g?
. . . . elays and scaling
behaviors represented by equation 14 in Section IV. (TXIRX) power RE-modeling predictions [30]
Temperature Determination Utilize bandwidth obtained when
E. Rank Power and Frequency performing bandwidth versus FS intensity
To understand frequency effects on the rank power behaviar, behavior and equation 14
we use the formulation developed by Micron [26], which de- TABLE |: methodology: tools and description

rives the power by de-rating - decrease the rank frequeney ra

- the power spent at the default frequeri@yreq to determine

the power on a generic frequency Dfrequtk_pw(freq)):  cooling failure, it can be used to decrease rank frequerscy, a
rank_pw(freq) = rank_pw(Dfreq) = freq/Dfreq (15) consequence, its temperature. An example would be combine

with rank_pw(freq) meaning the rank power configured atABaT — F'S with OS scheduling, so that failures or rank device

a frequency freq. From this equation, assumjngq set with damages due to high rank temperatures could be avoided.

H freq, rank_power(freq) also increases. Now that we have Given that the previously mentioned parameters also depend

determined the effects on power, we can determine the sffeed the application behavior and/or OS, we leave a deep
on the energy-per-bit levels. investigation of these aspects as a future research.

F. Rank Energy-Per-Bit H. Implementation and Overhead of ABaT-FS _

We assume that the CU is implemented as a hardware unit

gether with the decoder unit of the pipeline stage.

To implementABaT — F'S, several hardware elements are

required:

1) a counter to measure the total cycle time in terms of
memory accesses.

2) FS.intensity register to adjusHint interval.

3) A small-magnitude memory to store the temperatures

G. Combining Temperature, Power, and Bandwidth and frequencies in order to implement equation 14, i.e.,
perform the upper temperature limit detection.

We briefly describe the overhead of this unit in Section V.

The straightforward relationship we can stablish among
energy, power, and bandwidth can be expressed as:

energy — per — bit = rank_pw / rank_bandwidth (16)
where we observe thatemory energy — per — bit depends
on the behavior of theotal power spent and on the band-
width demanded by the application which, given this specific
behavior, we approach in Section IV.

(i) Application bandwidth demands, (ii) power/energy sav-
ings, and (iii) rank temperature stress are some of the param
ters which can trigged BaT" — F'S scheduling. For example, IV. EXPERIMENTAL SECTION
equation 11 can be used individually - such as in the predente In this section, we perform a series of experiments to eval-
ABaT—F S mechanism - or combined to the application needs ! o :
or OS. uate ABaT - FS _mechanlsm in terms of bandW|dth/I_at_ency

In case (i), applications which have a bandwidth—bour‘\l/c?drsus FS intensity, temperature, and energy-per-bit magn
phase such as the parallel initialization of larger ma:l;r,iceu es.
or even bandwidth-bound applications such as NPB [1], can Methodology
benefit from the increase on bandwidth. In this case, with theBefore describing the methodology adopted, we describe
correct settings provided by the applicatiohBaT — F'S can the baseline. We define our baseline with 32 cores and 32
be tunned to increase bandwidth performance (Equation 1B)Cs in order to have scalable MC counts and to maintain the
if correctly tunned/matched to phases along the executionratio core:MC the same (32:32). In addition, in this baselin
the application. configuration we set the rank frequency to represent the FS

Case (ii) should be combined to case (i) in order to hawetensity of 0%, which correspond to the lower rank frequenc
the application itself optimizing its bandwidth (perfornte) of 666 MHz. We further justify, describe, and discuss about
and power. By speeding it up via rank bandwidth increasank frequency settings.
or by reducing memory bandwidth via reducing frequency To have a global picture of the methodology employed
increase in application sections - such as cache-bounaégpham this study, we have listed all the simulators employed
power/energy could be approached. and the description of their purpose in Table |. The general

In case (iii), equation 13 can be used to control uppenethodology employed to obtain bandwidth is adopted from
rank temperatures and, in case of inefficient, deficient, f8]: by using bandwidth-bound benchmarks to stress the



. . Core 4.0 GHz, OOO-Core, 4-wide issue,
memory system, we combine M5 [27] and DRAMSlm [6] turmament branch predictor
simulators as follows. A 32-core processor model is created technology 22 nm
in M5 [27], and as memory transactions are generated in M5 L1 cache 32kB dcache + 32 kB icache; associativity =2
upon benchmark execution, these are captured in DRAMsIm MSHR = 8, latency = 0.25 ns

. . . . . L2 cache 1MB/per core ; associativity = 8

[6] which is properly configured with core:MC ratio of 32:32 MSHR = 16; latency = 2.0 ns
(previously explained). In the sequence DRAMsim responds RF-crossbar latency = 1 cycle, 64GB/s
to M5 with the result of each transaction. In this environtnen Ua‘smﬁeue ! t‘:’fﬁzef;’;"ec?_ wﬁgogfésio;:é'rgg;h'p
we confirm the appropriate calibration of the bandwidth o on Memory rank DDR3 666MT/s to 1333M 175 via FS
rank: about 2.0 GBytes/s as indicated in the manuals [25]. 1 rank/MC, 1GB, 8 banks,

We employ a 4.0GHz (Alpha ISA) and 4-wide out-of- 16384 rows, 1024 columns, 64 bits,

: Micron MT41K128M8 [25]
order (OOO) core (as current microprocessors) to guaran- ras=26.7cycles, tcas=trcd=8cycles
tee significant memory pressure, while having RFMCs at RF interconnection length of 2.5 cm, 0.185ns
2.0GHz. We used Cacti [5] to obtain cache latencies and size, delay 2.5 cm, 0.185ns
adopted miss_-status handling register (MSHR) counts aityil TABLE Il: modeled architecture parameters
to current microprocessors [15]. Processors are connexted
a clustered architecture, and we utilize scalable L2-MSHR
structures (based on [13]), while the 1 MB/core L2 cachds Benchmark Input Size read : write | MPKI
are interconnected via an RF-crossbar with 1-cycle latengy ?C?PZ’ é‘_’r‘:?::%e 8-5M20_Ub'eS_Pef 2.54:1 54.3
. . . . B=3Y ra core, 2 interations
(adopting same timing settings of [17][23]: 200ps of 'I:X R> DChase 30 IMBlthread, el 67
delays, plus the rest of the cycle to transfer 64 Bytes usigly h 3 iterations, random
speed and modulation). The RF-crossbar upper bandwidth wassalar Pentadiagonal:SP (NPg) Class A, 2 iterations |~ 1.9:1 1.1
; : ; . Pentadiagonal (NPB) 2 iterations
1C

(@ deS|gned_ so that w.hen ranks are scaled it does not restti MGG (NPB) STass A3 fteratons T 59
total bandwidth; and (ii) to resemble real delays [17]. (NPB) 3 iterations

As each RFMC is connected to a different DDR rank,
cache lines interleaved along the RFMCs are interleavathalo
different ranks. Finally, we employ closed page mode (3erve
environment) in all experiments. To finalize, all architeed read-to-write rate, and L2 MPKI obtained in the experiments
parameters are summarized in Table II. In all benchmarks, parallel regions of interest are exeatutsil

We turn to the methodology employed to obtain powerompletion, and input sizes guarantee that all memory space
and energy-per-bit parameters. To obtain total power, weed is stressed. The adopted input sizes are selected based
consider the DRAMsim power models, which follow Micronon simulation times and stressing memory capability. Agera
formulation [25]: total power includes the power spent on atesults are calculated based on harmonic average.

ranks and interconnection. To determine the total enespybjt We perform the evaluation ofiBaT — F'S for different
spent, we employ the power magnitudes obtained in DRAMSiY jtensities to understand the effects on bandwidth and

power ir_1frastructure and ‘_NhiCh are also based on Miqrqgmperature. The experimented FS intensities cover thgeran
formulations [25] and combine them to the memory bandwiddy, " 5504 5006 75% and 100%.

extracted from the benchmark - if it is designed to measure ) ) _
bandwidth, otherwise from the number of memory transastion AS previously mentioned, we have selected low magnitude
(DRAMsim) and execution time. We compare these energ§f€guency DDR3-ranks (666 MHz/Mtransactlons/s/ or MT/s
per-bit results to the ones predicted by the equation 16. ased on the DDR3 model Micron MT41K128M8 of 1GB
To model delays involved in the RF communication, we haJg5], @nd described in Table 1) according to the methodglog
considered RF-circuitry modeling and scaling proposed S¢veloped in [19][20], due to two different reasons: (i) max
Frank Chang et al. [17][22]. In these models, modulation af@um crossbar bandwidth of 64GB/s, which limits the total
line separation are taken into account targeting to keepva Igata rate; (i) since the rank scalability is much higher iR
bit error rate (BER). Finally, these models are validatethwjSc@lable memory systems [20][30], the utilization of a lowe
prototypes for different transmission lines [9][22], wénibllow ~data-rate rank - when compared to the employed in typical
the International Technology Roadmap for SemiconductdriCroprocessors - is advisable in order to save power and
(ITRS) [12]. while bandwidth improving is obtained by scgllng MCs/ranks
Similar to the methodology employed in [15] which wad herefore, we adopted freq = 666M Hz, while H freq =
designed to stress the memory system, we have selectdgd3M Hz. We assume that _th|s r_ank is able to work properly
bandwidth-bound benchmarks with a significant number $f1€n FS of 100% is applied, i.eflfreq = 1333MH>
misses per kiloinstructions (MPKI): (i) STREAM [21] suite,for the scheduled time. Therefore FS intensity range covers
which we decompose in its four sub-benchmarks (Copy, Ad#,/7¢d — Dfreq = 666M Hz.
Scale, and Triad); (i) pChase [28] with pointer chase seqas  In order to determine rank temperatures, we first determine
randomly accessed in order to estimate bandwidth and katetise behavior of bandwidth versus FS intensity. Assuming tha
with a random behavior; (i) SP and MG from NPB [1]STREAM benchmarks have a read-to-write ratio behavior sim-
as representative of scientific bandwidth-bound appbeeti ilar to the benchmark utilized in Micron thermal experinmgent
STREAM and pChase are designed to evaluate bandwidir], we utilize the bandwidth magnitudes obtained in these
while the latter is also designed to evaluate latency. benchmarks as inputs for equation 14 in order to obtain rank
Table Il lists the benchmarks experimented, input sizemperatures.

TABLE [Il:  benchmarks and input sizes
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B. Bandwidth versus FS intensity as x-axis inputs in Figure 4. As a result we obtain the corre-

spondent temperature range (Y axis), in the X-Y-degresiCz|
range. Therefore, 100% FS intensity range corresponds to an
increase of 23.7 degree Celsius. As previously explairese
: . .. temperatures are within predicted rank temperature rajfges
width results of the different benchmarks are plotted inuFeg The temperature observed in Figure 4 shows that temperature

3. In this figure, we can observe the coreABaT — F'S al- . . . . -
increases proportionally, via the increase of FS rank Biters.

gorifthm, represented bY equation .11’ "’."0”9 each benchr@ark.l.he maximum temperature achieved is about above +80.7
we increase FS intensity, bandwidth increases prOpOIltwnadegree Celsius for a maximum of 100% of FS intensity range

Similarly, the smaller FS intensity, the smaller the bardttui (666MHz to 1333MHz). In this case the temperature achieved

The expgcted bandywdth b.ehawors shown are accordlwgen having FS 100% is not a restriction to the operation of
to the predicted equation 11 in regards to bandwidth VersllS, ks ie. the memory system

FS scaling. However we have also noticed a not expecte owever, if the obtained temperature constitutes a restric

bandwidth behavior for pChase, Copy and MG: for the large, 6(51 it is advisable to employ lower FS intensities to gudea

FS e'nt?;]c?;g’ tr?:r?d;v 'dtg hgze'r}crer?sggt. ma?:]e ttzaen Sf:tpsi.ccfas proper operation. For example, according to this figure,
€., X. By ply Investigating ISUGP rank temperature is restricted to +79 degree Celsius, a

of our simulation environment, we have concluded that th] aximum FS intensity of 75% could be employed. In this

beha".'of happens due to small benchmark m_put SIZ€s, g'vceapse, CU should set FS intensity to 75%. Using this strategy
that similar rank frequency ranges and larger input sizeg h

not produced these behaviors in other reports [19][20]. 0 ABaT = IS, temperature is limited by bandwidth corre-

adopting larger input sizes, bandwidth corresponding ® t ondent to 75% of FS intensity.
pting farger inp ' ponding . The prediction of these temperatures here developed islbase
lowest FS intensities would present a larger magnitudecghvhi

. .on the Micron thermal experiments [7] previously described
would make the largest ones lower when performing relativ P [71p y :

bandwidth calculation. Finally, the best bandwidth resualte lihich take into consideration the execution of a specific

. enchmark, with a specific read/write memory hit/miss ratio
gggnzigog dpdChase, Copy, and MG, and the worst ones {%ﬁerefore, it is necessary to perform a similar investaatf

read/write memory hit/miss ratios along the benchmarkzeti
in Micron report [7] in order to determine a more general
formulation where we can express temperature as a function
Having in  mind that Dfreq=666MHz and of the bandwidth and FS intensity. In addition, if higher FS
Hfreq=1333MHz - therefore Hfreq=2x*Dfreq, intensitiesare required, more appropriated cooling meishas
we proceed temperature control determination by plottinghould be utilized, which we leave as a further investigatio
equation 14 with different FS intensities. The result ofsthi _ )
investigation is shown in Figure 4. D. Latency versus FSintensity
To proceed rank temperature determination, given thatln order to estimate latencies, we plot pChase [28] latencie
STREAM benchmarks [21] are developed to measure band-+igure 5. The results confirm a significant latency redugti
width, we employ the bandwidth obtained in these benchmarnkkich is about 54% for a frequency increase of 100%. It is

Since in this paper we are focusing ehBaT — F'S FS
mechanism, we are particularly evaluating@aT — F'S band-
width effects individually (case (i), Subsection III-G)aBd-

C. Bandwidth versus Temperature
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important to mention the generality of this result sincesit i4, the maximum temperature achieved for FS intensity of 100%
valid for for pChase with chases set with random behavior.is about Htemp = +80.7 degree Celsius which is smaller
As a more general conclusion, based on bandwidth atighn the maximum levels of accepted operating temperatures
latency experiments, we observe the expected behavior (895 degree Celsius [7]). As a result, baseline temperdtase
Litte's law [14], i.e., as memory bandwidth increase due tincreased of 23.7 degree Celsius (+80.7 - 67) as a conseguenc
FS increase is followed by memory latency reduction. of FS application inABaT — F'S.
, ) As previously stated, these temperature estimations aexba
E. Memory energy versus FSintensity on the benchmarks run in the experiments developed by Micron
To understand the behavior of memory energy-per-bit W&], which stress the memory system. In this report, to aersi
consider bandwidth results and power magnitudes. Regardappropriate stress conditions, we have assumed that STREAM
bandwidth, we have evaluated in Subsection IV-B and notickénchmarks have similar stress conditions in order to pbtai
that increase of FS intensities impacts rank bandwidthgropproper temperature estimation. Therefore, for less memory
tionally. Regarding power magnitudes, as indicated in 8goa intensive benchmarks with smaller MPKI ratios - such as
15, we expect a unproportional increase of the power spentM@& and SP benchmarks - temperature levels are likely to be
each rank when larger FS intensities are employed sincesiiballer than the predicted ones, thus less restrictivermse
includes not only the power spent at the rank, but also thosEbandwidth and allowing larger levels of FS intensities.
of each channel and I/O pin power. 2) Number of MCs and Ranks. We have performed the
Finally, observing the memory energy-per-bit experimemvaluation of FS impact utilizing 32 MCs and 32 ranks. Since
plotted in Figure 6, we confirm the predicted memory energ¥sS directly affects the behavior of each rank, it does noeddp
per-bit behavior developed in Subsection IlI-F: by comihini on the number of MCs.
the bandwidth obtained and unproportional power magngude By regulating FS intensity ildBaT — F'S via controlling
expected, we observe that as we increase FS intensities mém-time while ranks are submitted to FS, different freqiesc
ory energy-per-bit decrease unproportionally. The maximucan be set at the rank level, which allows to achieve differen
energy-per-bit magnitude reduction (about 67%) obsergedlévels of bandwidth. By accounting these different levels o

obtained for Copy benchmark. bandwidth for each rank, the entire memory system is able to
have different bandwidth levels as demonstrated in Sulssect
V. SENSITIVITY ANALYSIS IV-B.

We also perform a sensitivity analysis to assess the impacB) Proportionality of MCs and ranks: In this study we have
of the key aspects illBaT — F'S design: rank temperature,assumed the same number of MCs and ranks (ratio MCs:ranks
number of memory ranks/channels, proportionality of MCis 32:32). By applyingdBaT — F'S on memory systems where
and ranks, maximum acceptable performance degradatidn, &me proportion of ranks is larger than MCs, we are likely to
benchmarks/number of cores. observe similar effects to the presented here, since siypntta

1) Rank Temperature: The estimation we developed (whichthe previous analysis regarding the number of MCs/ranks, FS
turned to equation 14) shows a baseline temperafMrenp is applied at the rank level.
as +67 degree Celsius for the baseline frequeRdgyeq = 4) Maximum Acceptable Performance Degradation: We
666M H z. According to the estimated temperatures in FigureonsiderABaT — F'S of low complexity in terms of over-



heads, given that very simple elements such as registbes specifically tuned to match the demands of these bench-
(FS_intensity register) and a table to implement equation 1rarks. We also plan an extension of this work by improving
are employed in order to control temperature as a functitmperature estimation to a broad variety of families oksan

of FS intensity. These elements are of simple implementatias well as incorporating FS effects on the refresh mechanism

complexity, therefore thus not requiring a significant amtou
of chip area and cost to be implemented.
5) High-Bandwidth Benchmarks and Number of Cores:

In this study, as related reports [20][19] which evaluatal-sc
able memory systems, we have employed benchmarks with
a 32-core-O00O-microprocessor dimensioned to evaluate 32
MCs/ranks. By observing and comparing the related studies
[19] and [20], which respectively employ 16 and 32-corel®
OOO-microprocessors, we expect similar effects by emplpyi

a larger number of MCs/ranks - such as 64 or 128 MCs/ranks
- and re-dimensioning benchmark input sizes. 4]

(1]

VI. RELATED WORK [5]

HMC [10] is a recent memory solution designed to targets]
3Dstacking and off-chip memory systems. In the case of off-
chip memories, either HMC or this study use an externa{lﬂ
memory package as memory ranks. HMC organizes its memors|
package by employing sets of banks on the memory dies, and
processor/memory communication is done via serial/daalseri[g]
operations, with 10-Gbit/s-1/0-links. Although MC-schikty
is smaller in HMC when compared to the scalable memor
systems here studied, FS scaling combined to MC-scaLabiIE
can be generically applied in HMC. [11]

Udipi [4] proposes a series of hardware and software mech-
anisms to approach the bandwidth problem via the utilimti(hz]
of optical-based interfaces, appropriated memory orgdioz [13]
for taking advantage of optical transmission, and MC optani
tions to improve power and performance. This study targ:sts[f‘4
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