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Abstract: 
 
Capturing dependencies in images in an unsupervised manner is important for many 
image-processing applications and for understanding the structure of natural image 
signals. Data generative linear models such as principal component analysis (PCA) and 
independent component analysis (ICA) have shown to capture low level features such as 
oriented edges in images. However those models capture only linear dependency and 
therefore its modeling capability is limited. We propose a new method for capturing 
nonlinear dependencies in images of natural scenes. This method is an extension of the 
linear ICA method and builds on a hierarchical representation. The model makes use of 
lower level linear ICA representation and a subsequent mixture of Laplacian distribution 
for learning the nonlinear dependencies in an image. The model parameters are learned 
via the expectation maximization (EM) algorithm and it can accurately capture variance 
correlation and other high order structures in a simple and consistent manner. We 
visualize the learned variance correlation structure and demonstrate applications to 
automatic image segmentation and image denoising.  
 
 
Keywords: ICA, nonlinear, dependency, EM algorithm, image segmentation, denoising  
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1. Introduction  
 
Unsupervised learning has become an important tool for understanding biological information 
processing and developing intelligent signal processing algorithms [1]. Successful adaptive 
learning algorithms for signal and image processing have been developed recently, but their 
capabilities are far from performances of real biological systems that are more flexible and robust. 
One of the main reasons for this deficiency is due to the lack of an efficient signal representation 
that is usually learned through experience and data. Many methods available can capture low 
level signal structure, e.g. sharp edges in images. But most method lack in a description of the 
image in terms of its higher-level structure including object like structures, textures and certain 
low level invariances. Humans are good at capturing those high level structures and require little 
prior knowledge or supervision. Learning algorithms that capture sophisticated representations in 
an unsupervised manner can provide a better understanding of neural information processing and 
also provide novel learning algorithms for signal processing applications.  
 
Recently adaptive techniques have gained popularity due many potential applications and its use 
in analyzing data. Independent component analysis (ICA) for example has been effective at 
learning representations for images of natural scenes that have similar properties than receptive 
fields in the visual cortex. Those learned features can be applied for feature extraction, denoising 
and image segmentation tasks [1][2][3][4][5][6]. Although the initial results are interesting, this 
method is limited and restrictive due to the linear model assumption. This is because the ICA 
algorithm is constrained to capturing linear dependency only. The learned filters for image 
representation for example show low level features that capture localized oriented edges in an 
image. Images however, have other types of dependencies across the entire image. This is in 
particular evident in images that display different texture patterns. ICA may be able to capture 
certain edges in a texture but the ICA does not capture the texture information.  
 
We are interested in learning those dependencies that are more global across the entire image. In 
a sense this is similar to learning textures in an image. However, we are interested in learning 
classes of textures not necessarily for the purpose of image segmentation but more for the 
purpose of encoding the image in an efficient manner. The segmentation of the image is a mere 
side product of this learning process. Another viewpoint and motivation for learning those 
dependencies is the desire to find an object-like representation. 
 
There are several approaches that have been proposed to learn nonlinear dependencies. We first 
describe the basic ICA model and nonlinear ICA extensions for image processing. 
 
1.1 Basic ICA model  
 
Barlow argued that biological information processing systems could be self-organized based on 
statistical property of the input signal [1][7]. He argued that the goal of the visual system is to 
reduce the information redundancy among the input sensory information. Field (1994) suggested 
a compact representation using PCA [8][9] and Olshausen and Field (1996) proposed a neural 
network with explicit sparseness constraint to learn image basis functions [10][11]. When the 
ICA learning rule is applied to image patches of natural scenes, the adapted basis functions are 
localized and orientation sensitive, which are similar to properties of simple cell receptive fields 
of biological visual system [1][8][9][12][13]. In ICA model, statistics of natural image patches 
are approximated well by Eq.(1~2) [14][15][16][17], where X is the measured data vector and u 
is a source signal vector whose distribution is a product of sparse distributions such as 
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generalized Laplace distributions [1][3][18]. A is a matrix that defines linear mapping from u to 
X.  
 

AuX =          (1) 

∏=
M

i
iuPuP )()(         (2) 

ICA learns linear dependency between pixels [14][15][16]. It finds strongly correlated axis and 
removes linear correlation in projected encoding signals as far as a linear model can do. But ICA 
captures only linear dependency and its modeling capability is limited up to this linear 
dependency. 
 
The representations learned by ICA algorithm are relatively low-level representations. There are 
more high-level representations in biological systems that are correlated with contours, textures, 
and objects. By learning such high-level representations, we can develop signal-processing 
algorithms that exhibit similar properties to biological intelligence. In previous approaches, it is 
shown that by capturing nonlinear dependencies beyond linear, one can learn such higher-level 
representations similar to biological systems [19][20][21][22]. 
 
Studies beyond linear ICA model are focused on variance correlation of source signal after ICA 
processing. In linear ICA model, source signals are assumed to be independent from each other. 
But given natural image signals and ICA model, the variances of source signals tend to be 
correlated. Although it is difficult to linearly predict a source signal from each other, but their 
variances can be predicted from others [23][24]. So with the variance dependency, a signal is still 
‘predictable’ in a nonlinear manner. This higher-order dependency cannot be captured by 
conventional ICA model, and we need more sophisticated model.  
 
1.2 Learning nonlinear dependencies beyond ICA model 
 
Modeling variance dependencies beyond linear model is a key to understanding biological signal 
processing and developing new signal-processing algorithms. And there are several previous 
approaches to model variance dependency beyond the ICA model [19][20][21][22][25]. Their 
results showed that one could learn more high-level representations similar to biological systems 
by considering nonlinear variance dependency.  
 
Hyvarinen and Hoyer suggested to use a special variance related distribution function to model 
the variance correlation [19][20][21]. His model uses distribution of Eq. (3) to model two 
dependent signals. The conditional distribution of this distribution shows variance dependency 
similar to that one found in natural image signals. In Eq. (3), u1 and u2 are 1-D random variables 
and c is a constant. 
 

⎟
⎠
⎞⎜

⎝
⎛ +−= 2

2
2

121 exp),( uucuuP        (3) 

 
This model can learn grouping of dependent sources (Subspace ICA) or topographic 
arrangements of correlated sources (Topographic ICA) [19][20]. The learned topographic 
structures show high similarity to the topographical arrangements of simple cells in the visual 
cortex, which says that the neural information processing system seems to be organized to reflect 
the nonlinear dependency structure of visual signals [21]. 
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But the learned subspace or topographical arrangements does not provide high level structures 
explicitly. The subspace model [19] only provides grouping of subspaces. And the topographic 
model is limited to providing only neighborhood relationship [20]. It is not clear how to compute 
the higher order signal encodings and its capability to signal processing application is limited. 
 
Portilla et al. used Gaussian Scale Mixture (GSM) to model variance dependency in wavelet 
domain. This model can learn variance correlation in source prior and showed improvement in 
image denoising [26]. But in this model, dependency is defined only between a subset of wavelet 
coefficients.  Similarly, Welling et al. suggested a product of expert model where each expert 
represents a variance correlated group [25]. The product form of the model enables applications 
to image denoising. But these models don’t reveal higher-order structures explicitly. 
 
Our model is motivated by a recent work by Lewicki and Karklin. Lewicki and Karklin proposed 
a hierarchical two-stage model where first stage is an ICA model and second-stage source signal 
v generates variances for ICA source signal u  as shown in Eq. (4~5) [22]. In the equation, u, v 
and λ are vectors and B is a matrix consisting of variance basis. They introduced a second stage 
generative model that linearly generates variances for the first stage (ICA) source signals. The 
first layer source signals are assumed to be independent given the variance signal generated from 
the second layer.  
 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−=

qucuP
λ

λ exp)|(         (4) 

Bv=]log[λ          (5) 
 
The most important contribution of their work is that it explicitly learns variance correlations in a 
form of generating basis. In this model can learn higher order structures or ‘variance basis’ 
encoded in B. Those variance bases can be interpreted as textures or building blocks in an image. 
 
But in Lewicki’s model, treating variance as another random variable introduces a high 
complexity and rough approximation [22], thus makes it difficult to derive clear parametric 
distribution model of ICA source signal u. It is therefore difficult to apply this model for practical 
image processing applications.  
 
In summary, there are limitations in previous approaches to capture nonlinear dependency. 
Hyvarinen’s model [19][20][21] represents nonlinear dependency only indirectly. Lewicki’s 
model [22] provides a direct representation but introduces high complexity and approximation in 
the model. So their application to practical signal processing problems is limited. A simple 
parametric model of nonlinearly correlated signals is necessary for a better understanding of 
natural image signals and building intelligent systems. 
 
In this paper, we propose a parametric mixture model that can learn nearly independent variance 
correlated source signals. Our model can be considered as a simplification of model in [22] by 
constraining v to be 0/1 random vector where only one element can be 1. The proposed model 
allows direct representation of variance correlation structure and reveals high order structure of 
the image signals. Also our model provides a simple parametric distribution model for ICA 
source signals and can be used for better signal processing such as denoising. 
 
We derive the parametric mixture model and its learning algorithm in Section 2. Then we 
visualize learned variance structure for each mixture in Section 3, which shows high-level 
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structures. We compare of learned model with the real signal histogram. Finally, we demonstrate 
the application of the learned model to image segmentation and denoising. 
 
2. Learning nonlinear dependencies by Laplacian Mixture Model  
 
We propose a hierarchical 2-stage model where the first stage is an ICA model and the second 
stage is a mixture model that captures variance correlated source prior (figure 1). The correlation 
of variance in natural images reflects different types of regularities in the real world. Such 
specialized regularities can be called as ‘contexts’. Different contexts give rise to different 
variances. To model such context dependent variance correlation, we use mixture models where 
each mixture is a Laplacian distribution with 0-mean and different variances. Different Laplacian 
distributions model different contexts. The ICA matrix A is learned in prior independently of the 
second stage. Then the second stage is trained given the first stage ICA source signals. 
 

 
Figure 1. Proposed mixture model for learning higher order structure. ICA source signal U is 
modeled by a mixture model with different variance Λk.  Z is a discrete random vector that 
represents which mixture is responsible for the given image patch. Each multi-dimensional 
Laplacian distribution has 0-mean and different variances. 
 
In figure 1, a context variable Z ‘selects’ which Laplacian distribution will represent ICA source 
signal u for each image patch. And each Laplacian distribution is a factorial multi-dimensional 
distribution. The advantage of Laplacian distribution for modeling context is that we can model a 
sparse distribution using only one Laplacian distribution. But we need more than two Gaussian 
distributions to do the same thing.  Also conventional ICA is approximated well as a special case 
of our model with single Laplacian.  
 
Each Laplacian distribution represents a specific visual context, where some dimensions have 
high variances while the others have low variance. Each Laplacian distribution is factorial but as 
a whole, the mixture model is not fully factorial as the conventional ICA source model. It can 
learn nearly independent variance-correlated signal distribution. The detailed model definition 
and its learning algorithm will be shown in next sections. 
 
ICA Mixture models have been used for image segmentation and denoising [5][6]. But in 
previous approaches each mixture has different mean, and it doesn’t allow two mixtures with 
different variances to overlap. Thus previous mixture approaches doesn’t capture variance 
correlation at all. In our model, each Laplacian distribution has same 0-mean and is highly 
overlapped with each other around origin.  
 
The parametric PDF provided by our model is an important advantage for designing adaptive 
signal processing applications. Utilizing this advantage, we demonstrate simple applications on 
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image segmentation and denoising. In image segmentation, we ‘identify’ the hidden context 
variable Z for each image patch, detecting high-level structures of natural images. In image 
denoising, we can think of our model as a better source prior of ICA model and can apply the 
learned source prior in Bayesian MAP (maximum a posteriori) estimation problem. In summary 
segmentation based on our model shows clear correlation with the high level structures of the 
scene. In Bayesian MAP denoising our model shows substantial improvements over conventional 
denoising methods. 
 
2.1 Mixture of Laplacian Distribution Model 
 
The first stage of our model is the conventional ICA model. We define the mixture model for the 
second stage and derive its learning algorithm here. The key idea of our model is that the 
distribution of ICA source signal u can be modeled as mixture of Laplace distributions with 
specialized variances. 
 
The PDF for a 1-D Laplacian distribution can be written as Eq. (6), where u is a 1-D random 
variable, and λ is a 1-D variance parameter (λ>0). 
 

( ) ⎟⎟
⎠

⎞
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λ uuP exp
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1)|(        (6) 

 
This can be extended to a factorial M-dimensional distribution as shown in Eq. (7) 
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Where ),,,,( ,2,1, Mnnnn uuuu =
r

 is a M-dimensional random vector of n-th data,  

),...,,( ,2,1, Mkkkk λλλλ =
r

 is a M-dimensional variance vector of k-th Laplacian distribution 

(different Laplacian distributions are indexed by k), and 0, >mkλ  for all k, m. 
 

If we consider a mixture of Laplace distributions, we need to introduce mixture probability Π in 
addition to variance parameter Λ. Then we can write the likelihood of data U given Π and Λ as 
below. 
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Where  N : number of data samples (here, data means ICA source signal u). 

K : number of mixtures (Laplacian distributions) 
M : dimension of data samples (same as the dimension of Laplacian distributions) 

),,,,,,( 1 nMnmnn uuuu =   : n-th data sample  
),,,,,,( 1 kMkmkk λλλλ =  : Variance of k-th Laplacian distribution. 

kπ  : probability of mixture k s.t.   1=∑
k

kπ  

),,,,,,,( 21 Ni uuuuU rrrr
=  : Ensemble of all data samples 
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),,,,,,,( 21 Kk λλλλ
rrrr

=Λ : Ensemble of all variance vectors. 
),,,( 1 Kππ=Π   : Ensemble of all mixture probability  

In general, we can compute ML (maximum likelihood) or MAP (maximum a posteriori) 
estimation of the parameters Π and Λ given the data. But the optimization is difficult because of 
the summation part and we need to apply EM (expectation maximization) algorithm for learning 
[27][28]. 
 
To apply the EM method, we need to introduce a hidden variable Z, that determines which 
mixture component k, is responsible for a given data sample. Once we assume the hidden variable 
Z is known, we can write the likelihood of data and hidden variable as Eq. (9). 
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Where  n

kz  : Latent random variables  
( n

kz  is 1  if n-th data sample is generated from k-th mixture, 0  otherwise) 

( )n
kzZ =   : Ensemble of n

kz  (a N by K matrix), and 1=∑
k

n
kz  for all n = 1…N. 

 
The constraint 1=∑

k

n
kz  is clear from the definition. For any data sample n, we know that it 

should have been generated from only one of the mixtures. So given a data n, there is one and 
only one k such that  1=n

kz  and  0' =
n
kz  ( 'kk ≠ ).  

 
 
2.2 EM algorithm for parameter learning  
 
EM algorithm works by maximizing the log likelihood of data, averaged over hidden variable Z 
[27][28]. It works by maximizing the Expectation of the log likelihood over hidden variable. The 
log likelihood of data given parameters can be derived from Eq. (9) as below. 
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Then the expectation can be written as Eq. (11). 
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The expectation can be evaluated, only if we are given the data U and some estimated parameters 
of Λ and Π. We can use a temporary estimation 'Λ  and 'Π  for Λ and Π in EM method. From 
here, we abbreviate { }',',| ΠΛUzE n

k  as { }n
kzE . 
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Then the normalization constant for a given sample n can be computed by summation over k. 
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The EM algorithm works by maximizing equation (11), given the expectation { }n
kzE  computed 

from Eq. (12). Those expectations can be computed using data U and parameters 'Λ  and 'Π  
estimated in previous iteration of EM algorithm. These correspond to the Expectation step of EM 
algorithm. 
 
In the next step (maximization step) of EM algorithm, we need to maximize the expected log 
likelihood over parameter Λ and Π. 
 
2.2.1 Maximization over parameter Λ  
 
The gradient of log likelihood in equation (11) with respect to parameter Λ can be computed as 

Eq. (14), where we utilize the fact that 0
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Then by setting Eq. (14) to be 0, we get  
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In summary the maximum of Eq. (11) occurs at the condition in Eq. (16). 
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2.2.2 Maximization over parameter Π  
 
The gradient method is not appropriate to maximize the log likelihood over parameter Π. The 
gradient with respect to parameter Π can not simply be set to 0 as shown in Eq.(17) . 
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Instead we need to apply Lagrange Multiplier method. First we can rewrite Eq. (11) as below. 
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We can define an objective function to maximize and a constraint as  
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where 1=∑
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kπ  (from the definition). 

 
The Lagrange function to minimize –f can be written as Eq (20) , where ρ is Lagrange multiplier. 
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The minimum of L(Π,ρ) occurs with two conditions,  
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01),(
'

' =−=
∂
Π∂ ∑

k
k

L π
ρ
ρ

     1=∑
k

kπ      (22) 

 
By substituting Eq. (21) to Eq. (22) we have  

{ } 11
=∑ ∑

k n

n
kzE

ρ
   { } ρ=∑∑

k n

n
kzE      (23) 

 
So we can summarize the maximization condition as below. 

{ }
{ }∑∑

∑
=

k n

n
k

n

n
k

k zE

zE
π         (24) 

 
2.2.3 The EM algorithm 
 
The outline of final EM algorithm is summarized as below. 
 

1. Initialize Z by 
Kk
1

=π  , Λ by { } euE mmk +=,λ , where e is a small random noise. 

 
2. Calculate the Expectation  

{ } ∏ −=ΠΛ
M

m mk

mn

mk

k

n

n
k

u
c

UzE )
'

exp(
'2

1',',|
,

,

, λλ
π

 

 
3. Maximize the log likelihood given the Expectation 

{ }
{ }∑

∑ ⋅
←

n

n
k

n
mn

n
k

mk zE

uzE ,

,λ  ,   
{ }
{ }∑∑

∑
←

k n

n
k

n

n
k

k zE

zE
π  

 
4. If (converged) stop, otherwise repeat from step 2. 
 
For the convergence criteria, we can use the expectation of log likelihood, which can be 
calculated from Eq (11~13). If the value converges and doesn’t change we can stop the iteration. 
The Expectation of log likelihood has the form of entropy over { }n

kzE  and can be calculated easily. 
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3. Experimental Results  
 
Here we provide examples of image data and show how the learning procedure is performed for 
the mixture model. We provide visualization of learned variances that reveal the structure of 
variance correlation, and demonstrate the validity of mixture model by comparing the learned 
model with the real signal distribution. Finally, we provide simple application examples for 
image segmentation and Bayesian image denoising. 
 
3.1 Data and Model Learning  
 
As shown in figure 1, our model analyzes image signals in two stages. In the first stage, data 
vectors are sampled from 16x16 image patches and filtered through ICA forward matrix W to 
produce source signals. Data samples from image patches are first converted to 256-dimensional 
vectors and multiplied by ICA matrix W (256 by 160) to produce 160-dimensional source signals. 
The ICA matrix A and W(=A-1) are learned by Fast ICA algorithm  [29]. For training, we 
randomly sampled 100,000 image patches from a set of natural images gathered from the Internet. 
Those samples are used again for learning mixture model of at the second stage. Figure 2 shows 
the visualization of ICA bases. 
 

 
Figure 2. 1st stage ICA basis (Columns of A, 160 dimensions) 

 
In the second stage, the proposed mixture model is applied to learn the distribution of source 
signals computed from the first stage ICA. The mixture model has input dimension of 160, and 
various number of mixtures (16, 64 and 256) are tested. 
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     (a) The log likelihood curve        (b) Learned mixture probability (sorted) 

Figure 3. EM Learning curve and learned mixture probability. Subfigure (a) shows the plot of log 
likelihood during 100 EM-iterations. The likelihood value reaches its maximum fast and 
converges after 40 iterations. Subfigure (b) displays the learned mixture probabilities Π sorted in 
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decreasing order. Those probabilities indicate how often some mixture components appear in the 
image patch. The number of mixtures is 64 here.  
 
For the visualization of the learned variance, we adapted the visualization method from [22]. 
Each dimension of ICA source signal corresponds to an image basis (columns of A) and each 
basis is localized in both image and frequency space with center positions. Figure 4 shows 
example ICA bases and their corresponding centers in image and frequency space. Since ICA 
bases have wavelet like shapes, we can compute their center positions in the image and frequency 
space. For a Laplacian distribution, each component of variance vector corresponds to an image 
basis. And we can color code the variance values at corresponding center positions in image and 
frequency space.  
 

        
1          2           3         4 

(a) Example ICA Bases 
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(b) Basis centers in image space         (c) Basis centers in frequency space (Fourier space) 

 
Figure 4. Mapping ICA basis into image space and frequency space. Subfigure (a) shows 4 
examples of ICA bases (columns of A matrix). (b) and (c) shows corresponding centers for each 
basis in image and frequency space (marked by o). Since Fourier transform of an image is origin-
symmetric, we added +-marks to denote the mirrored positions for each o-marks. 
 
In figure 4-(c) horizontal axis correspond to vertical frequency and vertical axis corresponds to 
horizontal frequency space. This axis mapping is more intuitive with respect to edge direction. 
For example, basis 1 has horizontal edges in image space and its frequency centers are 
horizontally arranged in the frequency space. 
 
With that information, we can visualize the learned variance vectors for each mixture in image 
space and frequency space. Figure 5 shows visualization of two mixtures in image and frequency 
space. Mixture #4 shows strong localization of high variance values in frequency space but there 
is no localization in image space. We can say this mixture represents textures that mainly consist 
of oriented edges evenly spread over the image patch. Mixture #5 of figure 5 shows clear 
localization in image space while no localization in frequency space. This mixture represents 
image patches whose left side is filled with textures while the right side is relatively clean. This 
represents boundaries between textured and clean regions. 
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(a)    (b) 

 
(c)     (d) 

Figure 5. Visualization of learned variances – two examples. Subfigure (a) and (b) visualizes a 
variance vector for mixture #4 in image and frequency space. (c) and (d) visualizes a variance 
vector for mixture  #5. The high values of variance components are mapped with red color and 
small values are mapped with blue color.  
 
In the above visualizations, the contrast in frequency or image space is quite ‘regular’. i.e. High 
and low valued variances are smoothly clustered in image or frequency space. Since the 
neighborhood of ICA source signals are not known to the system, we can say the system learned 
this regularity from remaining dependencies in the ICA source signal. What is the source of that 
regularity then ?. A natural image consists of objects with regular textures such as sky, grass, 
woods and, waters. Those structures can show localized activation of specific orientation, 
frequency or location in space.  
 
More visualization of learned variance vectors are shown in Figure 6. 
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 Freq. space    Image space  Freq. space     Image space  Freq. space    Image space      Freq. space      Image space 

Figure 6. More visualization of learned variance vectors. We grouped mixture variances with 
frequency-space localization in the first 4 rows. Second 5 rows show variances with image-space 
localization. Third 3 rows show other types of variances with localization in both image / 
frequency spaces. 



 14

3.2 Comparison between learned and real signal distribution  
 
The proposed model provides a simple parametric form of signal distribution. So we can compare 
the learned parametric model with real data distribution and explain types non-linearity captured 
by our mixture model. 
 
Firstly we show how the mixture model captures non-linear structure in 1-D ICA source signal. 
ICA model assumes a source prior as independent joint distribution of sparse distributions. 
Laplace distribution is a representative sparse distribution, which can be used as a parametric 
model of single source signal. As shown in the figure 7-(a) and (c), single Laplacian distribution 
is a reasonable model of source distribution. But if we look into the detail of figure 7-(c), we 
notice that the real distributions are more peaked around 0 and probability of large data values are 
more higher than simple Laplacian distribution. This discrepancy between real data and Laplace 
distribution can be overcome with the mixture model.  
 

Figure 7. Comparison of single Laplace and mixture distributions with data histogram. 
(a) Data histogram superimposed with single Laplacian distribution,  (b) Data distribution 
superimposed with Mixture of Laplacian distribution,   (c) log plot of plot a,  (d) log plot of plot b.  
(Dashed blue lines denote distribution of real data and solid red lines denote learned parametric 
distribution. X-axis denotes signal domain. Y-axis denotes the probability or log of probability.) 
 
With the mixture of Laplacian model, we can learn more close approximation of the data 
distribution as shown in figure 7-(b) and (d). As shown, mixture model can accommodate sharper 
peak at 0 data value and the increased probability at large data values. This clearly shows how the 
proposed mixture model can model the ICA source prior better than simple Laplace distribution.  
 
Secondly, we can show how the mixture model can capture the nonlinear dependency between 2-
D ICA source signals. Each Laplacian of the learned mixture model captures variance correlation 
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structure. But single Laplacian distribution is just an independent distribution. The key idea of our 
modeling is that we can mix up independent distributions to get a nonlinearly dependent 
distribution. Figure 8 shows such modeling power clearly. 
 

 
Figure 8: Joint distribution of nonlinearly dependent sources. (a) is a joint histogram of 2 
ICA sources, (b) is computed from learned mixture model, and (c) is from learned Laplacian 
model. In (a), variance of u2 is smaller than u1 at center area (arrow A), but almost equal to 
u1 at outside (arrow B). So the variance of u2 is dependent on u1. This nonlinear dependency 
is closely approximated by mixture model in (b), but not in (c). 
 
3.3 Application: Unsupervised image segmentation  
 
The idea behind our model is that the image can be modeled as mixture of different variance 
correlated ‘contexts’. We show how the learned model can be used to classify different context by 
an unsupervised image segmentation task. We can decide which mixture is mostly responsible for 
a given image patch by calculating probability of hidden variable Z. The mixture with highest 
probability is the ones that mostly explain the given image patch. So given model and data, we 
can compute the expectation of a hidden variable Z from Eq. (12). Then for an image patch, we 
can select a Laplacian distribution with highest probability, which is the most explaining 
Laplacian or ‘context’.  
 
Figures 9 to 11 show test images and the segmentation results. We showed only subset of labels 
for clear visualization. A box at left top corner of the top image denotes the size of image patches 
used. At the third row we showed color and corresponding mixture variance. Figure 9 and 10 are 
computed from our model using 64 mixtures. Figure 11 is computed from model with 16 
mixtures. The large number of mixtures gives fine grained segmentation of the scene, while the 
reduced number of mixture gives more abstract segmentation such that, we can see the global and 
abstract organization of the scene more clearly. 
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Figure 9. Test image (upper) and color labeled image I (lower), Mixture 28~50 captures textures 
with high frequency and orientation preference. Mixture 52~62 captures localized low spatial 
frequency edges (a box on the left top side of original image denotes the patch window size). 
 
Figure 10 clearly shows correlation between image structures and variance correlated. 
  

  

 
Figure 10. Test image and color labeled image II, Mixture 1 captures patches with high 
frequency multi-oriented edges. Mixture 31 responses to (repeated) horizontal edge structures. 
Mixture 6 is similar to mixture 31 but respond to more high frequency horizontal edges. Mixture 
label 17 and 35 captures vertical edges. 
 
 

28 29 47 62 38 42 52 5350 63 

311 6 3517 19 41
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Figure 11. Test image and color labeled image III. Mixture 1 captures high frequency texture 
structures caused by wood. Mixture 14 captures sky and mixture 9 captures the boundary between 
clear sky and textured land scene.  
 
As shown in results, the mixture model can classify image contexts, which are highly correlated 
with the regular structures or objects in the scene. Also the labeling shows high degree of 
regularity across image space and the regularity can be further analyzed to extract more high-
level features. 
 
Also our mixture model discovers new regularity over image space. In figures 9~11, the labeling 
results are much continuous or smooth. This is due to the smoothness of natural contexts since 
object surfaces tend to be clustered in image space. For example, stairs in figure 8 and wood 
texture in figure 9 tend to occur continuously across space. This implies that our mixture model 
learned invariant features. Also such ‘invariance’ of representation is an important feature of 
biological information processing. 
 
 
3.4 Application: Image Denoising  
 
The proposed mixture model provides a better parametric model for ICA source prior and hence 
an improved model of the image patches. We can take advantage of this in Bayesian MAP 
(maximum a posteriori) estimation for image denoising.  
 
ICA has been used for image denoising in Bayesian framework [1][3]. In that framework, we 
assume an additive noise n is added to original image as shown in Eq. 25. Then, we can obtain the 
MAP estimation of ICA source signal u using Eq. (26) and reconstruct a cleaned image by 
computing uAX ˆˆ = . 
 

nAuX +=     ,  ),0(~ 2
nNn σ       (25) 

 
[ ])(log),|(log),|(logˆ uPAuXPargmaxAXuPargmaxu

uu
+==   (26) 

1 1496 12 1311
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In Eq. (26), ),|( AuXP  is a Gaussian distribution since we assumed Gaussian noise. But the 
source prior )(uP  can be varied depending on source model [1][3][30][31][32]. For ICA with 
Laplacian prior, we can rewrite Eq. (26) as Eq. (27). Let’s call this method as ICA MAP with 
Laplacian prior [3]. 

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−

−
−= ∑

m m
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nu
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λσ 2

2

2
ˆ       (27) 

 
But we can use more refined prior based on our mixture model. For efficient computation, we can 
approximate mixture prior by single most explaining Laplacian distribution k as shown in Eq. 
(28). The most probable mixture k can be computed from image segmentation task. We call this 
new estimation method as ICA MAP with Mixture prior. 
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There is no known analytical solution to maximization problem of Eq. (27~ 28). In general, we 
have to use gradient descent method, which can be slow and suboptimal. Instead, we can use 
orthogonal ICA transform (W=AT) where an efficient analytic solution is available. Hyvarinen [3] 
suggested orthogonalizing ICA transform W through 2/1)( −= WWWW T

o . This orthogonalized 
bases have similar shape as the bases of original W, and it allows deterministic solution to 
Eq.(27~28). Since oW is also orthonormal, we have T

ooo WWA =≡ −1  and o
T

o WA = . This 
simplifies the multidimensional maximization problem into independent 1-D maximization 
problems as shown in Eq. (29). The solution to this 1-D maximization problem is reported in [3]. 
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In addition to two ICA based methods, we also evaluated 3 other methods including BayesCore 
[31], BayesJoint [32], and Wiener filter [33]. BayesCore is similar to ICA MAP method except 
that it uses wavelet transformation and Bayes marginal estimator instead of MAP estimator [31]. 
BayesJoint is also a Bayes marginal estimator with wavelet transformation and Gaussian source 
prior where the variances of sources are linearly correlated with each other [32]. Although the 
BayesJoint method is one of the first to consider variance correlation for denoising, its modeling 
power is much limited than our model. It assumes only linear correlation of variances while our 



 19

model can learn nonlinear correlation. We summarize the differences between those denoising 
methods in Table 1. 
 

Denoising Method Generative 
Basis Source Prior Estimation Method

Wiener Filter Fourier Gaussian Bayes marginal 

BayesCore Wavelet Generalized Laplacian Bayes marginal 

BayesJoint Wavelet Correlated Gaussian* Bayes marginal 

ICA MAP (Laplacian prior) ICA Laplacian Bayes MAP 

ICA MAP (Mixture prior) ICA Mixture of Laplacian* Bayes MAP 
    

Table 1. Comparison of different denoising methods tested in experiments. (ICA MAP with 
mixture prior is the proposed method. Priors that model variance correlation are marked with *.) 
 
General settings for the experiments are like this. For all denoising methods, we assume that the 
noise variance is known. Then we can compute the variance of original image by subtracting the 
noise variance from variance of noisy image. Using the orthogonal ICA matrix, we trained a new 
mixture model with 256 Laplacian distributions. Then denoising experiments are performed with 
test images different from model training images. All the test images are pre-normalized to have 
unit variance. For both ICA based denoising methods, a 16x16 estimation window is shifted over 
the image by every 2 pixels. Then the overlapping reconstructions are averaged to produce final 
results. For both wavelet-based methods, we use QMF(quadratic mirror filter) type wavelet 
decomposition. 
 
For measuring denoising performance, we used signal to noise ratio (SNR) and structural 
similarity measure (SSIM) [34]. SSIM is an image similarity measure, which is closely matched 
with human perceptual similarity. It measures similarity of two images as a composition of 
luminance, contrast and structural similarity and the measure of similarity varies from 0 to 1. 
 
Figure 12 shows an example image ‘Beach’ and its denoising results. Subfigures 12-(d~h) show 
results from 5 different denoising methods. Subfigure 12-(c) is a segmentation result that is used 
for denoising by ICA MAP with mixture prior.  
 
Figure 13 summarizes the denoising performance of 5 algorithms on the image ‘Beach’. 
Denoising by ICA MAP with mixture prior outperforms other methods. Especially our denoising 
method is much better in terms of perceptual quality. Denoised image in figure 12-(h) looks 
clearer and sharper than other denoising results. This is because our algorithm estimates and 
utilizes variance correlation structure for each patch. This refined prior model helps to preserve 
edges and structural information while most Gaussian noise components are removed. Other 
methods such as Wiener and BayesJoint consider signal and noise to be Gaussian, and separating 
the Gaussian noise component from Gaussian signal is more ambiguous. Figure 14 and 15 shows 
results of another test on ‘Lena’ image. The results are similar to that of the ‘Beach’ image. 
 
In summary, denoising based on our model outperformed other methods. ICA MAP with simple 
Laplace prior and BayesCore methods assumes sparse independent prior and performed similarly. 
BayesJoint method performed better than BayesCore in terms of perceptual quality, but still 
worse than our method. All ICA and Wavelet based methods performed better than Wiener filter, 
which assumes Gaussian source prior. 
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Figure 12: Example denoising results of ‘beach’ image (image var.  = 1.0, input noise standard 
variance = 0.9, NSV denotes noise standard variance, and SM denotes structural similarity index.) 
 

Figure 13: SNR and SSIM for ‘beach’ image over different noise variances (image var. = 1.0, 
SSIM index is 1 if the denoised image is same as the original image, and 0 ≤ SSIM index ≤ 1) 
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 Figure 14: Example denoising results of ‘Lena’ image (image var. = 1.0, input noise standard 
variance = 0.9, NSV denotes noise standard variance, and SM denotes structural similarity index.) 

Figure 15: SNR and SSIM for Lena Image over different noise variances (image variance  = 1.0) 
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4. Discussion  
 
We proposed a mixture model to learn nonlinear dependencies of ICA source signals for natural 
images. The proposed mixture of Laplacian distribution model is a generalization of the 
conventional independent source priors and can model variance dependency given natural image 
signals. Experimental results show that the proposed model can learn variance correlated signal 
group as different mixtures and learn high-level structures, which are highly correlated with 
underlying physical properties. Furthermore our model provides an analytic prior of nearly 
independent and variance-correlated signals, which is not viable in previous models 
[19][20][21][22][5][6]. 
 
The learned variance vectors of the mixture model show structured localization in image and 
frequency space, which is similar to the result in [22]. Since the model is given no information 
about the spatial location or frequency of the source signals, we can say that the dependency 
captured by the mixture model reveal abundant regularity in natural images. That regularity is the 
cause of remaining nonlinear dependencies in the ICA source signals. As shown in the image 
segmentation experiments, such regularities correspond to specific surface types (textures) or 
boundaries between surfaces. 
 
The variance correlation is believed to reflect higher order structures in natural signal. Statistical 
modeling that accommodates such high order structures can contribute to the understanding of 
natural image statistics and the neural information processing in the brain. Also those high-level 
representations learned by our proposed model can be used as features for image segmentation, 
pattern recognition, as well as image coding. In this paper we demonstrated initial applications to 
image segmentation and denoising. 
 
We demonstrate that the learned mixture model can be used to discover hidden contexts that 
generated regularity in the image. From image segmentation experiments, we verified that 
labeling of the image patches based on learned mixture model is highly correlated with the object 
surface types shown in the image. Also the results show that such contexts are clustered in image 
space. This type of regularity is discovered by the model in unsupervised manner and can be 
exploited further for discovering even higher-level concepts. 
 
Finally, we showed applications of our model for image denoising in Bayesian framework. We 
illustrated its performance and compared it with 4 other conventional methods. Our results 
suggest that the proposed model outperforms other methods. It is due to the estimation of the 
correlated variance structure, which provides an improved prior that has not been considered in 
other methods [3][31][32][33]. 
 
There are also some limitations in our current model. Our model is not fully adaptive. i.e. we 
fixed the first stage representation (linear generative matrix, A) during the learning of the second 
stage (prior of source signal). We assumed that the source signals are nonlinearly correlated at the 
second stage, but the first stage representation was learned based on independence assumption. In 
the second stage, we assumed the source codes are independent given a specific Laplacian 
distribution and variance. There is a small mismatch between assumptions of second stage and 
first stage. But as shown in the denoising experiments, our model works because the discrepancy 
in the assumptions is small. i.e. ICA is already a good approximation of nearly independent 
signals. But it might be a better statistical model if we can adapt both the first and second stage.  
 
For further investigation, there can be several ways to extend our model. First, we can exploit the 
regularity of the image segmentation result to learn higher-level structures by building additional 
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hierarchies on the current model.  As shown in the image segmentation experiment, the mixture 
labeling shows much continuity over image space. This reveals another type of dependency and 
correlation in the image signal. And this dependency can be learned though a third stage model 
which can lead to even higher representation such as ‘objects’ and ‘parts’.  
 
Second, we can extend our model to fully generative model by adapting both the first stage 
(linear generative matrix) and second stage (source mixture prior). Even though the changes can 
be small, we can still have a better model of image statistics.  
 
Thirdly, there can be more applications of our model. The application to image coding seems 
promising since our model provides a better analytic prior. Application to image segmentation 
should be exploited further. Also our model can be used for texture analysis and synthesis as the 
texture types are described well by the different mixtures. 
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