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The Web is a huge and still growing information repository that has attracted the attention of many
companies. Many such companies rely on information extractors to integrate information that is buried
into semi-structured web documents into automatic business processes. Many information extractors
build on extraction rules, which can be handcrafted or learned using supervised or unsupervised
techniques. The literature provides a variety of techniques to learn information extraction rules that build
on ad hoc machine learning techniques. In this paper, we propose a hybrid approach that explores the
use of standard machine-learning techniques to extract web information. We have specifically explored
using neural networks; our results show that our proposal outperforms three state-of-the-art techniques
in the literature, which opens up quite a new approach to information extraction.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The growth of the Web has raised many companies’ interest in
using the information that it provides to feed their business
processes. Unfortunately, extracting information from web docu-
ments is not easy at all, which has motivated many researchers to
work on the so-called information extractors. The common theme
is to help transform web documents into structured information;
that is, information for which there is an explicit model, so that it
can be easily consumed by automatic business processes.

The information in the Web ranges from free-text to semi-
structured information. Free-text web documents provide infor-
mation that is buried into text that is written in natural language,
with a few HTML tags that endow it with a little structure, e.g.,
headings, sections, or sidebars. Unfortunately, this little structure
is not enough to characterise the information to be extracted; thus,
natural language processing techniques are required to extract
relevant information from these documents [22,31]. On the con-
trary, the information in a semi-structured web document is
formatted using regular patterns, e.g., grids and lists. In these
documents, HTML tags provide far more structure than in free-text
documents since the pieces of information to extract are usually
enclosed within formatting tags. Such pieces of information are
usually referred to as slots in this context [4,27].
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Our work focusses on information extraction from semi-
structured web documents. The proposals in this field can be
classified into two categories, namely: rule-based and heuristic-
based. Rule-based information extractors rely on the so-called
extraction rules, which range from regular expressions to context-
free grammars, horn clauses, tree templates, or transducers, to
mention a few. Heuristic-based proposals do not rely on extraction
rules, but are based on a number of heuristics that have proven to
work well on a large number of web sources [1,8,9,24,28].
Extraction rules can be handcrafted [6,21], but the costs involved
motivated many researchers to work on proposals to learn them
automatically using supervised and unsupervised learning techni-
ques. Supervised learning techniques require the user to provide
samples of the information to be extracted, aka annotations
[10,14,19,29,30]. Unsupervised learning techniques learn extrac-
tion rules starting from one or more web documents; these rules
extract as much prospective information as they can and the user
then gathers the relevant information from the results
[2,3,7,11,17,26]. Since typical web documents are growing in
complexity, some authors are also working on techniques whose
goal is to identify the region within a web document where the
relevant information is most likely to reside [27]. Other authors
have studied the problem of verifying the information extracted
[12,13,15,18]; their focus was on determining when an informa-
tion extractor stops performing well due to changes in the
structure of the documents from which they have to extract
information. Other authors have focussed on how to maintain
information extractors automatically, that is, on how to adapt
them to changes with minimum user intervention [16,20].
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Since automatic techniques build on machine learning techni-
ques or heuristics [27], their precision and recall may not generally
expected to be 100% in every case. This makes this quite an active
research area. A user might also handcraft ad hoc information
extractors that might have perfect precision and recall for a given
web site, but the effort this task requires the high precision and
recall that automatic techniques may achieve, render handcrafting
rules not very appealing in general. We have found out that,
without an exception, the automatic proposals in the literature
build on ad hoc machine-learning techniques. As far as we know,
the idea of using standard machine-learning techniques in this
field remains largely unexplored. In many conversations with
other researches in conferences world wide, we have found out
that the usual problem that motivates researchers to work on ad
hoc machine-learning techniques is that it is not easy to map the
problem of information extraction onto the dataset tables that are
required by standard machine-learning techniques. This has moti-
vated us to work on this topic: we wished to explore it in an
attempt to find out if ad hoc machine-learning techniques can be
outperformed by means of standard machine-learning techniques.

Our proposal builds on transducers, which are regular auto-
mata that produce an output as they move from state to state; the
outputs of our transducers are expected to be information that is
extracted from input web documents or fragments. Transducers
have proven to be very useful for information extraction in the
past [5,10] since they have the ability to deal with web documents
in which there is optional information, information that is dis-
played with different orderings, multi-valued information, and
multiple formats for the same information. What is innovative in
our proposal is that we have explored the idea of using neural
networks to control how transitions take place. This resulted in a
hybrid approach that can easily map the problem of web informa-
tion extraction onto the dataset tables that are common to
standard machine-learning techniques. The decision on why to
focus on neural networks was because they are quite a powerful
machine-learning technique that is characterised by its ability to
find patterns in complex datasets.

The rest of the paper is organised as follows: Section 2 reports
on the details of our proposal; Section 3 reports on our

experimental evaluation, which proves that our proposal outper-
forms other state-of-the art techniques that build on ad hoc
machine-learning techniques; Section 4 concludes our work and
highlights a few future research directions.

2. Description of our proposal

Our proposal builds on using transducers, so we first provide a
formal definition of this concept:

Definition 1. A transducer is a tuple of the form (S, 1i,f, T), where
S is a set of states, i denotes a state in S that is referred to as the
initial state, f denotes a state in S that is referred to as the final
state, and T is a set of transitions of the form (p, n, q), where p and q
denote states in S and n is a neural network that encodes the
conditions required to move from state p to state q.

In the following subsections, we delve into the details regard-
ing how to learn a transducer from a training set and how to run it
on an input web document. The details are illustrated using the
sample web document in Fig. 1. Note that this sample web
document is intentionally simple and that it is fully annotated
since it is intended for illustration purposes only. Our experience
proves that it generally suffices to provide a few annotations of
every possible formatting, like in other state-of-the-art supervised
proposals.

2.1. Learning a transducer

Our proposal relies on learning a transducer from a training set
that consists of annotated web documents. By annotation we refer
to a slot to which the user has assigned an explicit label; by slot we
refer to either a record or an attribute inside a record. We do not
preclude the possibility that an attribute can also be a record since
a transducer can be applied to a whole web document or to a
fragment in that document that was extracted previously by
means of another transducer. For instance, the sample web
document in Fig. 1 has four record annotations (Book) and several
attribute annotations (title, author, price, and isbn).

MAXWELL

FADERSHIP

Price: :_$_5.§8_:

Fig. 1. A sample web document with annotations.
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: learnTransducer( W: set of AnnotatedWebDocument): Transducer

1 = create initial state
[ = create final state

S ={i,f}

for each web document w in W do

for each annotation a in w in increasing order of their offsets do

1
2
3
4.
5: M=0
6.
7
8

S = SU{a,a}

9: if a is the first annotation in w then
10: t = (i,a)
11: M = M U{t— M(t) Ucompute windows of ¢}
12: else
13: b = previous annotation
14: t = (b,a)
15: M = M U {t— M(t)Ucompute windows of ¢}
16: end if
17: if a is the last annotation in w then
18: z = (a,f)
19: M = M U{z — M(z)U compute windows of z}
20: end if
21: v = (a,0a)
22: M = M U{v+— M(v)U compute windows of v}
23: end for
24: end for
25: T=10
26:  for each t in domain M do
27: m = transitions in domain M that have the same source as ¢
28: n = learn a neural network from M (t) union M(m) as negative instances
29: T = T U {(source of t, n,target of t)}
30:  end for

31: return (S,4,f, T)

Fig. 2. Algorithm learnTransducer.

T1 T2 T3 T4 Class T1 T2 T3 T4 Class

On Intelligence <BR/> Author No <BR/> Author : Jeff No
Intelligence <BR/> Author : No Author : Jeff Hawkings No
<BR/> Author : Jeff Yes Jeff Hawkings and No
Emotional Intelligence 2.0 <BR/> No Jeff Hawkings and Sandra Yes
Intelligence 2.0 <BR/> Price No <BR/> Author : Stuart No

Fig. 3. Sample windows tables.

Fig. 2 presents the algorithm that we have devised to learn a
transducer from a set of annotated input documents.

The core of the algorithm is the loop at lines 6-24, which
iterates over the set of input documents; for each such document,
it iterates over its annotations, which must be sorted according to
their offset. The inner loop first adds a couple of states to S (the set
of states of the resulting transducer) for every annotation. We refer
to these states as the positive and the negative states of the
annotation and denote them as a and @, for any given annotation a.
Intuitively, a positive state represents a state in which the transdu-
cer detects the beginning of a slot and prepares to extract its tokens;
similarly, the negative state represents a state in which the
transducer detects the end of a slot and outputs the tokens that

have been extracted so far. S is initialised to the initial and final
states at lines 2-4. In our running example, the set of states includes
Book, Book, title, title, author, author, price, price,
isbn, and isbn, plus the initial and the final states.

We also need connect some states by means of transitions. The
problem is that each transition relies on a neural network that
must be learned from sample data, and we cannot have that
information until we have processed every annotation in every
input web document. To solve this problem, we rely on an
intermediate map to which we refer to as M in our algorithm. M
maps pairs of states onto sets of so-called windows tables; by
window we refer to a subsequence of tokens of an input web
document. Fig. 3 illustrates part of the tables in our running
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Fig. 4. Two sample transducers.

: runTransducer(T: Transducer; F': Fragment): sequence of Slot

s = initial state of T
R =)
e=()

case for all (s,n, q) € T, then n(window(F)) = false:

if s is positive then
e = e+ (firstF)

1
2
3
4:
5:  while F # () and s is not the final state of T' do
6
7
8
9

: end if
10: F =tail F
11: otherwise, there exists (s, n, ¢) € T such that n(window(F)) = true:
12: if s is positive then
13: R =R+ {((s,e))
14: end if
15: s=4q
16: e={)
17: end while
18: return R

Fig. 5. Algorithm runTransducer.

example. The table on the left corresponds to the transition
between states title and title, which occurs every time the
next tokens in the input web document indicate that a title has
just been recognised and thus has to be extracted. A window is a
small subsequence of tokens, from which we learn the neural
networks that help decide when a transition between two states
must occur. The size of the window is a parameter that must be set
beforehand. In our running example, we use four tokens for
illustration purposes only. Similarly, the table on the right corre-
sponds to the transition between states title and author. For
illustration purposes, we use the actual tokens to represent the
previous tables; in our implementation we use a hash of the actual
tokens so that they are numeric and can thus be used to learn a
neural network.

Intuitively, M records the windows table from which the
neural network that corresponds to every transition shall be
learned later. The algorithm proceeds as follows between lines
9 and 22:

1. If the annotation being processed is the first one in an input
web document, then we record that there is a transition from
the initial state to the positive state that corresponds to that
annotation, cf. lines 10-11.

2. If it is not the first annotation, then we record that there is a
transition from the negative state that corresponds to the
previous annotation to the positive state that corresponds to
the annotation being processed, cf. lines 13-15.

3. If it is the last annotation, then we record that there is a
transition from its corresponding negative state to the final
state, cf. lines 18-19.

4. In every case, we record that there is a transition between the
positive and the negative state of the annotation being pro-
cessed, cf. lines 21-22.

For the sake of simplicity, in our pseudocode, we assume that if

M is applied to a pair that has not been recorded previously, then it

returns an empty set.

Once the main loop at lines 6-24 has finished executing,

S contains a positive and a negative state for each type of

annotation in the training set and M maps every pair of states

that must be connected by means of a transition to a windows

table. The loop at lines 26-30 iterates over the domain of map M

and then learns a neural network from those windows tables in

order to create a new transition that is added to set T: line 27

collects the transitions that have the same source as the current

transition t and saves them in m; then, line 28 creates a new table
that contains the table created previously for the current transition

t and the instances inside the tables of the transitions in m as

negative instances; this new table is used to learn a neural

network for the current transition t. Finally, the current transition

and its neural network are stored in the transition set T at line 29.

The idea that lies behind joining the table of the current transition

with the tables of other transitions at lines 27 and 28 is to alleviate

non-determinism, that is, situations in which several transitions
get activated at the same time.
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Once the previous loop finishes, (S,i,f, T) is returned at line 31
as the resulting transducer. Fig. 4 illustrates the two transducers
that our algorithm learns to extract book records and their
attributes, respectively. As usual, the initial state is represented
as a black circle and the final state is represented as a black circle
inside a white circle. Note that we have denoted the neural
networks in the transitions as nq,1n,,...,nyg since we have not
committed to a particular network model in this example. Later,
we provide more details on our experiments using several types of
network models.

2.2. Running a transducer

Once a transducer is learned, it can be run on new web
documents to extract information from them; obviously, the new
documents must be similar to the documents that were used to
learn the transducer or otherwise it shall fail to work. Fig. 5
presents the algorithm that we have devised to run a transducer
on a fragment, which is the name that we use to refer to either a
whole web document or a subsequence of tokens that was
extracted previously by another transducer. The algorithm returns
a sequence of slots, which is represented by means of pairs of the
form (p, t), where p denotes a state and t a sequence of tokens;
intuitively, p gives a label to t.

The core of the algorithm is the loop at lines 5-17, in which it
iterates as long as the fragment is not empty and the current state
is not the final state. There are two cases in each state, namely:

1. None of the transitions from the current state, s, can be
executed (lines 6-10 ); that is, the neural networks that are
associated with the outgoing transitions from state s return
false on the current window of tokens from the input fragment,
F. In this case, if the current state is positive, then we need add
the first token in F to e, which is a temporary variable in which
we accumulate the tokens that shall later be extracted when
we reach the corresponding negative state. Furthermore, we
then discard the current input token so that we can analyse the
tail of the input fragment.

2. Otherwise, there is a transition (s,n,q) that allows us to move
from the current state, s, to a new state q (lines 11-16 ); that is,
the neural network that is associated with that transition, n,
returns true when applied to the next window of tokens from the
input fragment. In this case, if the current state is a positive state,
then we need to add a new pair to variable R, which records the
result of running the transducer; this pair consists of the current
state, which provides a label, and the sequence of tokens that we
have accumulated so far in variable e. Furthermore, we change
the current state to g and reset e to an empty sequence.

Table 1
Experimental results.

Summary MLP VP RBFN SoftMealy RoadRunner FiVaTech

Site P R F1 P R F1 P R F1 P R F1 P R F1 P R F1
Mean 095 096 096 054 042 046 094 095 094 084 061 065 049 054 050 079 090 0.82
Standard deviation 0.09 007 008 019 012 014 006 004 005 014 033 030 044 046 044 019 013 014
www.abebooks.com 068 077 072 064 044 052 084 091 087 087 058 069 - - - 092 099 0.95
www.awesomebooks.com 053 064 058 047 038 041 095 093 093 100 039 056 100 1.00 1.00 085 1.00 091
www.betterworldbooks.com 092 095 093 054 037 043 095 094 094 098 099 098 000 000 0.00 099 096 097
www.manybooks.net 1.00 100 100 055 053 054 100 100 1.00 099 099 099 - - - 0.77 097 0.85
www.waterstones.com 099 099 099 063 048 054 098 098 097 100 1.00 1.00 100 089 094 100 094 097
www.autotrader.com 098 098 097 025 035 029 09 097 096 089 087 087 000 0.00 0.00 - - -
WWW.carmax.com 1.00 1.00 100 025 027 025 100 100 100 089 089 089 000 0.00 000 045 0.89 059
www.carzone.ie 099 099 099 013 012 012 095 095 094 092 0.02 004 000 000 0.00 092 100 095
www.classiccarsforsale.co.uk 091 093 091 018 019 018 091 094 092 090 090 0.89 000 0.00 000 - - -
events.linkedin.com 099 100 099 073 039 050 08 092 088 087 055 067 - - - - - -
www.allconferences.com 1.00 100 100 069 050 058 099 099 099 099 025 040 084 090 086 084 090 0.86
www.mbendi.com 1.00 1.00 100 070 057 062 094 097 095 060 060 060 090 1.00 094 090 1.00 094
www.netlib.org 090 094 091 068 046 054 098 098 097 087 044 058 039 050 043 039 050 043
www.rdlearning.org.uk 1.00 100 099 079 040 053 098 098 098 052 039 044 099 0.79 087 099 079 0.87
doctor.webmd.com 099 099 098 074 050 059 100 100 100 086 045 059 000 000 0.00 0.77 100 087
extapps.ama-assn.org 1.00 100 1.00 067 042 051 090 095 092 079 039 052 - - - - - -
www.dentists.com 1.00 1.00 100 062 055 058 09 093 091 061 061 060 1.00 1.00 100 056 0.99 0.71
www.drscore.com 094 096 095 077 050 060 094 097 095 091 0.87 088 100 100 1.00 0.78 100 087
www.steadyhealth.com 099 098 098 074 069 071 099 098 098 075 025 037 000 000 0.00 083 083 0383
careers.insightintodiversity.com 098 098 098 060 044 050 096 098 096 057 047 051 070 070 070 100 074 0.85
www.4jobs.com 088 093 090 059 028 038 094 094 093 045 025 032 000 0.00 0.00 - - -
www.6figurejobs.com 099 100 099 068 039 049 099 099 099 075 000 000 100 1.00 1.00 100 098 0.98
www.careerbuilder.com 099 099 099 079 070 074 094 088 090 075 000 0.00 000 000 0.00 080 083 0381
www.jobofmine.com 1.00 1.00 100 068 043 052 098 097 097 075 003 006 086 100 092 - - -
www.albaniam.com 095 093 093 044 033 037 094 093 093 08 040 054 081 1.00 0.89 082 081 0.81
www.allmovie.com 1.00 099 099 041 041 041 098 097 097 093 029 043 027 030 028 079 074 0.76
www.citwf.com 091 093 091 043 034 037 092 093 092 092 072 080 100 1.00 1.00 100 1.00 1.00
www.disneymovieslist.com 097 097 096 053 043 047 097 097 097 097 097 096 000 000 0.00 071 067 0.69
www.imdb.com 098 098 097 058 043 049 093 093 092 088 085 086 000 0.00 000 - - -
www.soulfilms.com 096 096 096 037 036 036 095 09 095 099 095 096 000 000 0.00 059 1.00 0.74
realestate.yahoo.com 1.00 100 100 063 035 044 082 087 084 100 100 100 0.77 097 085 077 097 0.85
www.homes.com 095 095 095 067 043 052 088 092 089 080 079 079 - - - - - -
www.remax.com 099 100 099 067 041 051 077 087 081 084 084 084 077 099 086 077 099 0.86
www.trulia.com 1.00 100 100 062 062 061 08 092 089 088 092 090 - - - - - -
baseball.playerprofiles.com 098 097 097 059 039 047 098 098 098 083 013 022 036 099 052 036 099 0.52
en.uefa.com 099 099 099 041 051 045 1.00 1.00 100 1.00 1.00 100 - - - - - -
www.atpworldtour.com 094 096 094 029 037 032 09 094 095 094 094 094 099 088 093 099 088 093
www.nfl.com 098 099 098 028 030 029 097 099 098 071 071 071 053 081 064 053 081 064
www.soccerbase.com 097 098 097 017 025 019 087 091 088 089 089 088 - - - - - -
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Note that an alternative to the algorithm runTransducer pre-
sented in Fig. 5 is to devise a recursive algorithm that tries every
outgoing transition at each state until reaching the final state in
the transducer or the input fragment is exhausted. We have
chosen the current implementation since, according to our experi-
mental results, the recursive implementation of this algorithm did
not achieve significant improvements; that proves that the tech-
nique used to learn a transition in the context of the others works
quite effectively to alleviate non-determinism.

To illustrate how the algorithm works, we use the following
sample fragment, which represents the initial tokens of a sample
book record:

|<IMG> | Title | : | Emotional | Intelligence | <BR/> |Author| : | Al |

1 2 3 4 5 6 7 8 9
L A It J
Y Y Y

i title title

author

and the transducer at the bottom of Fig. 4. It starts running at
the initial state i, where it analyses the first window of the
input fragment: ((IMG), Title,:, Emotional) (recall that we are
using four tokens in our running example). For illustration
purposes, we may safely assume that neural network ns, which
controls the transition between the initial state and state title,
returns false, which indicates that the window being analysed does
not activate this transition. Since the initial state is not a positive
state, then the input fragment is deprived of its first token and
the process is repeated again. No transition shall be activated until
the transducer reaches window (Emotional,Intelligence,
(BR/), Author), which delimits the beginning of a title. Then we
can assume that neural network ns returns true, which causes the
current state to shift to title, but note that the fragment being
analysed remains the same. In other words, we shall re-analyse it
in state title; in this case, we can assume that neural network ng
shall not return true until the transducer reaches window
{(BR/),Author,:,Al), in which a transition to state title occurs;
since this transition happens from a positive to a negative state,
that implies that the tokens in between are returned by the
transducer using the positive state as a label, i.e. it returns
(title,(Emotional, Intelligence)).

Table 2
Statistical ranking.

3. Experimental results

In this section, we present the results of the experiments we
have carried out to compare our proposal to other techniques in
the literature from an empirical point of view. We first describe
our experimentation environment and then present our results
and analyse them statistically.

3.1. Experimentation environment

We have developed a Java 1.7 prototype of our proposal using the
CEDAR framework [25]. We performed a series of experiments on a
virtual computer that runs on our University Cloud infrastructure; it
was equipped with a four-threaded Intel Core i7 processor that ran at
2.93 GHz, had 4 GiB of RAM, Windows 7 Pro 64-bit, Oracle’s Java
Development Kit 1.7.0_02, and Weka 3.6.8. The configuration para-
meters of the Java Virtual Machine were set to their default values.
The size of the windows in our algorithms was set to 10 tokens. Note
that 10 tokens is not a universal value; there are web sites in our
experiments for which three tokens is sufficient to recognise when
an information slot starts, but 10 is a size that, according to our
experiments, is a good threshold; using less tokens had a negative
impact on the average effectiveness on our datasets, and adding
more tokens did not contribute to improving it significantly.

We performed our experiments on a collection of 39 datasets
that provide a total of 1170 web documents that were gathered
from 39 real-world web sites. It contains datasets on books, cars,
conferences, doctors, jobs, movies, real estates, and sports. These
categories were randomly sampled from The Open Directory sub-
categories, and the web sites inside each category were randomly
selected from the 100 best ranked web sites between December
2010 and March 2011 according to Google’s search engine. We
downloaded 30 web documents from each web site and hand-
crafted a set of annotations with the slots that we would like to
extract from each document. We fully annotated every document
so that we could compute precision and recall. In general, the
same results may be achieved by annotating just a few samples;
for instance, in documents with several records, it generally
suffices to annotate the first record, the last record and a record
in the middle for the technique to learn a good transducer. The

Measure Sample ranking Iman-Davenport’s test Hommel's test Statistical ranking
Technique Rank P-value P-value RBFN VP SoftMealy RoadRunner FiVaTech Technique Rank
P MLP 1.90 6.66E-16 MLP 0.250 2.92E-14 4.48E-03 5.62E-10 0.000 MLP 1
RBFN 237 RBFN 1
FT 3.13 FiVaTech 2
SM 4.15 SoftMealy 2
RR 4.45 RoadRunner 2
VP 5.00 VP 2
R MLP 1.86 0.00E+00 MLP 0.226 2.53E-15 3.58E-08 1.30E-07 0.024 MLP 1
RBFN 2.32 RBFN 1
FT 3.22 FiVaTech 1
RR 4.00 RoadRunner 2
SM 4,55 SoftMealy 2
VP 5.05 VP 2
F1 MLP 1.65 2.22E-16 MLP 0.364 1.19E-15 1.52E-06 1.11E-10 8.80E-05 MLP 1
RBFN 212 RBFN 1
FT 3.42 FiVaTech 2
RR 440 RoadRunner 2
SM 4.46 SoftMealy 2
VP 4.95 VP 2
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cases in which this does not suffice are cases in which records are
displayed using alternate formattings; in such cases, the user must
annotate at least one example of every possible formatting. The
results regarding precision and recall were calculated using 10-
fold cross validation.

We searched the Web and asked the authors of other proposals
for implementations of their techniques to compare them with
ours. Unfortunately, we only managed to get three techniques,
namely: SoftMealy [10], RoadRunner [7], and FiVaTech [11]. We
compared the effectiveness of these techniques to our proposal
using three different neural networks, namely: Multi-Layer Per-
ceptron (MLP), Voted Perceptron (VP), and Radial Basis Function
Network (RBFN). We used the default Weka configuration for each
kind of network.

3.2. Experimental results

We ran our proposal (using MLP, VP, and RBFN), SoftMealy,
RoadRunner, and FiVaTech on our datasets in order to learn
extraction rules. Then, we measured the standard effectiveness
measures (precision, recall, and the F1 measure). Since we hand-
crafted annotations for every web document in our datasets, we
could easily compare the extracted slots by each of the supervised
techniques to the annotated samples and calculate the number of
true positives (tp), false negatives (fnn), and false positives (fp). This
allowed us to compute precision as P=tp/(tp+fp), recall as
R=tp/(tp+fn), and the F1 measure as F1 = 2PR/(P+R). In the case
of RoadRunner and FiVaTech, which are unsupervised, we com-
pared each group of extracted slots to the annotations we
handcrafted and considered the group that achieves the highest
F1 measure as the correct group.

Table 1 reports on the results of our experiments. The columns
report on the web site from which the web documents were
downloaded, precision (P), recall (R), and the F1 measure (F1) for
each technique. The first two rows provide a summary of these
measures in terms of mean values and standard deviations. A dash
in a cell means that the corresponding technique was not able to
learn an extraction rule in 15 CPU minutes. Note that the results
seem to suggest that our proposal performs better than the other
state-of-the-art techniques, which is an experimental confirma-
tion that our hybrid approach based on transducers and neural
networks is quite appealing to extract information from semi-
structured web documents.

Unfortunately, there are a few cases in which our technique
does not perform well. We have analysed these cases and we have
characterised them as follows:

® Datasets in which the number of training data for a certain
transition is too small: the transducer learned by our technique
should have at least one example for each possible transition.
Since we performed cross-validation, the small number of
training data for some transitions in some datasets has
decreased the efficiency in some cases, i.e., these special cases
appeared in the test set but not in the training set during cross
validation, which had an impact on the result.

® In the cases in which the tokens that appear before different
attributes are similar, i.e.,, they are encoded identically in the
windows tables. This, has generated ambiguities while choosing
the next transition, and reduced the effectiveness in some cases.

3.3. Statistical analysis

To confirm that the conclusions we have drawn from our
empirical evaluation are valid, we need to perform a statistical
analysis [23], which consists in performing a statistical ranking
regarding the effectiveness measures.

The first step is to determine if the evaluation results are normally
distributed and have equal variances; in such a case we must
perform a parametrical analysis; otherwise, we would perform a
non-parametrical analysis. We have conducted a Shapiro-Wilk test at
the standard significance level @ = 0.05 on every measure and we
have found out that none of them behave normally. As a conclusion,
we have performed a non-parametric analysis, which consists of the
following steps: (i) compute the rank of each technique from the
experimental data; (ii) determine if the differences in ranks are
significant or not using Iman-Davenport’s test; (iii) if the differences
are significant, then use Hommel's test to compare the best-ranking
technique to the others in order to find out which ones rank equal
and which ones do not.

Table 2 presents the results of the statistical analysis. Note that
the P-value of Iman-Davenport’s statistic is nearly zero in every
case, which is a strong indication that there are statistically
significant differences in the ranks we have computed from our
experiments. It then proceeds to rank the techniques using
Hommel’s test. For the sake of readability, we also provide an
explicit ranking in the last column. Note that the MLP and RBFN
variations of our proposal rank the first regarding every effective-
ness measure. As a conclusion, our experiments prove that there is
enough statistical evidence to conclude that if we use MLP or RBFN
with our proposal, we can outperform the other techniques.

4. Conclusions

In this paper, we have presented a new class of transducers for
web information extraction. It is a hybrid approach that combines a
transducer that represents the structure of the information to be
extracted and neural networks that model the conditions that allow
the transducer to move from one state to another. We have
implemented three variations of our proposal that build on Multi-
Layer Perceptrons, Voted Perceptrons, and Radial Basis Function
Networks. We have evaluated them empirically on a large collection
of actual web documents, and we have found out that it outperforms
three-state of the art techniques in the literature that build on ad hoc
machine-learning techniques. Our results are very promising since,
as far as we know, hybridising transducers and neural networks to
implement web information extractors has been an unexplored field
so far. In future, we plan on extending our results to explore how to
combine different standard machine-learning techniques in order to
improve the effectiveness of our transducers.
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