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Abstract

Small-sample classification is a challenging problem in computer vision. In this

work, we show how to e�ciently and e↵ectively utilize semantic information

of the annotations to improve the performance of small-sample classification.

First, we propose an image-text dual neural network to improve the classifi-

cation performance on small-sample datasets. The proposed model consists of

two sub-models, an image classification model and a text classification model.

After training the sub-models separately, we design a novel method to fuse

the two sub-models rather than simply combine their results. Our image-text

dual neural network aims to utilize the text information to overcome the train-

ing problem of deep models on small-sample datasets. Then, we propose to

incorporate a decision strategy into the image-text dual neural network to fur-

ther improve the performance of our original model on few-shot datasets. To

demonstrate the e↵ectiveness of the proposed models, we conduct experiments

on the LabelMe and UIUC-Sports datasets. Experimental results show that our

method is superior to other models.

IThis paper was presented in part at the CCF Chinese Conference on Computer Vision,
Tianjin, 2017. This papaer was recommended by the program committee.

⇤Corresponding author
Email addresses: mazhanyu@bupt.edu.cn (Zhanyu Ma), lixiaoxu@lut.cn (Xiaoxu Li)

Preprint submitted to Journal of LATEX Templates August 24, 2018



Keywords: Small-sample image classification, few-shot, ensemble learning,

deep convolutional neural network

1. Introduction

With the wide use of the Internet, the amount of image data on the net-

work is increasing dramatically. How to retrieve and understand the image

data correctly is a hot but di�cult problem in computer vision. Recently, with

the development of deep learning, learning and extracting semantic information

from massive images by using convolutional neural network provides an e↵ec-

tive approach to image understanding. However, such an approach requires a

large amount of trainging data, while in many applications, there is only a small

amount of labeled data, e.g., in the LabelMe dataset [1] and the UIUC-Sports

dataset [2]. These two datasets consist of 8 classes. Each class has less than 326

images. The total numbers of images in the two datasets are much smaller than

those of other image datasets, such as Flickr [3] or MS COCO [4], which are

frequently used in many image classification tasks. However, adding annota-

tions to data will cost a lot of manual work. In addition, manual image tagging

is very unstable, easy to get subjective and individual tagging errors. There-

fore, how to achieve good classification performance on small-sample datasets

is an important problem computer vision. Moreover, how to learn semantic

information from a small amount of labeled samples, among others, is one strik-

ing challenge. Motivated by this observation, we aim to study image semantic

learning on small-sample datasets.

Topic model-based methods have been a focus for learning semantic features[5,

6, 7, 8, 9, 10, 11, 12, 13, 14]. A topic model refers to a statistical model that

discovers or learns abstract topics of documents, which originates from natural

language processing (NLP) [8, 9]. In recent years, with the fast developing of

neural network research, the research about neural topic model, which is the

topic model based on neural network [6], and image classification based on the

neural topic model has been proposed [5, 6, 10]
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Larochelle et al. proposed a model named Document Neural Autoregressive

Distribution Estimator (DocNADE) [10], which can obtain good topic features.

The model assumes that the generation of each word is only associated with

the words that generated before it, and the document is the product of a set

of conditional probabilities, which is generated by a feedforward neural net-

work. This method models the relationship between words and the calculation

of latent variables does not require complex approximate reasoning as other

probabilities generation models. Zheng et al. presented the SupDocNADE, a

shallow model based on the DocNADE [5, 6]. The model got 83.43% accuracy

on the LabelMe dataset and 77.29% accuracy on the UIUC-Sports dataset [5, 6].

Recently, there has been remarkable progress in the direction under big data

with the development of deep learning. AlexNet trained on ImageNet obtained

perfect performance for image classificaton [15]. Zhou et al. [16] proposed a

method of extracting features trained on the Places dataset. The model is sim-

ilar to AlexNet, and got perfect performance on several datasets. Zisserman

et al. proposed VGG-Net [17], which achieved the first place on the localiza-

tion task of ILSVR and the second place on the classification task of ILSVR.

However, the models mentioned above are all deep models. Since deep models

have a large number of parameters needed to be trained, the models cannot be

trained adequately on small-sample datasets, and thus, the performance will be

constrained. To tackle this problem, we utilize the annotations to learn deep

semantic features of the images and improve the performance of image classifi-

cation on small-sample datasets.

In recent methods, e.g. SupDocNADE, Fu-L, Mv-sLDA[5, 6, 10, 18, 19, 20],

there are two ways to learn the connections between images and the correspond-

ing annotations. One was to input the joint features of images and annotations

into one classification model [19, 11, 12, 13, 21, 22, 23, 24, 25], the other was to

input the features of images and annotations to di↵erent classification models

separately[20, 18]. In the existing methods, the classification models on small-

sample datasets mostly utilize traditional non-deep models. This is because

the deep models cannot be trained reliably on small-sample datasets. Hence,
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we propose an image-text dual neural network in order to utilize the semantic

information of the annotations to overcome the insu�cient training problem.

By compared with some recently proposed methods, we find that our semantic

information can achieve significant improvement in terms of image classification

accuracy.

To tackle the challenges, we decompose the problem of image classification

into two manageable sub-problems in the prior CCCV paper: an image classi-

fication problem and a text classification problem, where the text is from the

image annotations. An image classification model is trained on the given images,

and a text classification model is built on the annotations of given images. On

top of the two classification models, we introduce a fusion process to learn the

connections between the two sub-models. To get better performance on few-shot

datasets, we futher propose a novel decision strategy and build the image-text

dual neural network with the decision strategy based on the conference version.

The main contribution of our paper is to propose a new image-text dual neu-

ral network with decision strategy. The model utilizes two models to learn image

and text features separately and fuse results of the two models in the end. Our

model can utilize the semantic information to improve the performance of image

classification model. Compared with some existing models for image classifica-

tion on small-sample datasets, our model achieves the best performance in terms

of classification accuracy on the LabelMe dataset and the UIUC-Sports dataset

[5, 6, 1, 2]. Our model achieves 97.75% classification accuracy on the LabelMe

dataset [1] and 99.51% classification accuracy on the UIUC-Sports dataset [10].

Moreover, our model can also save computational resources significantly. Then,

we propose to incorporate a decision strategy into the original image-text dual

neural network to further improve the model performance on few-shot datasets

[26].
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2. Image-text Dual Neural Network with Decision Strategy

In this section, we describe our new image-text dual neural network, which

is inspired by DocNADE [5, 6] to learn jointly from multimodal data.

Figure 1: Illustration of the image-text dual neural network. Images and annotations are

trained separately. On top of the two classification models, we add another fusion processing

to merge results of the two models. To learn the connections between the two models, we

propose a method in the fusion process.

2.1. Image-text Dual Neural Network

In order to utilize the semantic information of the annotations to improve

the performance of image classification model, we first propose a simple yet

e↵ective image-text dual neural network. It decomposes image classification

into two manageable sub-models.

Image Model. It is an end-to-end neural network fine-tuned by VGG16 [17],

which gives the classification results of images.

Text Model. It is an end-to-end neural network as well, which gives the classi-

fication results of annotations.
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Then, we propose a method to fuse the classification results of images and

annotations of images to predict the final class of the input images. The archi-

tecture of the proposed image-text dual neural network is shown in Fig.1.

2.1.1. Image Model

Instead of simply joining the image features and the annotations features as

input of one model, we train two models separately. We use transfer learning

[27] to build the models. Transfer learning allows to utilize known relevant tasks

to slove new unknown tasks. We use VGG16 [17] as the pre-trained model and

fine-tune the model on our pre-processed datasets [1, 2]. The structure of our

image model is shown in Fig.2.

Figure 2: Illustration of image model. We take only the convolutional layers of VGG16 and

drop the FC layers. On top of the convolutional layers, we add two FC layers. When

fine-tune the model, we freeze the first four convolution blocks and fine-tune the fifth

convolution block and new FC layers.

Implementation details. The model consists of five convolutional blocks and

two full-connected (FC) layers. The convolutional blocks consist of 3⇥3 stride 1

convolutions and ReLU. Between two convolutional blocks, there is 2⇥2 stride 2

maxpooling. The stack of convolutional layers is followed by two FC layers: the

first contains 512 channels, and the second is a soft-max layer with 8 channels

(one for each class).

2.1.2. Text Model

To learn the semantic information of the annotations, we build a text clas-

sification model consisting of three FC layers as shown in Fig.3. There are
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many ways to build word embedding. We applied the word2vec [28, 29] and

bag of words model to build the text vectors. The two methods work well in

text classification tasks. Considering redundant information of text features

for classification, we further use PCA [30] to reduce the word vectors to lower

dimensions.

Figure 3: Illustration of text model.

Implementation details. The model consists of three FC layers: the first contains

64 channels, the second contains 512 channels, and the third is a soft-max layer

with 8 channels (one for each class).

2.1.3. Fusion Models

Given data (v, t) containing images v, and text annotations t. We get the

output P

img

(v) of soft-max layer of the image model and the output P

text

(t)

of soft-max layer of the text model. P

img

(v) and P

text

(t) are both of eight

dimensions. Each of the dimensions represents the probability of the sample

belongs to a specific class. The final result c
final

is predicted by merging results

of the two models. A simple way of fusion is to add results of the two sub-

models together. However this fusion strategy cannot get good results. We

further propose a method to combine the results of the two models as shown

in (1), where � is a regularization parameter that controls the balance between

the two sub-models. The range of values of � is between 0 to 1.

c

final

= max

c

[�P
img

(v) + (1� �)P
text

(t)]. (1)

2.2. Image-text Dual Neural Network with Decision Strategy

Although our original image-text dual neural network has achieved better

performance than the other models as reported in our pervious work [31], here
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we incorporate it with a decision strategy to further improve the performance

of the original model.

By analyzing the annotations, we find that many annotations of images are

not discriminative, e.g. sky, trees, people, athlete and so on. These words

could appear in every class and have no help for classification task. If an image

only has the indiscriminative words, the text classifier cannot get the correct

classification result. Therefore, we add a decision strategy after the fusion. If

the image annotations are all indiscriminative, we will directly use the result of

image model and neglect the result of text model. With this decision strategy,

the semantic information of the annotations can be used selectively to ensure

high performance.

Given data (v, t), we define a compatibility function f : v ⇥ t ! [0, 1] that

uses features ✓(v) for images and '(t) for annotations after removing the indis-

criminative words [32]:

f(v, t) = f(✓(v)T'(t)) =

8
><

>:

0, if ✓(v)T'(t) = 0,

1, if ✓(v)T'(t) 6= 0.
(2)

We then formulate the predicted class as follows:

c

⇤
final

= max

c

[�P
img

(c) + f(v, t)(1� �)P
text

(c)]. (3)

3. Experiment Results and Discussions

In this section, we compare the performance of our model with the other

models for image classification on small-sample datasets. Specifically, we first

test our original image-text dual neural network [31] to learn from multimodal

data on two real-world datasets: the LabelMe dataset and the UIUC-Sports

dataset [1, 2] which are widely used in the image classification tasks. Then we

futher test our original image-text dual neural network and our image-text dual

neural network with decision strategy on few-shot datasets.
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3.1. Experiments for our Original Image-text Dual Neural Network

To evaluate the proposed image-text dual neural network, we conduct ex-

tensive quantitative and qualitative evaluations on the LabelMe and the UIUC-

Sports datasets [1, 2]. The two datasets contain image annotations and are

popular classification benchmarks. We provide a quantitative comparison be-

tween SupDocNADE, Fu-L, Mv-sLDA [5, 6, 18] and our original image-text dual

neural network. We use the average classification accuracy of the five subsets

to measure the performance of image classification.

3.1.1. Datasets

The LabelMe dataset [1] has eight classes: coast, forest, highway, inside city,

open country, street, and tall building. For each class in one of our subsets, 200

images are randomly selected and split evenly into the training and test sets,

yielding 1600 images.

The UIUC-Sports dataset [2] contains 1792 images, classified into eight

classes. Each subset we constructed consists of 1720 images: badminton (300

images), bocce (130 images), croquet (300 images), polo (190 images), rock-

climbing (190 images), rowing (250 images), sailing (180 images), and snow-

boarding (190 images). The images are randomly selected and split evenly into

the training and test sets.

Following Li et al. [18], we randomly extract five subsets of the LabelMe

dataset [1] and five subsets of the UIUC-Sports dataset [2].

3.1.2. Performance Analysis

In this section, we analyze our proposed dual model on the LabelMe dataset

[1] and the UIUC-Sports dataset [2] with baseline models, as shown in Fig.4.

The average image classification accuracy of our single image model on the

LabelMe dataset [1] is 80.9% and on the UIUC-Sports dataset[2] is 70.7%. Our

single image model also can get better performance than single the image clas-

sification model in Fu-L and Mv-sLDA [18] for the reason that we adopt deep

learning to slove the task.
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Figure 4: The vertical axis presents the classification accuracy and the horizontal axis

represents the value of the weight � in (1).

We use word2vec [28, 29] and bag of words to build text vectors. However,

word2vec [28, 29] in our task does not have good performance. The reason is

that word2vec fits for sentences but not for separate words. Furthermore, with

only less than 1000 words in total, neural network cannot get a good word2vec

embedding. In our work, we choose the bag of words model to build the text

vectors. We further use PCA [30] to reduce word vectors to lower dimensions

for removing useless information for classification task. The average text clas-

sification accuracy on the LabelMe dataset without PCA [30] is 95.13%. The

accuracy is 94.73% after reducing to 480 dimensions with PCA. The accuracy

is 93.78% after reducing to 240 dimensions. The model without PCA is always

higher than the model with PCA [30]. This is due to the fact that the dimen-

sion of the original vectors is not high for the neural model to train and without

much redundant information for classification. Therefore, better result can be

obtained without dimension reduction. The average text classification accuracy

on the UIUC-Sports dataset [2] without PCA [30] is 99.35%. The aforemen-

tioned text classification model also can get better performance than the text

classification models in Fu-L and Mv-sLDA [18].

Figure 4 also shows the trend of image classification accuracy with di↵erent

values of �. When � is 0, the model is the single text classification model.

When � is 1, the model is the single image classification model. When � is 0.5,

the model has the same result with simply combining the two sub-models. The
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better performance of the model can be obtained when � falls in [0.4, 0.5] on the

LabelMe dataset and can be obtained when � falls in [0.2, 0.3] on the UIUC-

Sports dataset. As illustrated in Fig. 4, the dual model achieves significant

improvement than the single models. It exhibits that our original image-text

dual neural network is reliably e↵ective. These experimental results demonstrate

that the proposed dual model can overcome the insu�cient training of deep

models on small-sample datasets. The idea that utilizing semantic information

of the image annotations to improve the capability of the image classification

model is proved to be feasible. In addition, the accuracy of the dual model

drops rapidly when � is equal or greater than 0.5 verifies the e↵ectiveness of our

proposed fusing method.

Table 1: Performance comparison of our original deep image-texet dual neural network

between di↵erent setting on the LabelMe dataset.

Model Accuracy(average)% Accuracy(max)%

Our model (� = 0.40) 97.65 98.25

Our model (� = 0.42) 97.63 98.25

Our model (� = 0.44) 97.65 98.25

Our model (� = 0.46) 97.75 98.25

Our model (� = 0.48) 97.75 98.13

Our model (� = 0.50) 88.35 90.63

From Table 1 and Table 2, we can conclude that the proposed original image-

text dual neural network can get the highest image classification accuracy on

the LabelMe dataset when � is 0.46 and on the UIUC-Sports dataset when � is

0.26.

3.1.3. Experiment Results

In this section, we describe quantitative comparison between our original

image-text dual neural network and other methods. The classification results

11



Table 2: Performance comparison of our original image-text dual neural network

between di↵erent settings on the UIUC-Sports.

Model Accuracy(average)% Accuracy(max)%

Our model (� = 0.20) 99.48 99.76

Our model (� = 0.22) 99.48 99.76

Our model (� = 0.24) 99.48 99.76

Our model (� = 0.26) 99.51 99.76

Our model (� = 0.28) 99.48 99.76

Our model (� = 0.30) 99.46 99.76

are illustrated in Table 3. Our original model obtains an accuracy of 97.75%

on the LabelMe [1] dataset and 99.51% on the UIUC-Sports dataset. This is

significantly superior to performance of other models on the two datasets, as

shown in Table 3.

We compare the proposed image-text dual neural network with the SupDoc-

NADE [5, 6], which uses the image-text joint embedding during training and

inputs images only during the test stage. Since using the code published by

the authors cannot get the accuracy reported in the papers, we compare di-

rectly with the results reported in the corresponding papers [5, 6].The reported

accuracy is 83.43% on the LabelMe dataset and 77.29% on the UIUC-Sports

dataset for SupDocNADE [5, 6], which is lower than our image-text dual neu-

ral network as shown in Table 3. Therefore, we can conclude that training

the image and text separately can yield better results. In addition, the max

iteration number for training SupDocNADE [5, 6] is 3000. Our image model

only needs 350 epochs to train at most, 100 epochs to fine-tune, and the text

model also only needs 100 epochs at most, as the number of parameters of our

model is less than that of SupDocNADE. Moreover, the two sub-models can be

trained parallelly at the same time. Our single image model’s accuracy is lower

than SupDocNADE because deep models have the insu�cient training problem
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and the single image model do not utilize the annotations. In conlusion, the

final results show that our model can learn the semantic information of annota-

tions better and overcome the insu�cient training problem of deep models on

small-sample datasets.

Table 3: Performance comparison of di↵erent models.

Datasets SupDocNADE Fu-L Mv-sLDA Our model

LabelMe 83.43% 82.3% 92.2% 97.75%

UIUC-Sports 77.29% 84.1% 99.0% 99.51%

We also compare the proposed model with existing methods requiring both

images and annotations during the test stage, i.e., Fu-L and Mv-sLDA [18].

Fu-L and Mv-sLDA all utilize traditional non-deep learning [18]. The structure

of Fu-L is similar to our model. Fu-L builds two separate traditional models

for image and text. Then Fu-L utilizes the third model to fuse the two models.

Mv-sLDA also trains the image model and the text model separately, and then

fuses the results of the two models. As shown in Table 3, our model achieves

the best performance in terms of image classification, due to the deep models

we adopted.

3.2. Experiments for our Image-text Dual Neural Network with Decision Strat-

egy

We now test the performance of our image-text dual neural network with

decision strategy. In this section, we will show that our image-text dual neural

network with decision strategy achieves better performance than our original

image-text dual neural network on small-sample datasets, and it also can achieve

good perfoemance on few-shot datasets.

3.2.1. Datasets

To test the ability of our original model and the proposed decision strategy,

we measure their performance on few-shot data. We treat our original model
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as the baseline method and test on reduced datasets with only 10, 20, and 40

images in the training sets and keep the test sets unchanged. For each number of

images in the training set, we randomly extract twenty subsets from the whole

datasets and use the average classification accuracy over the twenty subsets.

3.2.2. Experimental Results

The classification results are illustrated in Table 4. We observe the image-

text dual neural network with decision strategy outperforms the original model.

From Fig.5, we can also observe the improvement obviously. Furthermore, we

can conclude that the classification accuracy of 10-shot, 20-shot, 40-shot im-

proves with the number of images in the training set. We can conclude that our

model not only can get good results on small-sample datasets, but also can apply

to large amount of data. In the following paper, we call the original image-text

dual neural network without the decision strategy as our model, and call the

image-text dual neural network with the decision strategy as our model⇤.

Table 4: Performance comparison on LabelMe and UIUC-Sports datasets. Our model

presents the original image-text dual neural network, and our model⇤ presents the

image-text dual neural network with decision strategy.

10-shot 20-shot 40-shot All

LabelMe

Our model 86.93% 88.73% 91.28% 92.33%

Our model⇤ 89.80% 92.65% 94.39% 96.36%

UIUC

Our model 82.88% 83.10% 84.14% 99.35%

Our model⇤ 85.20% 85.48% 85.98% 99.97%

To further demonstrate these improved results are not obtained by chance,

we do the Paired t-Test . We use p-values of the Paired t-Test of image clas-

sification accuracies obtained by models to evluate if the two given methods

have significant di↵erence. The p-values between our original model and our

improved model are listed in Table 5. In the table of hypothesis testing results,
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Figure 5: Comparison of accuracies obtained by our model and our model⇤ via box plot on

the LabelMe and UIUC-Sports datasets. The blue boxes are obtained by our model, and the

red boxes are obtained by our model⇤. The central mark is the median, and the edges of the

box are the 25th and 75th percentiles. The outliers are marked individually.

Table 5: P-values of the Paired t-Test between our model and our model⇤

on di↵erent datasets.

10-shot 20-shot 40-shot All

LabelMe *** *** *** ***

UIUC-Sports *** *** *** ***

instead of showing the exact p-values, we use “The * methods: * means p-value

 0.05; ** means p-value  0.01; *** means p-value  0.001.” All the p-

values bewteen the original image-text dual neural network and the image-text

dual neural network with decision strategy are smaller than 0.05, where 0.05 is

the significant level. Therefore, our original model has statistically significant

di↵erent performance from the image-text dual neural network with decision

strategy. Morever, as shown in Table 6 and Table 7, the results of the Paired

t-Test of the same model between di↵erent reduced sets and the whole set also

show statistically significant di↵erence. These results further prove the model

performance.
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Table 6: P-values of the Paired t-Test of accuracies obtained by our model and our model⇤

between di↵erent reduced sets and the whole set on the LabelMe dataset.

Our model 10-shot 20-shot 40-shot All

10-shot - * *** ***

20-shot * - ** ***

40-shot *** ** - *

All *** *** * -

Our model⇤ 10-shot 20-shot 40-shot All

10-shot - *** *** ***

20-shot *** - *** ***

40-shot *** *** - ***

All *** *** *** -

Table 7: P-values of the Paired t-Test of accuracies obtained by our model and our model⇤

between di↵erent reduced sets and the whole set on the UIUC-Sports dataset.

Our model 10-shot 20-shot 40-shot All

10-shot - * *** ***

20-shot * - *** ***

40-shot *** *** - ***

All *** *** *** -

Our model⇤ 10-shot 20-shot 40-shot All

10-shot - * *** ***

20-shot * - *** ***

40-shot *** *** - ***

All *** *** *** -

16



4. Conclusions

In this paper, we propose an image-text dual neural network for small-sample

image classification. The proposed method decomposes the image classification

model into two manageable sub-models, i.e., an image classification model and

a text classification model. Furthermore, we propose a method to fuse the

two sub-models. Finally, we propose a decision strategy to improve the model

performance. Extensive quantitative and qualitative results demonstrate the

e↵ectiveness of our proposed model and the decision strategy. Compared with

some existing models, our method can better incorporate the semantic informa-

tion of the annotations, and thus can get higher image classification accuracy.

Moreover, our image-text dual neural network needs fewer epochs to train be-

cause it contains fewer parameters. In our work, the two sub-models can be

trained at the same time, which also contributes to saving the computational

e�ciency. In addition, the structure of our dual model can be extended to other

modalities, e.g. image-sketch, image-video, text-video.
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