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Abstract—Quality of Service (QoS) directly reflects the degree to which services offered by providers satisfy the non-functional requirements of 

users. QoS information is not usually available as a priori to providers when recommending services to user queries, this creates uncertainty in 

offering right services to right queries. Recent researches in service recommendation and management mainly address the issues of sparse data 

prediction and user personalized recommendation. Recommendation systems require smart strategies of recommending and managing services 

in accordance with the user queries. Predicting the QoS requirements of user queries before recommending the services can potentially aid in 

offering the most suitable services to users. This paper proposes a hybrid mobile service recommendation and management model based on 

semantic recommendation along with location-based quality preference analysis for emerging 5G mobile networks. The proposed model can 

effectively predict the QoS by exploiting previously invoked services to identify the best matching mobile services based on the similarity between 

users and services. Performance evaluation based on a published web services dataset demonstrates an enhanced prediction accuracy with an 

effective reduction in time overheads when compared to other related methods. 

Index Terms—QoS Prediction, Service Recommendation and Management, Web Services, Collaborative Filtering 

 

1 INTRODUCTION 

ervice recommendation and management is usually the 
concept of offering the best possible matching services to a 

given user’s query. Given the ever-increasing number of mobile 
web services and the ever-growing size of service repositories, 
the development of efficient service recommendation and 
management algorithms has received considerable attention 
in recent years [28-30]. Collaborative filtering [1] is a kind of 
service recommendation and management algorithm that 
offers services based on a prior estimation of the Quality of 
Service (QoS) parameter attached to a given user’s service 
requirements. Collaborative filtering works based on an 
assumption that users with similar interests often invoke 
similar services [2]. Some algorithms of collaborative filtering 
have addressed the data sparsity problem in service 
recommendation and management by predicting the missing 
QoS values, and exploit the predicted QoS to recommend 
neighbouring services for users. The QoS value required to 
invoke a potential web service for a given user is mainly 
calculated using a service recommendation and management 
method, based on analyzing the correlation between users 
characterizing similar interests and/or the correlation between 
similar services invoked by similar users [3]. 

Traditional collaborative filtering methods of service 

recommendation and management mostly exploit historical 

information of user invoked services to predict the QoS value. 

Despite their wider deployments, such traditional methods do 

not consider the latent characteristics, between users and their 

associated services, such as semantic information of services, 

network type, geographical location, etc. [4-9]. Such 

information significantly impacts the accuracy achieved in the 

service recommendation and management process. In addition, 

the collaborative filtering algorithms [14,22] suffer inaccuracies 

whilst predicting the service quality requirements under large-

scale data sparsity. Data sparsity results when a user tries to 

invoke a given part of a large number of services. Sparsity of 

data usually has a significant influence on the accuracy and 

validity of the recommendation systems, especially under high 

sparsity. A QoS data matrix of a given service may include 

several null elements, therefore resolving data sparsity issues 

are absolutely crucial in order to improve the overall 

performance of the service recommendation and management 

systems. 

Users are often unique with their expectation in terms of 

the type and quality of services they receive from the 

recommendation and management systems. In other words, a 

given user might like fewer services to be accurately matching 

the query or might like a diverse range of returning options. To 

this end, accuracy-focused recommendation and management 

systems recommend expected services by avoiding unpopular 

services, especially when some services lack QoS attributes. 

Diversity-focused recommendation and management systems 

[10-13] not only recommend popular services, but also 

recommend and manage services that are cold-blooded but 

can still meet user preferences. Thus, an efficient 

recommendation and management system should not only 

return popular and well-known services, but also other non-

popular user-friendly services in order to provide consumers 

with more diverse options. Cold start is another issue prevailing 

in traditional recommendation systems when faced with more 

new users and new services. Memory-based recommendation 

systems are usually not capable of availing effective 

recommendations when new users or services enter the 

repository, due to the lack of sufficient historical information. 

Time-efficient web services usually characterize a large number 

of users, resulting in housing massive amount of data. Many 

recommendation methods, despite characterizing good 

accuracy and recommendation effect, are usually limited by 
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complex data calculation process which directly affects their 

recommendation speed. Therefore, a recommendation system 

should not only be accurate in offering matching services, but 

should also reduce the incurring computation and time 

overheads. 

To this end, this paper critically evaluates the current state-

of-the-art service recommendation and management methods 

[12,15,16] and further proposes a novel semantic association-

based web services hybrid recommendation and management 

method with integrated location-oriented quality preference 

analysis for 5G and beyond networks, which can offer accurate 

services to user queries alongside reducing the incurring 

computation and time overheads. Experiments conducted 

based on a published web services dataset exhibits the 

efficiencies of the proposed method in terms of the prediction 

accuracy and reduction in time overheads. Major contributions 

of this paper are listed as follows.  

1) A hybrid web services recommendation and 
management method named LPOR (Location and 
Preference Oriented Recommendation) that 
comprehensively considers QoS location information and 
user quality preference is proposed. The proposed 
method applies the Analytic Hierarchy Process (AHP) to 
extract the weight of a given user’s preference of QoS. To 
exploit the user location information for enhancing the 
quality of recommendation, the proposed method firstly 
requests the autonomous system number (ASN) through 
the IP address of the users or services, and then exploits 
the user’s country ID or service country ID along with ASN 
to perform area aggregation, and finally predicts the 
missing QoS value based on regional similarity. 

2) The proposed hybrid service recommendation and 
management method incorporates the advantages of 
correlation-based and content-based service 
recommendation methods to resolve the cold start issues, 
along with achieving diversity whilst recommending and 
managing services. With this characteristic, the proposed 
method can not only find accurate matching services, but 
also can reduce the incurring computation and time 
overheads. 

3) Extensive experiments are conducted based on real-
world web services dataset to demonstrate the 
efficiencies of the proposed method, which exhibits that 
the proposed method outperforms traditional methods 
by achieving obvious time and cost improvements. 

The rest of this paper is organized as follows. Section II 

critically reviews the existing works of QoS prediction for 

recommendation services. Section III describes our proposed 

QoS prediction method, and Section IV presents and discusses 

the experimental results. Section V concludes our paper along 

with outlining our future research directions. 

2 RELATED WORK 

Given the increasing usage of web services in the recent years 
[3-6, 47-49], a wide range of works have been proposed to 
enhance the efficiencies of recommendation and management 
services [9]. 

Popular service recommendation and management methods 
include collaborative filtering (CF)[31-33], content-based, 
knowledge base-based recommendation and so on. It is 
common to witness the integration of two or more 
recommendations methods in an attempt to enhance the 
quality of the overall recommendation systems. Content-based 
web service recommendation uses service attributes to predict 
the web services that are previously invoked by similar users.  
Collaborative filtering method exploits the similarity among 
different users, believing that similar users often have similar 
interests in web services. Collaborative filtering is one of the 
widely used methods in the context of web service 
recommendation. Depending on the attributes used for 
prediction, collaborative filtering methods can be classified 
into item-based collaborative filtering, user-based 
collaborative filtering and model-based collaborative filtering 
accordingly. All of such methods rely on the historical 
correlation index between similar items, users, or services 
including user's score, user's attributes, and service 
characteristics and so on. A typical collaborative filtering 
method mostly relies on users’ general attributes such as user’s 
rating information and service list of previously triggered web 
services. This method has been widely used in well-known 
commercial websites, such as Netflix and Amazon [12-13]. Bias 
SVD [14] is a potential factor model using singular value 
decomposition (SVD), which exploits user and project bias 
factors. GM [15] is a greedy approach used for sorting items. 
CloudRank2 [16] is a ranking method of cloud services using 
different preference confidence levels. 2RHyRec [12] is a 
ranking oriented hybrid approach that combines collaborative 
filtering with potential factors. Model-based methods have 
used machine learning methods [34-36] such as clustering 
model [25][37-39], neural networks [17][40-42] and latent 
semantic model [1][37][43-46]. 

Considering QoS attributes can potentially improve the 
effectiveness of web service recommendation and service 
selection in different methods, particularly when the QoS 
indicators of different services characterize similar functions 
[18]. In most of such methods [19], QoS is mainly represented 
by QoS attribute values, with a presumption that QoS 
attributes (such as response time) are valid and are easy to 
obtain. However, most of the QoS attribute values are not easy 
to obtain, as they are affected by factors such as geographical 
location, time, network status (such as response time, network 
latency, availability, etc.). In fact, some of the QoS attributes 
might characterize severe inconsistency. Such inconsistencies 
might result due to the fact that providers offering QoS 
parameters that exceed the actual performance. QoS 
experiences of users are also not usually consistent with the 
promises of service providers due to their dynamic service 
environments. Furthermore, QoS values collected by the 
registry for all users representing the average performance of 
the service might also be inconsistent. QoS inconsistency has 
mainly been the issues of the traditional recommendation 
methods, since such methods do not consider matching the 
service semantics with the users' needs. 

The content-based recommendation method uses the 
evaluation data and service attributes of a user’s interaction 
with the previous services in order to evaluate the user's 
preferences for the content features of the services [20]. New 



 

services are then recommended to the corresponding users by 
computing the similarity between service content and user 
characteristics. Various methods have been proposed for 
extracting service and user features by calculating the topic 
probability distributions based on topic models. The most 
common ones are probabilistic semantic analysis (PLSA) [1] and 
Hidden Dirichlet Distribution (LDA) [25]. PLSA is a general 
statistical model associated with test data. The core of PLSA is 
the Aspect Model [21], which is a hidden variable model. With 
PLSA, user preferences and service attributes can be measured 
by hidden variables, and it has been applied to automated 
recommendation [22] and collaborative filtering 
recommendation [25]. LDA assumes that the topic probability 
of a document is controlled by K hidden variables (that is, K 
beta parameters), which determines the probability 
distribution of topic based on the statistical results of words in 
the corpus. Beta and alpha determine the probability 
distribution of topics in a specific document, and topics 
determine the occurrence of words. LDA is an extension of 
PLSA's introduction of Dirichlet process as a service subject 
distribution. LDA has been applied to different fields, such as 
scientific topic discovery [24-27], information diffusion and text 
analysis [23]. One of the problems with recommendation 
systems is the cold start-up, which often occurs when the 
recommendation system attempts to recommend services 
without content features or interest features [39]. Content-
based recommendation systems or hybrid recommendation 
systems can avoid this problem, since the relationship among 
service contents can be established by analyzing service 
description documents. 

Existing works on service recommendation only discuss the 
relationship between neighborhood-based web services to 
predict the QoS attributes. Furthermore, user interest 
attributes have not been given sufficient emphasis on the 
existing state-of-the-art.  Ignoring such user interest 
attributes might lead to the recommendations of services that 
do not characterize the capabilities of meeting the user 
requirements. Moreover, in extreme cases, it is almost 
impossible to make recommendations for new users and 
services. Due to such complexities of web service 
recommendation systems, this paper proposes a novel hybrid 
recommendation system by incorporating the features of 
semantic and association-based service recommendations 
along with location awareness. 

3 HYBRID RECOMMENDATION–BASED QUALITY OF SERVICE 

PREDICTION METHOD 

The method proposed in this paper uses the following 
definitions: 

Definition 1 Tk=< Q(k, 1), Q(k, 2),... Q(k, J) > is a vector, which refers 
to all QoS data submitted by user uk. 

Definition 2 TargetQw=< Tw1, Tw2,... Twk> is a vector that 
represents the weight of a user's preference for the QoS 
attribute of a Web Service. 

Based on the above definition, the data set used in this article 
can be formatted into response time RT and throughput TP, as 
shown in Table I and Table II. 

3.1 Web service recommendation based on QoS attribute 

preference 

Different users have different preferences for QoS. In order to 
compute their preferences for web services, AHP is used to 
quantify the relative fuzzy weights. This relatively simple and 
effective estimation method can be used to infer the degree of 
user preferences for QoS attributes, which is measured by the 
weight function. 

Analytic Hierarchy Process (AHP) appeared as early as the 
1970s. It is a flexible, changeable and practical multi-criteria 
decision-making method for quantitative analysis of qualitative 
problems. It first decomposes the factors affecting decision-
making according to their attributes, including multi-level 
attributes from top to bottom. The number of required 
hierarchical levels in the decomposition process is decided 
based on unique cases. After establishing the hierarchical 
model, we construct the comparison matrix of the factors, and 
further the comparison matrix is moderated to maintain 
consistency. Finally, the weight reflecting the relative 
importance of each level is calculated, and the relative weight 
of all the factors is calculated based on the corresponding ranks 
of the involved factors. 

Besides AHP, the entropy method can also be used to 
calculate the weight. The entropy method considers the 
amount of information contained in an attribute depending on 
their respective entropy, which affects their resulting weight. 
An increasing amount of information will incur a significant 
influence on the evaluation results, further resulting in higher 
weight values. Therefore, the weight of a given QoS attribute in 
the entropy method is calculated based on the degree of 
confusion of service QoS attributes experienced by users. 
Higher values of QoS attributes usually incur greater impacts on 
the evaluation, resulting in higher weight values.  

Although the entropy method can achieve the same 

function as AHP, the entropy method tends to be more 

objective while AHP is a subjective weight evaluation method 

and it is more flexible. Given this flexibility, this paper uses AHP 

to quantify the QoS weight. The hierarchy of web services is 

comprised of three layers, described as follows. First is the 

overall goal layer, which represents the overall goal; this paper 

represents the user's optimal QoS weight vector for web 

services, formally expressed as TargetQw. Second is the goal 

layer, which contains several layers of elements, representing 

the sub-goals involved in achieving the overall goal, formally 

expressed as Qwi, j scheme in Fig. 1. Finally, the layer represents 

a feasible solution to implement the previous level. 



 

 

Fig.1. QoS weight calculation hierarchy graph 

Table I Formatting QoS data <RT, TP> 

<RT,TP>  s1  s2  s3 

 u1 <5.728,0.334> <5.594,17.549> <NaN,25.316> 

 u2 <0.375,6.892> <0.268,NaN> <0.276,21.739> 

 u3 <NaN,1.97> <0.266,15.037 > <0.276,21.739> 

Table II Formatting QoS data RT 

RT  s1  s2  s3 

 u1 5.728 5.594 NaN 

 u2 0.375 0.268 0.276 

 u3 NaN 0.266 0.276 

After the hierarchical graph is established, a comparison 
matrix C of QoS attributes for each user's performance 
requirements for web services is constructed, in which each 
element represents the importance of the two-to-two 
comparison between the QoS attributes of the users for web 
services. Assuming that a given web service has n QoS 
attributes (usually n should not exceed 9 positive numbers), 
the form of matrix C can be represented as follow: 

𝐶 = [

𝑐11 𝑐12 ⋯ 𝑐1𝑛

𝑐21 𝑐22 ⋯ 𝑐2𝑛

⋯ ⋯ ⋯ ⋯
𝑐𝑚1 𝑐𝑚2 ⋯ 𝑐𝑚𝑛

] 
           

(1) 

where cij denotes the importance of an attribute i of QoS 
relative to another attribute j. Matrix C is called as the 
comparison matrix. When a user does not define a QoS 
attribute, its weight value considered as 0 and fitted as a child 
node in the hierarchy graph. In this paper, the relative 
importance of QoS attributes is converted into nine 
corresponding levels, i.e. marked with 1-9, as shown in Table 
III. 

Table III Classification of QoS attribute 

Level  Description 

1 The two attributes have the same importance 

2 Between the level 1 and level 3. 

3 
The former attribute is slightly more important than the 

latter. 

4 Between the level 3 and level 5. 

5 
The former attribute is clearly more important than the 

latter. 

6 Between the level 5 and level 7. 

7 
The former attribute is much more important than the latter 

attribute. 

8 Between the level 7 and level 9. 

9 The former attribute is significantly important than the latter. 

 

3.2 Location based recommendation for Web services 

Existing event detection models hardly distilled the popular 

topics, which results in low quality of posts and users being 

discovered under popular topics. Therefore, topic filtering 

method [8] is essential for determining the importance of users 

under popular topics. 

Definition 3 Du is the virtual aggregation area for users. 

Definition 4 A as all ASN sets: {a1, a2,... an}, n is the total 

number of ASN in the dataset, and the element ai represents 

an ASN. 

Definition 5 User ui region aggregation returns a list of 

nearest neighbors in the form of <nearest neighbor user, 

weight> 

uisim {( , ) : , , }j j i j i i j i i j iu w u u a u u countryID u u D=      
 (2) 

Autonomous System (AS) is a set of one or more address 

prefixes used to specify a unified routing policy in IP networks. 

In general, AS is controlled by a single entity and network 

administrators. In the Border Gateway Protocol (BGP), each 

autonomous system has a unique and corresponding number 

in the global Internet, namely the Autonomous System 

Number (ASN). ASN is unique and ASN allocation is usually 

centralized. A topic with an ASN can be a single manageable 

network unit (such as a university, an individual enterprise etc.). 

Regional aggregation uses the autonomous system number 

(ASN) and country ID corresponding to the IP address of the 

user and services to calculate the location proximity of the user 

and services. This step is based on the assumption that users 

or services with the same ASN or countryID characterize 

greater similarity. Users or services with same ASN or countryID 

are entered into a Neighbor list. If users or services do not 

characterize the same ASN or countryID, and then Top-K users 

with the high similarity of aggregation regions are selected for 

service recommendation. 

Zone aggregation first takes advantage of the QoS 

attributes experienced by a user belonging to the same or 

similar ASN or countryID, and adds other users or services 

whose user ID ui (or service sj) is in the same AS to that user’s 

nearest neighbor list. 

In fact, not many users (or services) belong to the same ASN or 

countryID. We need to further calculate the remaining users (or 

services) those do not belong to the same ASN or countryID. 



 

For a given user, the computation of the similarity weights 

of each ASN is calculated using the following formula: 

i

i

i

a
w

a
=
  

           

(3) 

Formula ia denotes the number of the first ASN in which the 

user has used the Web Service IP, and ia  denotes the 

number of all Web Services used by that user. 

For any two users, the region similarity before correction is 

calculated. 
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where, sim (u,v) represents the number of common ASN 

contained in user u and v. 

However, a countryID can include multiple ASNs, since ASN 

is usually smaller than countryID.  QoS attributes are closely 

related to the network environment since IP addresses of users 

under the same ASN generally share the same network 

environment. Thus, QoS values of two user experiences or 

services within the same ASN belong to the same country. 

Although similar users or services belong to the nearest 

neighbor list, they might have different weights. So the 

following formula is used to calculate the regional similarity sim 

(U, V): 

( , ) '( , )c asim u v d d sim u v= + +
 

(5) 

where, da and dc are adjustable corrections, representing the 

adjustments when u and v belong to the same ASN and 

countryID, respectively. 

Based on the above calculation, we obtain the similarity 

between any user sim(u,v). If sim(u,v) is larger than the 

previously set threshold of regional aggregation, user u and v 

enter the same area. 

Now, we filtered out the list of neighbors for user u, and 

obtained the region similarity between users. The list of 

neighbors includes the same ASN user, the same country ID 

user, and the same region with the user u. 

3.3 Location oriented and quality preference-based hybrid 

recommendation method for Web services 

The traditional memory based collaborative filtering algorithm 

is often inefficient and characterize poor scalability. Through 

the above process of region aggregation, we obtain the list of 

neighbor users who are similar to the given user’s region, and 

further obtain the region similarity between any two users. 

Neighbor users include users with same ASN, users with same 

countryID, and users in the same region of the user u, all 

characterizing similar QoS performances to a given service. 

The following formula is used to calculate the predicted 

value of QoS: 

,( , )*
, '

( , )

i j u jj N

i j

sim u u r
Ru j

sim u u


=


 

          

(6) 

where 𝑠𝑖𝑚(𝑢𝑖 , 𝑢𝑗)  is the regional similarity between user i 

and user j. 

After region aggregation, regions are added by calculating 

the similarity between current users and users in each region. 

When the similarity is not satisfied, the threshold value is 

modified over time. Then the Web Services invoked by the 

users in a given region are recommended to the current users 

after being processed according to the predicted QoS values, 

thus reducing the computation time of the Web Services 

recommendation. At the same time, it is more reasonable to 

predict the QoS of Web Services based on the user region 

similarity aggregation, because users in the same region share 

the same network environment, infrastructure, and often have 

similar Web Service quality experience. 

The QoS value of the service in the recommendation list is 

calculated by Sq. 

= * T

q w kS TargetQ T  (7) 

                                                                                               

The final list of services returned is usually a list of services 

that contain user area similarities and similar Web Service 

quality attribute preferences. 

4 EXPERIMENTS AND RESULTS 

The experiments presented in this paper are conducted based 

on real-world QoS datasets to evaluate the effectiveness and 

accuracy of the proposed method. 

4.1 Experimental environment 

The experimental verification is carried out in the following 
environment: 
1) Processor: Core i5 2.67Hz 
2) Memory: 4GB 
3) Operating system: Windows 7 Professional 64bit 
4) Software tools: Python 3.4, Java, Matlab 

4.2 Dataset 

Experiments are conducted using real-world web services QoS 
dataset [4] comprising more than 170,000 QoS values from 339 
users with 5,825 web services distributed in 73 countries, and 
reflect the user's real QoS experience values.  

Since the original dataset does not contain WSDL files, we 
recrawled the WSDL files for each service using a Python code 
before the experiment. Some web services are not accessible 
in China, web services with expired maintenance are filtered 
out. Finally, a rating matrix of 339 users and 908 web services 
with more than 300,000 QoS values is constructed. Each r_ (I, 
J) matrix represents the rating of user I on the web service J. 

All WSDL addresses are obtained from the dataset, and all 
WSDL files are crawled from the network; a total of 908 web 
service WSDL files are collected by crawling the latest WSDL 
files. Then, during the service content extraction, a service 



 

description file is processed for the LDA model to calculate the 
document-topic probability distribution. 

In order to accurately predict the QoS value, the 
experimental dataset is divided into two groups of different 
matrices, namely the training matrix and the test matrix. The 
elements in the training matrix are randomly selected from the 
dataset, and the remaining elements form the test matrices. In 
many real web services, users use only a part of the web 
services, it is impossible to use all the web services, and some 
indicators of the QoS value may also be lost. In order to match 
the real-world scenario, data density D of (0<d < 1) has been 
set up in the experiment. For each sparse matrix, the training 
set accounts for 80% of the original data, and the test matrix is 
the remaining 20%. The elements of the training set are used 
to predict the missing QoS values in the test set. The parameter 
K represents the number of neighboring services. 

The LDA implementation of the hybrid recommendation 
and management method for web services for association and 
semantics uses the Gibbs sampling technique [25-27, 37-39] for 
parameter estimation. For hyper-parameter settings, we use 
the same value as in [28] that is, 50/T (T is the number of 
hidden topics). All web service ratings use the same metrics 
based on service QoS values [39, 40] such as response time, 
throughput, and so on. 

4.3 Baseline Approaches 

We compare the efficiencies of our proposed method with the 
below popular methods: UPCC [4] is a user-based collaborative 
filtering method that uses Pearson correlation index to 
measure user similarity. IPCC [4] is an item-based collaborative 
filtering method that uses Pearson correlation index to 
measure the similarity between items. WSRec [4] is a QoS-
aware hybrid Web Service recommendation and management 
method that uses a linear combination of different weights of 
UPCC and IPCC methods. 

4.4 Evaluation Methods 

4.4.1 Accuracy comparison 

The prediction accuracy of all the methods has been evaluated 

with the incremental values of the density matrix ranging from 

0.01 to 0.05. As shown in Figure 2 and Figure 3, the prediction 

accuracy of all the methods increases gradually with increasing 

values of the density matrix. As shown in Figure 2 and Figure 3, 

using the same parameter configuration (with different density 

values from 0.01 to 0.05, k = 50, = 50, = 0.1), we conducted 10 

sets of iterations and average the results. Our proposed 

method exhibits a higher accuracy than other methods, as our 

proposed method considers the relationship between service 

relevance and semantic similarity of services. Accuracy is 

manifested in lower MAE and NMAE values. 

 
Fig. 2. The MAE value of each method 

 
Fig.3. NMAE values of each method 

 
Fig. 4. MAE values affected by sparsity of each method   
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Fig. 5. NMAE values affected by the sparsity of each method 

4.4.2 Sparsity effect 

In reality, a smaller number of services is often invoked by users, 

so that the training matrix becomes highly sparse. Therefore, it 

is necessary to study the density of matrices. As shown in 

Figures 4 and 5, the prediction accuracy of the methods is 

enhanced when the matrix density increases from 0.01 to 0.05, 

witnessing corresponding lower values of MAE and NMAE. The 

experimental results show that prediction accuracy is 

enhanced with more abundancy in the data. Furthermore, it 

can be obviously observed that our proposed method 

outperforms all the other methods in terms of prediction 

accuracy. 

4.4.3 Recommendation effect 

In order to study the actual effect of recommendation, we 

compare the semantic and association oriented web service 

recommendation method with the other three methods, 

namely GM [15], Cloudrank2 [16] and 2RHyRec [12]. 

Recommendation performance is evaluated by checking the 

first n (n = 5, 10, 15 and 20) web service qualities. The average 

precision and average recall of each first n recommendations 

are used as evaluation metrics. 

Average accuracy = number of top n recommended services / 

recommended capacity                        (8) 

Average recall = number of top n recommended services / 

number of user confirmed item sets              (9) 

In the experiment, this method is compared with collaborative 

filtering, Top-k Association and content-based methods. 

 

Fig. 6 Average accuracy of each method 

 

Fig.7 Average recall of each method 

It can be seen from Figure 6 and Figure 7 that when n = 5, 10, 

15 and 20, the precision and recall of the hybrid method are 

better than other methods. This is because the hybrid method 

combines the advantages of other methods and can learn from 

each other in recommendation precision and effect, so as to 

make up for the incompleteness caused by using a single 

service recommendation method for users. With the increase 

of N, the recommendation effect is getting better and better, 

because the recommendation results are more comprehensive 

performance of a service. When the project base is large and 

the value of n is too small, there will be omission of 

recommendation results, which also shows that the 

recommendation method can do better when the number of 

recommended projects is large. 

4.4.4 Algorithm efficiency 

In order to verify the time efficiency of the proposed method, 

the time overheads of different methods are evaluated. The 

average time consumed by each method is calculated by the 

response time (RT) prediction and throughput (TP) prediction 

(only integers of minutes) in minutes (m). The experimental 

results are shown in Table IV.

0.6

0.8

1.0

1.2

1.4

1.6

0.0100 0.0200 0.0300 0.0400 0.0500

N
M

A
E

Density

UPCC IPCC WSRec

Hybrid SCOR



 

 

Table IV Efficiency comparison 

Method QoS attribute 

 RT TP 

UPCC 50 48 

IPCC 99 89 

WSRec 149 136 

LPOR 19 18 

Table IV shows that the service-based recommendation 
and management method consumes more time than the user-
based recommendation and management method, mainly 
because the number of services is much larger than the 
number of users, so when the service-based recommendation 
and management method is used, the amount of computation 
is relatively large, resulting in more time overheads. The web 
service recommendation and management method based on 
location and quality preferences are shorter than the other 
methods, further characterizing similar TP and RT prediction 
time. Experimental results show that the proposed method 

improves the time efficiency of the recommendation and 
management method, whilst achieving better prediction 
accuracy. 

4.4.5 Recommended method selection 

As shown in Table V, the hybrid association-and-semantic-

oriented recommendation and management method is more 

dynamic and adaptive to various scenarios and exhibits better 

prediction and time efficiency as it considers the relevance and 

semantic characteristics of services. 

Table V Comparison of recommendation method selection 

Method Sparse Data Accuracy  Efficiency 
Data 
Object 

UPCC Applicable Low high users 

IPCC Applicable Medium higher services 

WSRec Applicable Higher low 
users and 
services 

SCOR Applicable High low 
users and 
services 

LPOR Applicable Higher high 
users and 
services 

5 CONCLUSIONS 

The paper proposed a hybrid method of service recommendation 

and management based on QoS prediction along with location 

and quality preference analysis to enhance the prediction 

accuracy with reduced time overheads. By quantifying the 

weights of users' QoS preferences for services and combining the 

location characteristics, the proposed hybrid method of service 

recommendation and management returns the best matching 

services to user queries. The proposed method is faster whilst 

ensuring reliable prediction accuracy. Experiments conducted 

based on real-world datasets showed that the proposed 

location-based and quality-preference-oriented hybrid 

recommendation and management, not only be accurate in 

offering matching services, but also achieves accurate QoS 

prediction with faster computation. 

Despite enhancing the prediction accuracy and service 
efficiencies of recommendation systems, the proposed hybrid 
methods of service recommendation and management can still 
be improved in various perspectives. On the one hand, in future 
work, we intend to do more experiments based on a larger 
dataset, including more dynamic service attributes such as 
performance and scalability etc. Therefore, other types of 
features such as time series, network type will be considered in 
the future. On the other hand, services recommendation and 
management failures caused by the disappearance of services 
have not been discussed in this article, exploring this aspect is 
our another research direction. Service recommendation and 
personalized management of mobile web services are likely to be 
ubiquitous in the big data age. 
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