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Abstract

In this paper, we address the problem of short-term traffic flow prediction since

accurate prediction of short-term traffic flow facilitates timely traffic manage-

ment and rapid response. We advocate deep machine learning approach and

propose a novel ensemble model, named ALLSCP, that considers both tempo-

ral and spatial characteristics of traffic conditions. Specifically, we consider (1)

short-, medium- and long-term temporal traffic evolution, (2) global and local

spatial traffic patterns and (3) the correlation of temporal-spatial features in our

predictions. We use real-world traffic data from two locations (i.e., Los Angeles

and London) with frequent fluctuations (due to proneness to traffic accidents

and/or congestion) to train and test our model. For each location, we consider

road segments with and without junctions (i.e., linear vs intersection). We com-

pare our model against well-known existing machine/deep learning prediction

models. Our results indicate that our ALLSCP model consistently achieves

the most accurate predictions (≈ 96% accuracy both on linear and intersec-

tion roadways) when compared against existing models in the literature. In

addition, we conducted ablation experiments to further gain insights into the

contributions of individual constituent models of our ensemble ALLSCP model.

Our results indicate that ALLSCP achieves the best results and is also robust

against emergent traffic situations.

Keywords: Short-term traffic prediction, intelligent transportation system,

deep learning, ensemble model
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1. Introduction

Traffic flow prediction plays an important role in the Intelligent Transporta-

tion System (ITS) which aims to provide innovative services to traffic manage-

ment authorities and road users [1]. Traffic management authorities use accu-

rate traffic flow prediction to optimize advanced traveler information systems,

advanced traffic management systems, advanced public transportation systems

and commercial vehicle operations [2]. It also facilitates reliable traffic con-

trol for alleviating traffic congestion, reducing carbon emissions and improving

traffic system efficiency. For road users, it helps them to make better travel

decisions (e.g., avoid congested routes) to reduce travel time and cost by offer-

ing synchronous traffic information [3][4]. Therefore, traffic flow prediction, as

a fundamental support for traffic planning and management, is one of the most

important tasks in the area of ITS.

In this paper, we focus on short-term traffic flow prediction problem. The

aim is to predict the number of vehicles in a targeted region over a short time

interval [2]. Generally, short-term traffic flow prediction mainly depends on

historical and real-time traffic data collected from various sensors, e.g., induc-

tive loops, cameras, global positioning system, crowdsourcing, etc. [5]. In early

works, traffic flow prediction problem was mainly considered as a pure time

series prediction process. For example, [6] developed the autoregressive mov-

ing average (ARMA) model for time series analysis, which was a fundamental

method taking short-term traffic flow prediction as a temporal process. Based

on the ARMA model, [7] built the autoregressive integrated moving-average

(ARIMA) model for analyzing freeway traffic time series data. Van Der Voort

in [8] further combined a Kohonen map with ARIMA model (named KARIMA)

for predicting traffic flow. The subset ARIMA [9] was later developed for short-

term traffic flow prediction and claimed to achieve more stable and accurate

results compared to other time-series models. Meanwhile, [10] argued that sea-

sonal patterns could be exploited to improve prediction accuracy and proposed
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the seasonal ARIMA (SARIMA) model.

The above ARIMA-based models assumed a linear relationship between traf-

fic flow data in different time intervals. However, [11] pointed that a non-linear

relationship exists between traffic flow data and that purely using ARIMA-based

model is inadequate due to their inability to process non-linear relationship.

To account for this non-linearity, machine learning algorithms, that have been

widely used for solving non-linear prediction problems in various different fields

such as in the chemical industry [12][13], biology [14], and modern manufactur-

ing systems [15], were then advocated. Artificial neural networks (ANNs) with

non-linear activation functions were used for short-term traffic flow prediction

in [16], [17] and [18]. Bidisha [19] built a Bayesian time-series model to esti-

mate the parameters of the SARIMA model. An enhanced K-nearest neighbor

(K-NN) algorithm is used in [20] for short-term traffic flow prediction. Xie [21]

developed a hybrid model for multi-step ahead traffic flow prediction, which

included (1) a spectral analysis technique for extracting periodic trend, (2) the

ARIMA model for capturing the mean daily traffic flow variation and (3) the

GJR-GARCH model for estimating the volatility. Based on the moving average

(MA), ARIMA, exponential smoothing (ES), and neural network (NN) models,

an aggregation approach for short-term traffic flow prediction was developed in

[22].

With new traffic sensors offering finer granularity measurements and com-

munication technologies able to rapidly disseminate information, researchers

started to consider the problem as a temporal and spatial process rather than a

pure temporal process. Lv [5] indicated that a transportation system is a highly

correlated network. By only considering the time dimension, it neglects the ben-

efit that could be reaped from sharing information among neighboring stations.

Along this line, a state space model proposed in [23] suggested to feed data

from upstream stations to the model to improve predictions at the downstream

stations. Similarly, [24] developed an online learning weighted support vector

regression (SVR) model which also uses upstream traffic flow data to contribute

to the spatial feature. Considering both temporal and spatial correlations, Lv
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[5] developed a deep stacked autoencoder model to avoid shallow models miss-

ing detailed information. The stacked autoencoder extracts traffic flow features

and then trained in a greedy layer-wise fashion. A softmax layer was utilized

for final prediction. Zhao and Chen [25] considered temporal-spatial correlation

via a two-dimensional network and developed a model based on long short-term

memory (LSTM) network. In [26], a deep learning model that combines a linear

model fitted using ι1 regularization with a sequence of tanh layers is proposed

to capture nonlinear temporal-spatial features. These works suggest that it is

crucial for neighboring stations to share information in an ITS.

More recently, works combining existing models emerged. The main ratio-

nale is that individual model may not be capable of simultaneously extracting

all types of features and by combining multiple models, it is possible to capture

more patterns in the data. In [27], a hybrid model combining convolutional

neural network (CNN) and LSTM models, which work for spatial and temporal

feature analysis respectively, is developed and trained by a greedy policy for

urban traffic flow prediction. Li [28] built a hybrid model based on ARIMA and

SVR to improve predictions while [29] developed an end-to-end deep learning

architecture that combined CNN and LSTM to generate a Conv-LSTM module

for extracting temporal-spatial traffic flow features and used a Bi-LSTM to ex-

tract periodic features of traffic data. Wu [30] built a hybrid DNN-BTF model

based on a fully-connected neural networks, recurrent neural networks (RNN)

and CNN. RNN and CNN respectively extract the temporal and spatial features

and the fully-connected neural network computes the final prediction. Zheng

[31] developed an attention-based Conv-LSTM module to extract the spatial

and short-term temporal features for short-term traffic prediction. Its atten-

tion mechanism is designed to distinguish the difference in importance of traffic

flow sequences at different times using different weights. Ma [32] concatenates

Multilayer Perception (MLP) Neural Network with ARIMA for network-wide

traffic prediction, in which the MLP Neural Network focuses on network-scale

co-movement patterns of traffic flows while ARIMA is used to extract other

traffic features in the residual time series out of MLP Neural Network. In [33],
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the authors proposed the combination of ARIMA and Generalized Autoregres-

sive Conditional Heteroskedasticity (ARIMA-GARCH) module for predicting

recurring or regular traffic pattern while using a Markov module with state

membership degree and a wavelet neural network to predict irregular traffic

flow. In [34], the authors advocated the use of data denoising schemes such as

Empirical Mode Decomposition (EMD), Ensemble Empirical Mode Decompo-

sition (EEMD) and Wavelet (WL)) to suppress the impact of potential outliers

in the data while utilizes LSTM for final predictions. Both [33] and [34] use

wavelet algorithms but for different purposes. In [33], it is used for predicting

irregular traffic patterns while [34] used it for data denoising. Results from these

works highlight the potential of hybrid models in achieving better performance

than individual single models.

Summarily, the literature indicates (1) better quality data (in volume and

granularity), (2) joint consideration of temporal and spatial processes, and (3)

combinations of prediction models all contribute to better short-term traffic

flow prediction. Taking these into account, we develop a novel ensemble model,

named ALLSCP1, for short-term traffic flow prediction:

• Our ALLSCP ensemble model is capable of fully exploiting and extracting

features of real traffic flow data including short-, medium- and long-term

temporal as well as global and local spatial features to compute the final

prediction.

• Our ALLSCP is generally applicable to different road network structures.

Specifically, we consider traffic flows at road segments with and without

junctions (linear vs intersection) at two locations (i.e., Los Angeles and

London) using real traffic data.

• The literature (e.g., [36][37]) has found close correlation exists between

traffic flow and speed. In our model, we have jointly considered traffic

speed and the variances for short-term traffic flow prediction.

1Its initial conception and preliminary results are published in [35].
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• We conducted ablation experiments based on our ALLSCP model. For

this, we built five variants of ALLSCP with each variant having a sub-

module removed and evaluated their performance for both linear roadways

and intersections. The results indicate that our ALLSCP outperforms its

five variants.

• We conducted comparative study across several well-known existing ma-

chine/deep learning models and other hybrid ones against our model and

found that ALLSCP performs better than the rest and also robust in

different scenarios.

The rest of this paper is organized as follows. We formulate our traffic flow

prediction problem in Section 2. In Section 3, we detail our novel ensemble

model, the temporal-spatial input generation, its architecture and constituents

submodels. We compare the performance of our model against existing models

in Section 4 using real traffic data before concluding our work in Section 5.

2. Problem Definition

Considering a road segment of interest with m observation stations located

at different points, each station continuously monitors the traffic flow (i.e., ve-

hicle count) and the average vehicle speed at fixed time interval. Let traf-

fic flow and average traffic speed of the ith station at time interval t be f i
t

and sit respectively. Then the sequences for the traffic flow and speed can be

written as f i = {f i
1, f

i
2, . . . , f

i
t , . . . , f

i
T } and si = {si1, s

i
2, . . . , s

i
t, . . . , s

i
T } where

t = 1, 2, 3, . . . , T and i = 1, 2, 3, . . . ,m. We consider both traffic flow and speed

as input since we found in our datasets a linear relationship between the two

(i.e., when traffic volume is high, traffic speed recorded drops) which corrobo-

rates the findings in [37] [38].

Generally, traffic flow and speed data are collected from sensors installed on

the roadsides with k minutes as a time interval (e.g., 5 minutes in [39] and 15

minutes in [40]). Here, we use k = 15 minutes whereby we manually integrate
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three intervals of traffic flow and speed from [39] into the same time interval as

in [40] to ensure the uniformity of experiments.

Assume that station i∗ is the selected station. Then, given previous mea-

sured traffic flow and speed at i∗ and its neighboring stations at the tth time

interval, the aim is to predict future traffic flow, f̂ i∗

t+∆, at station, i∗, for the

(t+∆)th time interval where ∆ is the prediction horizon which is typically equal

to 1, 2, 3, or 4 time intervals [5].

We follow [41] and categorize road segments into two types: one without

crossroads (hereafter referred to as “linear”) and the other with crossroads (here-

after referred to as “intersection”). For linear roadways, we take the traffic flow

and speed data of the chosen station and several consecutive stations before and

after that station along the road to predict the traffic flow of the chosen station

(i.e., we consider both upstream and downstream traffic data). For intersec-

tions, we consider consecutive stations along road segments that meet or cross

at the junction. Experiment setup details given in Section 4.1.

3. An Ensemble Prediction Framework

3.1. Temporal-Spatial Input Matrix Generation

Three types of temporal features (short-, medium- and long-term temporal

features) and two spatial features (global and local spatial features) are ex-

tracted from real world traffic data. In [22, 31, 32, 42], it is indicated that the

current traffic flow is not only related to the traffic flow in the several previous

time intervals but also related to traffic conditions at the same time in previous

days and even weeks. Thus, we define: (1) traffic data in the several previ-

ous time intervals as short-term temporal features, (2) traffic data at the same

time interval in the previous days as medium-term temporal features and (3)

traffic data at the same time interval in previous weeks as long-term temporal

features. Correspondingly, three temporal matrices, the time-interval temporal

matrix T i
t , the daily temporal matrix Di

t and the weekly temporal matrix W i
t ,
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are generated from original traffic flow data as follows: Eq. (1), Eq. (2), and

Eq. (3) respectively:

T i
t = {f i

t−(k1−1), f
i
t−(k1−2), . . . , f

i
t−2, f

i
t−1, f

i
t} (1)

Di
t = {f i

(t+∆)− 24×60

k
×k2

, f i

(t+∆)− 24×60

k
×(k2−1)

, . . . ,

f i

(t+∆)− 24×60

k
×2

, f i

(t+∆)− 24×60

k
×1

}
(2)

W i
t = {f i

(t+∆)− 7×24×60

k
×k3

, f i

(t+∆)− 7×24×60

k
×(k3−1)

,

. . . , f i

(t+∆)− 7×24×60

k
×2

, f i

(t+∆)− 7×24×60

k
×1

}
(3)

Traffic measurements obtained from neighboring stations could also be used

to improve the prediction accuracy [5]. Thus, we define the difference of traf-

fic data between the targeted station and all its neighboring stations as global

spatial features. Furthermore, we define the difference of traffic data between

adjacent stations in the neighborhood as local-spatial features. As such, to

capture spatio-temporal traffic relationships in the transportation network, we

generate Eq. (4) in which m is the number of all stations and n is the number of

previous time intervals before the (t+∆)
th
. In TSt, besides f

i
t and sit, we also

included the traffic flow and speed changes as additional features. Specifically,

we follow [36] and define the traffic flow and speed changes at the ith station

between time interval t and (t − 1) as δift = f i
t − f i

t−1 and δist = sit − sit−1

respectively. In this matrix, the information of the traffic flow, traffic speed,

traffic flow difference and traffic speed difference in rows along the time di-

mension as temporal features, and the same information in columns along the

space dimension corresponding to m neighboring stations is regarded as spatial

features.

3.2. The ALLSCP Model

Our novel ensemble model, named ALLSCP, exploits the strengths of sev-

eral submodels in capturing specific types of temporal and spatial features that
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(4)

contribute to the final prediction. Fig. 1 shows the architecture of ALLSCP.

Matrices T i
t , D

i
t, W

i
t and TSt are utilized for short-, medium-, long-term tem-

poral as well as global and local spatial feature extraction by specific submodels

as follows:

3.2.1. Short-term Temporal Feature Extraction

In our model, T i
t is used to extract short-term temporal features. We exploit

ARIMA for this purpose. The key idea is that while ARIMA does not consider

the non-linearity of traffic data and inherently assumes that traffic data to be

linearly correlated with time, changes of traffic status over very short duration

are continuous and can be considered as linear [28, 32, 33]. The non-linearity

of traffic data is most evident at longer term period when the traffic conditions

can change significantly. Therefore, the non-linear patterns will be analysed by

other modules of the proposed model from traffic data at medium- and long-
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Figure 1: The architecture of the ALLSCP model.
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term duration. As such, we use ARIMA model to analyze short-term temporal

features and for longer temporal features, we propose to use LSTM (cf. Sec-

tion 3.2.2). ARIMA is widely used as a statistical model for the prediction

of time series data. It requires time series data to be stationary or stationary

after differentiating [43]. Traffic flow is a periodic time series and usually has

slight changes in a short time interval. Thus, traffic flow is considered as sta-

tionary time series and this is also why many existing works used ARIMA for

short-term traffic flow prediction (e.g., [7], [8], [9] and [10]). There are three

important parameters: (1) p – the number of autoregressive terms, (2) d – the

number of non-seasonal differences for converting data to be stationary and (3)

q – the number of lagged forecast errors in the prediction equation. Firstly,

we ensure our input data fulfill the stationary property by differentiating the

input d times. Then short-term temporal features are extracted from previous

p time intervals with the number of lagged prediction errors q. Then short-term

temporal features are extracted from the matrix T i
t in the ARIMA submodel

using Eq. (5).

f i
t+∆ = c+ φ1f

i
t + φ2f

i
t−1 + · · ·+

φp−1f
i
t−(k1−2) + φpf

i
t−(k1−1)

(5)

where φp is the parameter of the autoregressive part of ARIMA, and c is a

constant.

As a part of input for final prediction, the output from ARIMA is formatted

to be in the same dimension with other features via the ensuing TSEM hidden

layer (see Fig. 1).

As discussed in Section 1, ARIMA does not capture non-linear relationship.

For this, we use the following submodels to capture the non-linear relationship

in traffic flow.

3.2.2. Medium- and Long-term Temporal Feature Extraction

We use LSTM, which is capable of learning long-term relationship from

historical data [44], to extract medium- (daily) and long-term temporal (weekly)
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features from Di
t and W i

t , respectively. LSTM is an extension of the RNN model

[45]. Compared to RNN that has one part (i.e., the tanh layer) LSTM consists

of four parts: three gates (namely, input gate It, output gate Ot and forget gate

Ft) and a cell state (Ct).

Taking Di
t as an example on how the LSTM submodel extracts medium-

temporal features in our framework, the forget gate Ft with a sigmoid layer, σg,

firstly determines the part of information in current traffic flow f i
t and in the

last hidden state, Ht−1 that it needs to forget and update it to the cell state,

Ct, via Eq. (6). To supplement the forgotten information by forget gate Ft, the

input gate, It, with a sigmoid layer σg is used to decide the information from

current traffic flow f i
t to be added into the cell state Ct via Eq. (7). Then, the

cell state, Ct, is updated using the tangent layer σC (cf. Eq. (9),) for integrating

the traffic flow information provided from the forget gate, the input gate and

the last cell state Ct−1. Meanwhile, the output gate with a sigmoid layer σg

selects previous information remembered by Ht−1 and the current information

f i
t by Eq. (8) for contributing to final output. Finally, the predicted result is

computed by combining remembered information from the output gate Ot and

the cell state Ct with a tangent layer σH by Eq. (10).

Ft = σg(WF × f i
t + UF ×Ht−1 + bF ) (6)

It = σg(WI × f i
t + UI ×Ht−1 + bI) (7)

Ot = σg(WO × f i
t + UO ×Ht−1 + bO) (8)

Ct = Ft ◦ Ct−1 + It ◦ σC(WC × f i
t + UC ×Ht−1 + bC) (9)

Ht = Ot ◦ σH × (Ct). (10)

where WF ,WI ,WO and WC are the weights of the forget gate, the input gate,

the output gate and the cell state respectively while bF , bI , bO and bC are the

corresponding bias for each gate and state. Furthermore, UF , UI , UO and UC
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are the weights of the last hidden state Ht−1. We use σg to denote a sigmoid

function (= 1
1+e−x ) in three gates and the operator ◦ to denote Hadamard

product. σC and σH are hyperbolic tangent functions (tanh(x)) for the cell

state and the final output. In our case, one LSTM submodel, for extracting

medium-temporal features from Di
t, has k2 memory units and another LSTM

submodel, for extracting long-temporal features from W i
t , has k3 memory units.

This means we use traffic flow in k2 time intervals in previous days and in k3

time intervals in previous weeks to extract medium- and long-temporal features.

3.2.3. Global-Spatial Feature Extraction

The input matrix TSt that records historical traffic flow in the targeted

station and their neighboring stations is used to extract global spatial features

by utilizing the stacked autoencoder (SAE) in our framework in Fig. 1. The SAE

neural network [46], as an unsupervised learning algorithm, can learn features

from high dimension data and then encode it into low dimension data. If a

predictor (e.g., a logistic regression layer [47] or a softmax layer [48]) is added

on the top of SAE model, it can be used for prediction problems. The SAE

submodel in our framework includes one input layer and ns hidden layers for

global spatial feature extraction. It first takes the input matrix TSt into the SAE

submodel via the input layer. Then, it encodes the output of the input layer to

the 1st hidden layer representation y1(TSt) via Eq. (11) and finally it decodes

the representation y1(TSt) back into a reconstruction z1(TSt) calculated via

Eq. (12). The shape of the input matrix TSt is (4n− 2)×m so the input layer

has (4n − 2) × m neural units without any weighted inputs. The number of

neural units in the hidden layers is set as nu that is decided by the grid search

detailed in [49] from a limited range. We consider logistic sigmoid function for

each hidden layer for extracting global spatial features from the input matrix

TSt by the fully connection between layers.

y1(TSt) = G
(

w1 × TSt + b1

)

(11)
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z1(TSt) = Z
(

w2 × y(TSt) + b2

)

(12)

where G is the logistic sigmoid function as an encoder, w1 is the weight vector

of the encoder, and b1 is the bias vector. Correspondingly, Z is the logistic

sigmoid function as a decoder, and w2 and b2 are respectively the weight vector

and the related bias vector of the decoder.

3.2.4. Local-Spatial Feature Extraction

We extract local-spatial features via CAPSNET submodel. Compared to

SAE that extracts global-spatial features via full connection between layers,

CAPSNET focuses on local-spatial features via the local connections imple-

mented by the kernel functions in convolutional layers. For example, if the

kernel size was set as 3 × 3, convolutional value only includes features of three

continuous points inside the kernel. This can be considered as the local fea-

ture. Capsule network [50] is based on CNN. CAPSNET is characterized by

“capsules” in vector form. When extracting local features in images, important

local information that the capsules detect is encapsulated in a vector form. The

length of an output vector encodes the probability of a feature and the direc-

tion of the vector encodes the gesture of features, such as rotation angle and

direction. Compared to CNN, CAPSNET can effectively extract more detailed

local-spatial features because of the vector form. Here, the input matrix TSt

is regarded as a image matrix in our CAPSNET submodel, and its shape is

(4n− 2)×m.

Our CAPSNET submodel consists of two convolutional layers and a fully

connected layer, TrafficCaps. The first convolutional layer is same as the convo-

lutional layer in conventional CNN, which is used to extract spatial features of

traffic flow between neighboring stations. The ReLU function (cf. Eq. (13)) is

used as the activation function in this layer. The second convolutional layer is

the primary capsule layer to capture the local-spatial features and used for con-

verting the single scalar output of the first convolutional layer into vector form

with a dimension of 8 by “capsules”. Finally, the TrafficCaps layer extracts the
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spatial relationship between the local-spatial features obtained from primary

capsules and outputs the features to a set of advanced capsules with a dimen-

sion of 16. Eq. (14) is the novel nonlinear “squashing” activation function for

the vector form of capsules used in the primary convolutional and TrafficCaps

layers.

ReLU(x) =











x, if x > 0

0, if x ≤ 0

(13)

vj =
||sj ||

2

1 + ||sj ||
2

sj
||sj ||

(14)

where vj and sj are the output and input vector of capsule j respectively. The

final output of the submodel is a vector.

3.2.5. Final Prediction

After extracting short-, medium-, long-term temporal as well as global and

local spatial features, we use a fully-connected layer as a predictor in our frame-

work for the final short-term traffic flow prediction. In addition, on the top of the

fully-connected layer, there are two hidden layers (namely TSEM hidden layer

and Merging layer). The function of the TSEM hidden layer is to convert out-

puts from five submodels into the related tensors of the same dimension: y1t+∆

from the ARIMA submodel for short-term temporal features, y2t+∆ and y3t+∆

from the LSTM submodel for medium- (daily) and long-term (weekly) tempo-

ral features, y4t+∆ from the SAE submodel for global-spatial features and y5t+∆

from the CAPSNET submodel for local-spatial features. Generally, there are

main three approaches to fuse different features in an ensemble learning model

- (1) concatenation ensemble, (2) average ensemble and (3) weighted ensemble.

In our work, the five outputs (y1t+∆, y
2
t+∆, y

3
t+∆, y

4
t+∆, y

5
t+∆) are concatenated

in the last dimension to generate temporal and spatial-fused features Yt+∆ as

Eq. (15) in the mergence layer. Then a fully-connected layer is used to compute

the output as the final prediction. Our design here then adopts the weighted
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ensemble approach as the weights in the fully-connected layer are used to de-

termine the contribution of each type of features (or each modules) to the final

prediction.

Yt+∆ = {y1t+∆, y
2
t+∆, y

3
t+∆, y

4
t+∆, y

5
t+∆}. (15)

The loss function employed in our model is the Mean Squared Error (MSE)

and the optimizer Adam [51] is utilized to minimize the loss function MSE. The

grid search method [49] is used to find the optimal parameter combinations in

the limited range detailed in Section 4.2. In addition, to follow the convention,

we use 70% of each dataset for training, 20% for validation and 10% for testing.

4. Experiments and Results

4.1. Data and Experiment Scenario

In our experiments, we use traffic data from two locations: Los Angeles, USA

and London, United Kingdom. For each location, we use data on two types of

roadways (i.e., linear and intersection road segments). The Los Angeles traffic

data is collected from the California Department of Transportation (Caltrans)

(PeMS) [39]. PeMS aggregates traffic data into 5-min interval for every station.

Meanwhile, the London traffic data is collected from the Highways England

[40] where the traffic data is aggregated into 15-min interval each for every

station. For both, we use data period between January and June 2018. As prior

mentioned, we use 15-min interval for both locations to ensure the uniformity

of experiments. We choose roadways prone to heavy congestion and frequent

incidents.

For linear roadway in Los Angeles, traffic data is collected from roadway 605.

Specifically, data from five observation stations are used to predict the traffic

flow at the third observation station (i.e., the middle of the five stations). Fig. 2

shows the five observation stations labeled as al, bl, cl, dl and el, and we predict

short-term traffic flow at station cl. Thus, the number of observation stations
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Figure 2: Five observation stations for the chosen road in Los Angeles. We predict the

traffic flow at station cl.

inside of temporal-spatial matrix TSt, m = 5. The two observation stations

before and after station cl are taken into consideration for spatial features.

For intersections in Los Angeles, we focus on the junction between road

605 and 105. Eight contiguous observation stations are utilized to predict two

targeted stations. Fig. 3 shows the eight selected observation stations (labeled

as ai, bi, ci, di, ei, fi, gi, hi). We consider the traffic flow in the direction from

ai moving towards di, fi and hi. Our aim is to predict short-term traffic flow at

ei and gi. The number of observation stations inside of temporal-spatial matrix

TSt, m = 8. Compared to the previous case for linear roadway, the difference

is that the data at the exit and entrance corresponding to the current direction

is considered into prediction. This is important as drivers may avoid congested

road segments by exiting at the junction and return back further down the

road. For example, in Fig. 3, if bi and/or gi is congested, drivers approaching

hi from ai can choose to exit to ci or ei rather than going directly from ai

to hi. Correspondingly, similar linear and intersection scenarios are considered

for London. Traffic data on linear roadways in London is collected on the M4

motorway (cf. Fig. 4), and for intersection, we use the data at the junction

between M4 and M25 (cf. Fig. 5).

Hereinafter, we label our datasets as follows: (1) L-Los – linear road in

17



Figure 3: Eight observation stations for the chosen road in Los Angeles. We predict the

traffic flow at station: ei and gi.

Figure 4: Five observation stations for the chosen road in London. We predict the traffic

flow at station cl.
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Figure 5: Eight observation stations for the chosen road in London. We predict the traffic

flow at stations: ei and gi.
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Los Angeles, (2) L-London – linear road in London, (3) I-Los – intersection

road in Los Angeles, (4) I-London – intersection road in London. Besides using

the original traffic flow data, we also test our model against pre-processed data

generated using Hodrick Prescott (HP) filter [52]. HP filter is a data-smoothing

techniques to remove short-term fluctuations and reveal long-term trend. Pre-

processed (or de-noised) datasets corresponding to original datasets are named

as PL-Los, PL-London, PI-Los and PI-London.

4.2. Model Setting

The ALLSCP parameters that we tune are as follows:

1. Parameters in the temporal-spatial input matrix: By analyzing

the autocorrelation function (ACF) and partial autocorrelation function

(PACF) of traffic flow sequences, we set k1 in T i
t to 9 as we found traffic

flow in the next time interval highly depends on traffic flow in 9 previous

time intervals. Both k2 in the daily temporal matrix Di
t and k3 in the

weekly temporal matrix W i
t are set to 7, taking into account 7 previous

days and weeks respectively. The number of previous time intervals n and

the number of stations m in the TSt are respectively set as 3 and 5 in the

linear roadways and 3 and 8 in the intersections, (See Section 4.1).

2. Parameters in the ARIMA submodel: Lag order, p, differentiating

times, d, and moving average window, q are respectively set to 9 (equal to

k1), 1 and 0, which are decided by analyzing the autocorrelation coefficient

and partial autocorrelation coefficient of matrix T i
t .

3. Parameters in the LSTM submodel: The parameters needed to tune

in our LSTM submodels are memory units nd for the input matrix Di
t

and nw for the input matrix W i
t . Based on the number of time intervals

defined in the input matrix Di
t and W i

t , we set nd = k2 and nw = k3.

4. Parameters in the SAE submodel: For SAE, we search the optimal

number of hidden layers ns between 1 and 6, and the number of neurons
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nsu in each of hidden layers from 200 to 400 (step size = 50). More layers

can capture more information from input, but it costs more time.

5. Parameters in the CAPSNET submodel: The parameters for CAP-

SNET is given in Table 1. There are four layers including two conventional

convolutional layers, one primary capsule layer (namely PrimaryCaps)

and one traffic capsule layer (namely TrafficCaps). The two conventional

convolutional layers are used to capture the temporal-spatial features

of short-term traffic flow, in which the kernel size in both conventional

convolutional layers and activation function are respectively 3 × 3 and

“ReLU”. Convolution operations are performed with 2 as the stride and

zero padding. The PrimaryCaps layer is a convolutional layer with 128

channels with 3×3 kernel size. It has 16 (128/8) capsules and each capsule

is an 8-dimensional vector. The difference when compared to conventional

convolutional layers is that the activation function in this layer is “Squash-

ing” function (cf. Eq. (14)) rather than “ReLU”. This activation function

is also used in the TrafficCaps layer with 16 advanced capsules and each

of capsules has a 16-dimensional vector. The advantage of using this in

our work is that it produces output in a vector consisting of 16 values to

allow us taking more traffic information than a scalar value obtained by

other activation functions.

Table 1: Parameter Setting in the CAPSNET submodel

Layer name Parameter Activation

Convolution (3, 3, 64) ReLU

PrimaryCaps (3, 3, 128) Squashing

Capsule dimension = 8

TrafficCaps Advanced capsule = 16 Squashing

(Fully connected) Capsule dimension = 16

(Flattened) 256
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4.3. Performance Metrics

For evaluation, we follow [5][53] and define prediction accuracy of short-term

traffic flow prediction as (1 − MRE)% where Mean Relative Error (MRE) is

given as:

MRE =
1

N
·

N
∑

t=1

|f i
t − f̂ i

t |

f i
t

(16)

MRE is the relative difference between the predicted and real traffic flow and

is utilized to measure relative prediction error. Furthermore, we complement

this with two other conventional performance metrics commonly used in the

literature [22][5], namely Mean Absolute Error (MAE) and Root-Mean Square

Error (RMSE) which are computed as follows:

MAE =
1

N
·

N
∑

t=1

|f i
t − f̂ i

t | (17)

RMSE =

[

1

N
·

N
∑

t=1

(f i
t − f̂ i

t )
2

]
1

2

(18)

MAE presents the average absolute difference between the predicted traffic flow

and real traffic flow. It is used to measure absolute prediction error. RMSE is

the standard deviation of the residuals where residual is the difference between

predicted traffic flow and real traffic flow.

4.4. Results and Discussion

We compare the performance of our ALLSCP against a time-series prediction

model (ARIMA), a simple machine learning model (SVR), four deep learning

models (LSTM, SAE, CNN and CAPSNET) and two ensemble models (DA [22]

and CLTFP [42]) on linear and intersection roadways.

4.4.1. Linear Roadways

We compare the original traffic flow against the predicted traffic flow from

our ALLSCP model and two other existing ensemble models (i.e., CLTFP ad
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(a) (b)

(c) (d)

Figure 6: (Color Online) Real (black) and predicted traffic flow by our ALLSCP (blue) and

other two existing ensemble models (other colors) in different traffic situations: (a) Normal

traffic condition (24-hour period), (b) Abnormal traffic condition (24-hour period), (c) Peak

hours (12-hour period), (d) Off peak hours (8-hour period), for L-Los. Red boxes in

sub-figures highlight obvious differences between ALLSCP and the other two existing models.

DA) for L-Los in Fig. 6 and L-London in Fig. 7 under different traffic situations.

Fig. 6(a) and Fig. 7(a) present the traffic flow over a 24-hour period with nor-

mal traffic condition from L-Los and L-London respectively, while Fig. 6(b) and

Fig. 7(b) show the traffic flow over a 24-hour period when the traffic condition

is affected with various traffic incidents. In addition, Fig. 6(c) and Fig. 7(c)

show the traffic flow during rush hours over a period of 12 hours, and finally,
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(a) (b)

(c) (d)

Figure 7: (Color Online) Real (black) and predicted traffic flow by our ALLSCP (blue) and

other two existing ensemble (other colors) models in different traffic situations: (a) Normal

traffic condition (24-hour period), (b) Abnormal traffic condition (24-hour period), (c) Peak

hours (12-hour period), (d) Off peak hours (8-hour period), for L-London. Red boxes in

sub-figures show obvious differences between ALLSCP and the other two existing models.

Fig. 6(d) and Fig. 7(d) show the off-peak time over a period of 8 hours. In all

cases, especially for Fig. 6(c) and Fig. 7(c) during rush hours, our model can

both capture sudden changes as well as finer traffic changes. To further show

these, we added red boxes in all sub-figures to highlight the differences between

ALLSCP and the other two existing ensemble models. Overall, ALLSCP cap-

tures the traffic flow changes, following closely the diurnal pattern exhibited in

24



road traffic, even under abnormal traffic conditions.

Fig. 8 shows the accuracy (i.e., (1−MRE)%) of the models across L-Los,

PL-Los, L-London and PL-London datasets. For all cases, our ALLSCP achieves

the best accuracy. Specifically for cases using original traffic data, ALLSCP

achieves accuracy of 93.86% and 95.05% for Los Angeles and London respec-

tively while the rest of the models on average only achieve accuracy of 91.84%

and 92.59%. Amongst the considered models, DA and CAPSNET are the sec-

ond best models for L-Los and L-London respectively with a performance gap

of 1.11% and 1.78% when compared to ALLSCP. On the other end of the spec-

trum, the worst performing model for both cases are CNN as it is only ca-

pable of capturing local-spatial features. Furthermore, when we use de-noised

data, ALLSCP’s accuracy further improved to 98.16% (4.3% improvement) and

97.50% (2.45% improvement) for PL-Los and PL-London respectively. DA re-

mains to be the closest rival for prediction on Los Angeles traffic with 96.88%

accuracy. However, for London, CNN’s prediction accuracy improves signifi-

cantly to become the second best (95.83%). LSTM which mainly focuses on

temporal feature extraction is the worst performer when using de-noised Lon-

don data, indicating the traffic pattern near Heathrow airport is more complex.

In fact, we note that while for Los Angeles, all models achieve improved accu-

racy, this is not the case for London when the prediction accuracy for ARIMA,

LSTM, SAE and SVR worsened, again mainly due to the higher volatility in

traffic near Heathrow airport. Our ALLSCP model achieves overall higher pre-

diction accuracy due to its ability to capture different temporal (short, medium

and long) and spatial (global and local) features. For instance, we exploit CAP-

SNET’s feature on encapsulating important information related to local features

into a vector form that can carry more information than a scalar value. From

our results, this encapsulation alone is not sufficient but using our ensemble

model, we achieve better accuracy. Moreover, due to the periodic properties

of traffic data, the carefully designed input (including short, medium and long

temporal traffic data on the targeted station and on its neighboring stations)

also contributes to the enhancement of the prediction accuracy.
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Figure 8: (1−MRE)% achieved on L-Los (left), PL-Los (middle-left), L-London

(middle-right) and PL-London (right) collected from linear roadways. ALLSCP achieves the

best accuracy for all cases.

Table 2 presents the MAE, MRE and RMSE achieved by all models on

L-Los, PL-Los, L-London and PL-London. Between a statistic model and a

simple machine learning model (i.e., ARIMA and SVR), SVR performs bet-

ter. This is mainly due to the non-linear relationship between traffic flow in

different time intervals which ARIMA fails to take into account whereas SVR

with a non-linear kernel function (i.e., RBF kernel function) is capable of map-

ping a non-linear vector to a high dimensional feature space for conducting

linear regression. Meanwhile, the four deep learning models (i.e., LSTM, SAE,

CNN and CAPSNET) generally achieve better predictions compared to sim-

ple machine learning models. For instance, LSTM focusing on time-series data

using the cell state to store information on long-term dependencies of traffic

data outperforms both ARIMA and SVR. For the SAE model, full connection

is used between hidden layers. Therefore, it missed the contribution of local

features for traffic prediction. Compared to SAE model, CNN can capture

local-spatial feature for obtaining better result because of convolutional kernels.

Based on CNN, CAPSNET converts scalar values representing features into a

vector form to obtain more detailed information for traffic prediction. This is
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the reason that CAPSNET model obtains best results, especially on PL-Los

(96.71%) and PL-London (95.64%). This implies the importance of spatial in-

formation for traffic prediction. Furthermore, between the two ensemble models

(CLTFP and DA), MRE of DA model is lower on four datasets, and the other

two metrics (MAE and RMSE) of CLTFP model are lower except on PL-London.

DA model mainly depends on temporal feature extraction for prediction while

CLTFP model extracted temporal-spatial features for the final prediction. This

again indicates the importance of simultaneously taking the temporal and spa-

tial features on the problem of traffic prediction. Finally, while our ALLSCP

consistently achieves the best accuracy, CLTFP relegates it to second best in

some cases for MAE and RMSE.

4.4.2. Intersections

For intersections, ALLSCP again achieves the best accuracy across both

original and pre-processed datasets at different locations (i.e., at ei and gi). We

present the (1−MRE)% results for ei in Fig. 92. ALLSCP achieves an average

of 95.53% accuracy for both ei and gi across all datasets while the average

achieved accuracy by the other eight models is 91.10%. SAE seems particularly

challenged for Los Angeles datasets with significantly lower accuracy achieved

compared to other models (even dipping below 70% accuracy for gi for I-Los).

The main reason for this is that SAE model uses unsupervised learning method

to reduce feature dimensions to obtain important hidden information instead

of original data. Furthermore, we see a general trend of improved accuracy

achieved when pre-processed datasets are used. For instance, we see a 12.57%

improvement in accuracy for SAE for PI-Los compared to I-Los. This implies

de-noised data offer better input for short-term traffic predictions.

Table 3 and Table 4 respectively present the prediction results of stations

ei and gi. We observe cases where CLTFP achieves lower prediction error in

terms of MAE and RMSE when compared to ALLSCP. Our results thus suggest

2We omit the plot for gi as it is qualitatively similar.
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Figure 9: (1−MRE)% for ei on I-Los (left), on PI-Los (middle-left), on I-London

(middle-right), and on PI-London (right). ALLSCP achieves the best accuracy for four cases.

that CLTFP is capable of reducing errors in absolute terms while appears to be

less accurate with relative errors when ALLSCP performs better. This could

be due to the fact that for CLTFP ensemble model, it exploits both LSTM

and CNN models as constituent models while for ALLSCP, we proposed to use

CAPSNET in place of CNN which as prior mentioned represents features in

vector form rather than scalar values.

4.4.3. Ablation Experiments

To gain further insights into our ALLSCP model, we conducted ablation

experiments in which we evaluate its performance by systematically removing

individual module one at a time and conduct a comparison study. In total, five

ALLSCP variants are tested, namely:

1. LLSCP – removal of the ARIMA module for short-term temporal feature

analysis,

2. A-LSCP – removal of the LSTM module for medium-term temporal fea-

ture analysis,

3. AL-SCP – removal of the LSTM for long-term temporal feature analysis,
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4. ALLCP – removal of the SAE for global spatial feature analysis and

5. ALLS – removal of the CAPSNET for local spatial feature analysis.

Table 5 shows results of the ablation experiments on the two datasets (L-Los

and L-London) from linear roadways. Overall, the full-fledged ALLSCP model

outperforms its five variants (i.e., removal of any sub-modules from ALLSCP

negatively impacts its performance. On L-Los, LLSCP performs the worst.

This indicates that the ARIMA used for short-term temporal feature analysis

plays a critical role in our ALLSCP. From the table, we also note that CAP-

SNET also contribute heavily to the prediction accuracy as removing it causes

the ALLS variant to record second worst predictions. Among five variants, AL-

SCP achieves the best results, followed by A-LSCP and ALLCP. This indicates

that, for short-term traffic prediction problem addressed in this paper, LSTM

for long-term temporal feature analysis is less important than the other four

modules. Similar results can be found on L-London. Therefore, on linear road-

ways, the importance of the different constituent modules in ALLSCP can be

ranked (from most to least) as follows: {ARIMA, CAPSNET, SAE, LSTM for

medium-term temporal feature analysis, LSTM for long-term temporal feature

analysis}. From this analysis, we can also see that the short-term temporal

and local spatial features are two most important features for short-term traffic

prediction on linear roadways.

Table 6 presents ablation experimental results on two datasets (I-Los and

I-London) from intersections. All models show better results on intersections

than on linear roadways, and our proposed model, ALLSCP, still achieves the

best performance. The reason for this is that more features in TSt from inter-

sections can be used for improving prediction accuracy. Among five variants,

ALLS obtains the worst results, which indicates that CAPSNET module, that

is responsible of analysing local spatial features, takes most important posi-

tion in ALLSCP. AL-SCP is the best variant and its performance is very close

to ALLSCP, which means LSTM used for long-term temporal feature analysis

is less important than other four modules. Overall, the importance ranking
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Table 5: The results of ablation experiments on linear roadways.

L-Los L-London

Model MAE MRE RMSE MAE MRE RMSE

LLSCP 83.08 0.0741 108.79 42.97 0.0723 107.89

A-LSCP 73.37 0.0664 97.02 38.57 0.0545 95.99

AL-SCP 71.71 0.0645 95.16 36.35 0.0496 95.11

ALLCP 73.66 0.0665 97.49 41.13 0.0556 100.26

ALLS 78.22 0.0693 104.68 57.78 0.0802 119.21

ALLSCP 71.64 0.0614 95.08 36.29 0.0495 95.08

of modules from most to less in our ALLSCP on intersections is {CAPSNET,

ARIMA, SAE, LSTM for medium-term temporal feature analysis, LSTM for

long-term temporal feature analysis}. It shows that the local spatial and short-

term temporal features are two most important features for short-term traffic

prediction on intersections, and the local and global spatial features become

more important than on linear roadways.

4.4.4. Prediction Stability and Robustness

We have shown that ALLSCP is consistent in making the best prediction

accuracy for different scenarios. Hence, ALLSCP behaves stably over the differ-

ent prediction scenarios. We also observe that generally, models perform better

using pre-processed datasets when compared to using raw traffic data. For in-

stance, the average accuracy of ALLSCP improves from 94.46% to 97.83% on

linear roadways and from 92.76% to 98.29% on intersections.

We proceed to compare the improvement of (1−MRE)% between raw and

pre-processed data. We present the results in Table 7. All models with con-

volutional layers (i.e., CNN, CLTFP, CAPSNET, ALLSCP) achieve improved

accuracy after removing noises using HP filter. This is due to the use of con-

volutional operator that is commonly used to extract edge features in image

recognition applications. In our case for traffic flow, the edge feature corre-

sponds to the difference of traffic flow between two continuous time intervals.
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Sudden changes (e.g., due to traffic accidents) causes unbalanced learning [54]

and negatively affects the prediction. Pre-processing data smooths and reduces

the differences between two intervals to enable us to obtain better results. DA

also achieves improvement since DA is fed with more detailed temporal infor-

mation (e.g., hourly, daily and weekly).

Table 7: Accuracy improvement when comparing raw data against de-noised data for

different models.

Model L-Los L-

London

I-Los I-Los I-

London

I-

London

Vari-

(ei) (gi) (ei) (gi) ance

ARIMA 2.22 -1.47 0.77 1.67 0.55 1.36 1.38

LSTM 0.82 -3.49 1.35 1.48 0.39 0.31 2.83

SAE 1.93 -0.59 2.36 12.57 6.84 0.33 30.41

CAPSNET 4.52 2.37 1.95 7.10 6.59 5.78 3.92

CNN 4.82 4.49 6.52 9.92 7.43 6.68 3.22

SVR 2.44 -0.40 1.05 2.04 0.33 0.15 1.04

CLTFP 4.67 0.20 5.56 6.01 7.46 5.59 5.14

DA 4.13 1.82 0.59 1.38 10.65 0.29 12.81

ALLSCP 4.30 2.45 3.24 5.69 6.55 5.90 2.20

From Table 7, we see that when comparing using raw and de-noised data,

ALLSCP is among the models achieving the best improvements (average im-

provement = 4.69%). CNN achieves the highest improvements when using de-

noised datasets with an average improvement of 6.64% though as we have shown

before, its accuracy is much worse than ALLSCP. Furthermore, ARIMA, LSTM

and SVR only achieve minimal improvements (i.e., below 1%). Along with SAE,

these models even achieve worse performance using de-noised datasets for lin-

ear roadways in London. In terms of prediction stability (from the perspective

of variance of the prediction improvements), SVR is the most stable with low-

est variance among all models (i.e., only 1.04). The second lowest variance is

achieved by ARIMA (i.e., 1.38) followed closely by our ALLSCP with variance

of 2.20. Although the variances of SVR and ARIMA on all datasets are lower
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than ALLSCP, the prediction accuracy of ALLSCP is consistently higher than

those two models. Therefore, considering both the prediction accuracy and the

variance of improvements on all datasets, our ALLSCP is more stable, robust

and accurate.

5. Conclusions

In this paper, we present a novel ensemble model for addressing the prob-

lem of short-term traffic flow prediction; a problem that has received renewed

attention due to the development of smart city visions. Taking into account

four important elements: 1) high quality data, 2) detailed temporal features

of different scales, 3) local and global spatial features and 4) ensemble model

construction approach, our models exploits the strengths of four submodels,

namely ARIMA, LSTM, SAE and CAPSNET to make our predictions. We

examine our proposed model, ALLSCP, across two different road types (linear

and intersections) at two different locations (Los Angeles and London) where

frequent congestion and accidents are expected. We also used both raw traffic

data as well as pre-processed (i.e., de-noised) data. We compare our ALLSCP

against existing models in the literature including its constituent submodels,

two single models (namely SVR and CNN) and two existing ensemble models

in the literature (namely DA and CLTFP). Our ALLSCP model achieved the

highest accuracy among the nine considered models, achieving an average of

96.14% and 95.53% accuracy for linear and intersection roadways respectively

while on average, the other competing models achieved 93.10% and 91.10%

for the corresponding scenarios. Our results show that ALLSCP model is not

only accurate but also the most robust, recording the least accuracy degradation

when making predictions for the more challenging data with frequent congestion

and accidents.
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