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Abstract

Video prediction is a challenging task with wide appli-
cation prospects in meteorology and robot systems. EXxist-
ing works fail to trade off short-term and long-term predic-
tion performances and extract robust latent dynamics laws
in video frames. We propose a two-branch seq-to-seq deep
model to disentangle the Taylor feature and the residual fea-
ture in video frames by a novel recurrent prediction module
(TaylorCell) and residual module. TaylorCell can expand
the video frames’ high-dimensional features into the finite
Taylor series to describe the latent laws. In TaylorCell, we
propose the Taylor prediction unit (TPU) and the memory
correction unit (MCU). TPU employs the first input frame’s
derivative information to predict the future frames, avoid-
ing error accumulation. MCU distills all past frames’ in-
formation to correct the predicted Taylor feature from TPU.
Correspondingly, the residual module extracts the residual
feature complementary to the Taylor feature. On three gen-
eralist datasets (Moving MNIST, TaxiBJ, Human 3.6), our
model outperforms or reaches state-of-the-art models, and
ablation experiments demonstrate the effectiveness of our
model in long-term prediction.

1. Introduction

Video prediction refers to predicting future multiple
frames according to given frames, regarded as an interme-
diate step between the original video data and the decision-
making system, which extracts potential evolution patterns
from the original video data. It has wide application
prospects in the fields of Meteorology [28, 29], transporta-
tion [1,4,13,16,26,38], robot system [8,9,41] and anomaly
detection [22].

Models representing temporal dependence are often ap-
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Figure 1: Visualization of Taylor feature and residual fea-
ture in our model. With the disentanglement of our model,
the residual feature learns clear content while the Taylor
feature learns salient edges and corners, which tend to blur
in the long-term prediction.

plied to predict video frames. Mainstream video prediction
models can mostly be categorized into three frameworks:
(1) extensions of recurrent neural networks [21,28, 37,39,
] or 3D convolution [3, 34, 38]; (2) conditioning the pre-
diction on proxy objects [33, 36]; (3) specific architectures
based on factorized the prediction space [3,6, 12, 19,30].
These frameworks hold advantages and inferiors of
themself. (1) the first framework attempts to design a new
spatiotemporal module that enables better spatial relation-
ships and temporal dependence and then stacks multiple
such modules to form the final model. However, These
models are usually challenged by more parameters and
complex training. (2) The second framework narrows the
prediction space with the assistant of proxy objects that pro-
vide valuable information for the prediction task. These
models improve problems in the first framework but are bur-
dened with extra data acquisition. (3) The third framework
factorizes the video into multiple variables to process each
on a separate pathway. These models design targeted mod-
ules to decompose the prediction task into more tractable



problems and free from the chains of numerous parameters
and supplementary data. Nevertheless, most disengagement
models explicitly untangle video sequences in a way con-
sistent with human intuition [3, 12, 30], such as foreground
and background. These methods contribute to precise short-
term prediction yet fail to maintain their performance in
a long-term setting. PhyDNet [19] separates physical dy-
namics and unknown factors in video and uncovers hidden
partial differential equations (PDE) models from observed
complex dynamic video data. Although boosting long-term
prediction performance, it suffers from error accumulation.
PDSD [6] disentangles spatial and temporal representations
for prediction. It works well for long-term prediction and
content swap, whereas relatively blurrily predicts the next
frames. On the whole, current disentanglement models for
video prediction fail to trade off short-term and long-term
prediction performance.

Regarding the above problems, an algorithm that con-
siders modeling both short-term and long-term dynamical
systems is requested. Taylor series that predict the value of
other points by the finite derivatives of a certain point satis-
fies our needs. Therefore, in this work, we propose Taylor-
Net, as shown in Fig 2, a two-branch seq-to-seq deep model
assisted by the Taylor series priors, which accurately pre-
dicts the future frames and outperforms the state-of-the-art
model in both short-term and long-term prediction. Further-
more, we propose a novel prediction module. It expands the
first input frame and then constructs an approximate poly-
nomial to form complex dynamics evolution in video. The
visualizations of the Taylor feature and the residual feature
are shown in Fig 1. The Taylor feature contains more infor-
mation about edges and corners, regarded as effective com-
plements to the residual feature. Our contributions to video
prediction can be summarized as follows:

e We propose a novel principle for feature separation.
Utilizing a two-branch network design, we present a
new architecture for video prediction.

* Base on the principle, a novel recurrent prediction
module (TaylorCell) is integrated into the two-branch
model, which contains Taylor prediction unit (TPU)
and memory correction unit (MCU). TPU only em-
ploys finite derivatives of the first input frame to pre-
dict the future frames for avoiding error accumulation;
MCU corrects the predicted Taylor feature from TPU
by distilling information of all past frames through the
gate mechanism.

» Experiments demonstrate that TaylorNet outperforms
or reaches state-of-the-art models on three generalist
datasets. As far as we know, this is the first video pre-
diction model built by the Taylor series.

The rest of this paper is organized as follows. In section

3, the proposed method is described in detail. Section 4
presents extensive experiments. Section 5 is the conclusion.

2. Related Works

We review related models of video prediction in recent
years.

Extensions of RNN or 3D-Conv The last few years have
witnessed a significant interest in predicting future frames
by data-driven deep neural networks. Shi et al. [28] ex-
tended vanilla LSTM to ConvLSTM by integrating convo-
lutions into recurrent state transitions, capturing spatial in-
formation for precipitation prediction. PredRNN [39] al-
lowed memory states to zigzag in two directions: across
stacked RNN layers vertically and through all RNN states
horizontally. Causal LSTM [37] increased the transition
depth between adjacent states by re-organizing the spatial
and temporal memories in a cascaded mechanism. E3D-
LSTM [38] integrated 3D convolutions into RNNs, which
enable the memory cell to store better short-term features
and made the present memory state interact with its histor-
ical records to learn long-term relations. Lange et al. [21]
introduced the self-attention mechanism into ConvLSTM to
extract spatial features with both global and local dependen-
cies. The above-mentioned recurrent models mainly em-
ployed stacked ConvRNNSs to predict future frames, which
stored better spatiotemporal features, but consumed consid-
erable GPU memory and computational power.

Conditioning the prediction on proxy objects Some
models [27, 32] utilized the FlowNet architecture [7, 14]
with pre-trained weights from FlowNet2 [ 14] for video pre-
diction. Villegas et al. [36] estimated high-level structure
in the input frames, e.g. the pose landmarks, then predicted
how that structure evolved in the future. Wang ef al. [33]
extracted the segmentation masks from the input frames to
predict that in next time stamp, then used a video-to-video
synthesis approach to convert the predicted segmentation
masks to a future video. Ye et al. [42] learned to predict the
future locations and appearance of the entities in the scene
by (known or detected) locations of the entities present to
compose a future frame prediction. These models required
supplementary data or a specific pre-trained functional net-
work, e.g. the optical flow network.

Factorized the prediction space Some models [3, 6,

, 30] disentangled video frames into multiple variables,
e.g. foreground and background, content and low dimen-
sional pose feature, physical dynamics and unknown fac-
tors, and spatial and dynamic feature. However, these mod-
els failed to trade off short-term and long-term prediction
performance or suffer from error accumulation.

Stochastic prediction Models [2, 4, 5, 10, 20, 35] ap-
plied VAE-based, GAN-based or latent variable-based ap-
proaches to account for the inherent stochasticity in video
sequences by building distributions over possible futures,
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Figure 2: The framework of our method. TaylorNet forms a two-branch seq-to-seq architecture for video prediction. The
input video frames are first mapped to the latent space U, then are linearly disentangled as the Taylor feature h | and the

residual feature h?* | by Ex and ER. TaylorCell (section 3.3) and ConvLSTM predict the Taylor feature fltT and the residual
feature flf‘ of the next time stamp. Finally, ﬁ;f and flf'” are remapped to the latent space and are summed before decoding to

generate the future frame ;.

yet beyond our study’s scope.

Taylor series An increasing number of works combining
neural networks and Taylor disengagement for deep neu-
ral network interpretability have been produced for the last
few years. Montavon et al. [25] considered the problem
of explaining classification decisions of a deep network in
terms of input variables and backpropagated the explana-
tions from the output to the input layer based on deep Tay-
lor disengagement. The model viewed each neuron of a
deep network as a function that can be expanded and de-
composed on its input variables. Based on the above work,
Hiley et al. [11] produced a naive representation of both
the spatial and temporal relevance of a frame as two sepa-
rate objects. The model separated the motion relevance by
downweighting relevance in the original explanation by the
spatial relevance reconstructed from each frame’s explana-
tion. Although these works leveraged Taylor expansions,
they combined the Taylor decomposition with backpropa-
gation rules and were inapplicable to video prediction.

3. Methodology

This section develops the TaylorNet, a two-branch seq-
to-seq model for video prediction. We introduce TaylorCell
to separate the Taylor representations from other factors in
video. TaylorCell includes the Taylor prediction unit (TPU,

section 3.3.1) and the memory correction unit (MCU, sec-
tion 3.3.2).

3.1. Problem Statement
We define X; € QW*h*¢ as the i-th frame in the
input video frames X;nput = (X0,X1,...,X;—1) With ¢

frames,where w, h, and ¢ denote width, height, and number
of channels, respectively. The target of video prediction is
to predict the next frames Xouiput = (X¢, Xeg1, - - - s Xef N)
from X;npue. We define i-th frame x; = x (¢, z,y) ,where
x and y represent spatial coordinates. We assume that there
exists a latent space U in which the Taylor representations
and the residual factors of the video frames can be linearly
separated. Based on the assumption, u; € U denotes the
latent representation of the i-th frame, and enables to de-
compose as u; = h} + hi, where h} and hf denote the
Taylor feature and the residual feature, respectively.

3.2. Network Architecture

We first outline the general pipeline of our method. Our
TaylorNet consists of two subnetworks, a recurrent predic-
tor based on the Taylor series priors and a generic recurrent
neural network for residual factors. The architecture of the
proposed TaylorNet is illustrated in Fig 2. The left branch
models the Taylor feature, moreover the right branch forms
the residual components that TaylorCell fails to extract.



Formally, the input (¢ — 1)-th frame is first encoded as the
latent features u;_1, then mapped to Taylor feature space
and residual feature space by E1 and ER. The output h{ ;
and hf | stand for the Taylor feature and the residual fea-
ture, respectively.

We propose TaylorCell, which combines Taylor series
priors to predict the Taylor feature of the next time stamp in
the left branch. There are 2 inputs: the hidden states from
the previous time stamp and Taylor feature hy ; from the
current input frame. To integrate with the right branch, we
remap the predicted Taylor feature to the latent space U by
the decoder Dt. For the convenience of description, we
define fl;r as the ¢-th predicted Taylor feature.

Furthermore, we apply a data-driven vanilla ConvLSTM
without any priors to predict the residual feature of the next
time stamp in the right branch. There are 2 inputs: the hid-
den states from the previous time stamp and residual feature
h}* | from the current input frame. In the same manner, we
remap the residual Taylor feature to the latent space U by
the decoder Dy, where fl? denotes the ¢-th predicted resid-
ual feature. This subnetwork aims to extract unknown fac-
tors as effective complements to the Taylor feature. In other
words, the Taylor feature assists the prediction of the resid-
ual feature, as shown in Fig 1, which is detailed in Orders
of the Taylor Series of section 4.3.

With the predicted Taylor feature fltT and the predicted
residual feature fltR , the output predicted latent feature is:

i, = h{ + h} (1)

Finally, @, is mapped to the low-dimensional space by the
decoder D to generate the ¢-th predicted frame x;.

3.3. TaylorCell

TaylorCell is a novel recurrent prediction module, as
shown in Fig 3, which is motivated by the Taylor series and
Kalman filter [17]. It’s used to model latent laws in video
sequences for memorizing and distilling valuable informa-
tion, which the finite Taylor series have perceived. Tay-
lorCell includes two units: Taylor prediction unit, which
predicts the Taylor feature with spatial information of the
first frame and time parameters of the current frame; Mem-
ory correction unit, which extracts information of all past
frames through the gate mechanism to correct the predicted
Taylor feature from the Taylor prediction unit.

3.3.1 Taylor Prediction Unit

The green block of Fig 3 illustrates the framework of TPU.
To avoid error accumulation in long-term prediction, we
solely expand the first input frame into the finite Taylor se-
ries to conduct the mathematical calculation instead of for-
ward Euler in time. We define Taylor inferred feature as fltT
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Figure 3: TaylorCell introduces two units: (1) the green
block demonstrates TPU, which predicts the Taylor feature
with the first frame’s spatial information and the current
frame’s time parameters; (2) the yellow block represents
MCU, which extracts all past frames’ information through
the gate mechanism to correct the predicted Taylor feature
from TPU.

at the time step of ¢. Therefore, the function of TPU can be
expressed as:

- t2
h} =h) +thy’ + EhOT” 4 2)

£=3

where hl, h{’ and h{" denote the Taylor feature of the
first input frame, as well as its first order and second order
temporal derivative, respectively. hl” is generated by input-
ing hoT into the PDE model [19, 23, 24], which can realize
the time difference of the deep feature map. Moreover, we
obtain h” in the same way. In TPU, the expansion order &
of the Taylor series is a superparameter, and we set £ = 3.
More details are in Orders of the Taylor Series of section
4.3.

In PDE model, we approximate the time difference
through the finite space difference, as shown in Equ 3. This
partial differential equation family subsumes many classical
physical models, such as thermodynamic equations, wave
equations, and advection-diffusion equations.

onT
b= = 2

i,J1i+j<q

oiti h;l’
G Oxt Oyl

3

where x and y represent spatial coordinates, and c; ;
demonstrates coefficients of linear combination, generated
by 1 x 1 filters.

The finite space difference is realized by convolutions
with trainable filters. For a k x k filter w, define its moment



matrix as:
1 2 -
M(w);; = — Z wv'wlu, v “4)

where u and v denote spatial coordinates in filter w, ¢ and
Jj denote spatial coordinates in moment matrix M(w), and
1,7 =0,...,k—1. When feature map h is convoluted with
w, we expand h to the Taylor series:

k-1 _ 9itin
—  SaiSud
w®h= Z M(w); joz'dy 0rioy

i,j=1

(z,y) +o(e) (5)

where o (e) denotes an infinitesimal. If we impose the fol-
lowing constrains on M(w):

M(w) = (6)

O = O
o O O
o O O

g—;‘ can be approximated by w ® h, where w is a 3 x 3 filter.

Therefore, if multi-channels M (w) equals 1 at position
(4,7) and 0 elsewhere, each channel of convolution w ® h
is a different-order space difference feature map. Then all
channels linearly combine through 1 x 1 filters to approxi-
mate the time difference feature map. To impose constraints
on M(w), a moment loss is applied:

Lmoment = Z ||M(w)1,j - Ai,j” (7)

ij<k

where A, ; denotes a matrix with 1 at position (¢, j) and 0

elsewhere. When moment loss is slight, the function of w
. itJ

approximates %a;j(-).

3.3.2 Memory Correction Unit

There exist three phenomena: (1) factors of a long video
sequence may change at some timestamps; (2) the Taylor
series is limited to the convergence domain; (3) finite Tay-
lor expansions fail to approximate the complex dynamic
system. Hence, it’s inaccurate to employ the Taylor in-
ferred feature as the predicted Taylor feature at the next time
stamp.

Inspired by the Kalman filter, MCU distills Taylor infor-
mation of input frames to correct the Taylor inferred feature,
as shown in the yellow block of Fig 3. Particularly, in our
model, Taylor information of all past frames is merged in-
stead of sole the previous frame. The ¢-th hidden states e;
in MCU is defined as:

et=z0g+(1—2z)0hl, (8)

Table 1: Setting of learning rate, total epochs and batch size
on three datasets

Datasets LR  Epochs Batch Size
Moving MNIST | 0.001 1000 16
TaxiBJ 0.0001 100 16
Human 3.6 0.0001 100 4

where hY | and z denote Taylor feature of current input
frame and update gate with value range (0,1), respectively.
g stands for updated memory state:

g = tanh (W, ® (re;_q, htT—l)) ©)

where e;_1 and r denote hidden states of the previous time
stamp in MCU and reset gate, respectively.

Finally, the predicted Taylor feature considers both the
updated hidden states e; and the Taylor inferred feature B;F
from TPU, defined as follows:

h' =h! + K, & (et f fltT) (10)

where K; € (0,1) demonstrates the correction parameters
from inputing ﬁ;r and e; into 1 x 1 filters. Note that if
K = 0, the dynamics evolution follows the Taylor inferred
feature; if K; = 1, the dynamics evolution is resetted and
only driven by all past observations.

3.4. Training

Our unsupervised video prediction task aims to predict
Xoutput = (Xt,Xt41,- .., X¢4n) from input video frames
Xinput = (X0,X1,...,%X¢—1) absence of supplementary
data.

Mode In each epoch of training, we randomly choose
whether to use the teaching mode. If teaching mode works,
input frames of TaylorNet come from the original images;
otherwise, input frames also come from the original images
in 0 ~ (t—1) time stamps, yet from the predicted video
frames in ¢ ~ (¢ + N) time stamps.

Loss To generate the target video frames, we impose
constrains on parameters of PDE model and penalize the
difference between the original image and its reconstruc-
tion. So, full loss function L(w) linearly combines two
partial losses:

L(w) = Limage (W) + ALmoment (Wppp) (1

where w represents all parameters in model, and w, . de-
notes parameters in PDE model. We use the Lo loss for
the image reconstruction and the moment loss, and follow-
ing [19] we set A = 1.

Setting Following the setting of [19], PDE model con-
tains 49 filters (7 x 7) for space difference feature map and
1 x 1 filters for linear combination. The residual module is



Table 2: Quantitative comparison on Moving MNIST

Moving MNIST 10—10

Method MSE MAE SSIM
ConvLSTM 103.3 1829  0.707
PredRNN 56.8 126.1  0.867
Causal LSTM 46.5 106.8  0.898

MIM 442 101.1 0.91
SA-ConvLSTM 439 94.7 0.913
PDSD 429 105.6  0.878
E3D-LSTM 41.3 86.4 0.92
DDPAE 38.9 90.7 0.922
CrevNet + ConvLSTM | 38.5 - 0.928
PhyDNet 24.4 70.3 0.947
PhyDNet-dual 235 68.6 0.948
CrevNet + ST-LSTM 223 - 0.949
TaylorNet (ours) 22.2 65.2 0.952

Table 3: Quantitative comparison on TaxiBJ

TaxiBJ 4— 4
Method MSEx100 MAE SSIM
ConvLSTM 48.5 17.7 0978
PredRNN 46.4 17.1  0.971
Causal LSTM 44.8 169  0.977
E3D-LSTM 432 169  0.979
MIM 429 16,6 0971
PhyDNet 41.9 16.2  0.982
SA-ConvLSTM 39 - 0.984
TaylorNet (ours) 40 16.2  0.983

Table 4: Quantitative comparison on Human 3.6

Human 3.6 4—4
Method MSE/10 MAE/100 SSIM
ConvLSTM 50.4 18.9 0.776
PredRNN 48.4 18.9 0.781
E3D-LSTM 46.4 16.6 0.869
Causal LSTM 45.8 17.2 0.851
MIM 42.9 17.8 0.79
PhyDNet 36.9 16.2 0.901
TaylorNet (ours) 374 16.1 0.901

a 3-layers vanilla ConvLSTM. We train with the adam opti-
mizer on all datasets. Learning rate, total epochs and batch
size are set as Table 1.

4. Experiment

In this section, we evaluate our TaylorNet framework
quantitatively and qualitatively on three generalist datasets:
Moving MNIST [31], TaxiBJ [44], and Human 3.6 [15]. We
compare our model with the state-of-the-art video predic-
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Figure 4: Qualitative comparison on Moving MNIST.

tion methods based on standard metrics, i.e., mean square
error (MSE), mean absolute error (MAE), and structural
similarity (SSIM). The ablation experiments demonstrate
the contribution of each module in our model.

4.1. Datasets

Moving MNIST is a synthetic video dataset, which de-
picts two potentially overlapping digits moving with con-
stant velocity and bouncing off the image edge. It’s partic-
ularly challenging in the long-term prediction task. Image
size is 64 x 64 x 1. We train TaylorNet in the same set-
ting as [19], with 10 conditioning frames to predict 10 fu-
ture frames, and evaluate our model by predicting either 10,
30 or 90 future frames. Training sequences are generated
on the fly and the test set of 10000 sequences is provided
by [31].

TaxiBJ is collected from the chaotic real-world environ-
ment and contains traffic flow images collected consecu-
tively from the GPS monitors of taxicabs in Beijing from
2013 to 2016. Each 32 x 32 x 2 image is a 2-channels heat
map with leaving/entering traffic. We use 4 known frames
to predict the next 4 frames (traffic conditions for the next
two hours).

Human 3.6 contains human actions of 17 scenarios, in-
cluding 3.6 million poses and corresponding images. Fol-
lowing the setting of [19, 40], we use only the “walking”
scenario with subjects S1, S5, S6, S7, S8 for training, and
S9, S11 for testing. We predict 4 future frames of size
128 x 128 x 3 given 4 input frames.

4.2. State-of-the-art comparison

We compare our model to competitive baselines: (1)
ConvLSTM [28], (2) PredRNN [39], (3) Causal LSTM
[37], (4) MIM [40], (5) SA-ConvLSTM [21], (6) PDSD [6],
(7) DDPAE [12], (8) PhyDNet [19], (9) PhyDNet-dual [ 18]
and (10) CrevNet [43].
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Quantitative comparison among different models on
Moving MNIST is shown in Table 2. The optimal results
are highlighted in red, whereas the second-optimal results
are highlighted in blue. We can see that TaylorNet outper-
forms CrevNet, state-of-the-art on Moving MNIST. Note
that CrevNet absence of spatiotemporal LSTM [39] is im-
potent to achieve superior performance, whereas TaylorNet
only employs vanilla ConvLSTM. Quantitative comparison
on TaxiBJ is shown in Table 3. The result of TaylorNet is
comparable to the performance of SA-ConvLSTM, state-of-
the-art on TaxiBJ. However, SA-ConvLSTM utilizes high-
capacity temporal architectures and has three times more
parameters than our model. Quantitative comparison on
Human 3.6 is shown in Table 4. TaylorNet also reaches
very close performance with PhyDNet, which is the state-
of-the-art model on Human 3.6.

Moreover, we compare the visualizations of TaylorNet
and PhyDNet-dual, which is state-of-the-art in long-term
prediction and approaches CrevNet in short-term prediction
on Moving MNIST. Fig 4 demonstrates the qualitative com-
parison on Moving MNIST. The third and fourth rows of
the figure indicate the visualizations of the Taylor feature
and the residual feature, respectively. The Taylor feature
highlights more information prone to ambiguity than the
physical feature in PhyDNet-dual. The residual feature in
our model also extracts more clear content information. It
proves that the Taylor feature plays a better auxiliary role
in modeling the residual feature. We can interpret the phe-
nomenon as the difficulty of modeling the residual feature
will decrease in the presence of a continuous stability base
function of the Taylor feature. Fig 5 demonstrates the qual-
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Figure 6: Qualitative comparison in long-term prediction.

itative comparison on TaxiBJ. The fifth and ninth rows of
the figure indicate the difference |Prediction-Target|x 10 for
better visualization.

4.3. Ablation Study

We conduct a series of ablation studies on Moving
MNIST to show the contribution of several design compo-
nents in the proposed TaylorNet.

Long-term Prediction We explore the robustness of
TaylorNet in long-term prediction and apply the pre-trained
model (10 known frames to predict the next 10 frames) to
predict the future 10, 30 or 90 frames, respectively. As ex-
plained in section 3.3.2, TaylorNet allows two prediction
modes for the Taylor feature: driven by the Taylor inferred
information or driven by all past observations. The first pre-
diction mode overcomes error accumulation because only
the first input frame’s derivatives and corresponding time
parameters are utilized. The second prediction mode han-
dles unreliable Taylor inferred information due to the lim-
ited convergence domain or factors changing.

We compare TaylorNet to PhyDNet-dual, state-of-the-
art in long-term prediction. The second and fourth rows
of table 5 denote the results of TaylorNet and PhyDNet-
dual on Moving MNIST. Compared to PhyDNet-dual, our
model gains 1.3 MSE points in predicting 10 frames, 2.6
MSE points in predicting 30 frames and 3.1 MSE points
in predicting 90 frames. TaylorNet also presents consistent
gains in MAE and SSIM, indicating the benefits of Taylor
series priors. We also compare TaylorNet to PDSD, which
is inspired by PhyDNet. TaylorNet outperforms it on all
metrics. Fig 6 shows the visualizations of TaylorNet and
PhyDNet-dual predicting the next 90 frames. The quality
of output images slightly decreases for TaylorNet, whereas
it is much more pronounced for PhyDNet-dual. For exam-
ple, PhyDNet for 60-steps has acquired relative blurred pre-
dicted frames; however, TaylorNet for 99-steps still gener-
ates accurate prediction.



Table 5: Quantitative comparison in long-term prediction. All models predict 10, 30 and 90 frames with 10 conditioning

frames.
Method 10—10 10—30 10—90
MSE MAE SSIM | MSE MAE SSIM | MSE MAE SSIM
PDSD 429 1056 0878 | 91.8 1653 0.792 | 179.8 2682 0.657
PhyDNet-dual 23.5 686 0948 | 448 111.5 0.897 | 943 189.5 0.797
TaylorNet without MCU | 22.3 654 0952 | 429 100.7 0.909 | 98.8 166.8 0.822
TaylorNet(ours) 22.2 652 0952 | 422 105.1 0.905 | 91.2 1727 0.812

Table 6: Performance of TaylorCell. All models predict 10 frames with 10 conditioning frames.

Method MSE MAE SSIM BCE PSNR | PARAMETERS(M)
PhyCell 50.8 1293 0.87 - - 0.37
PhyDNet-dual | 235 68.6 0948 163.6 235 3.09
TaylorCell 39.6  103.8 0.907 2151 209 0.51
TaylorNet 222 652 0952 1595 238 3.31

Influence of MCU To evaluate the contribution of MCU,
we delete MCU in TaylorCell and utilize the previous frame
instead of all past frames to correct the Taylor inferred fea-
ture. The quantitative results are presented in the third col-
umn of Table 5, which demonstrates that TaylorNet without
MCU gains more MAE and SSIM points in long-term pre-
diction yet increases the MSE. From the visualizations of
Fig 6, we can see that TaylorNet suffers from more predic-
tion uncertainty than TaylorNet without MCU. In simpler
terms, MCU decreases the confidence of prediction in our
model, leading to more ambiguity in long-term prediction.
However, TaylorNet without MCU has the crisis of lack-
ing partial image content. For example, there are many
breakpoints, unexpected connection points, and scabrous
edges in predicted handwritten digits, as shown in the third
and seventh rows of the Fig 6. MCU improves this prob-
lem by adding past frames’ Taylor information as supple-
ments. Considering that breakpoints and unexpected con-
nection points may interfere with downstream tasks, MCU
is necessary.

TaylorCell Analysis To more intuitively demonstrate
the advantages of our TaylorCell, we conduct an ablation
study to analyze the respective performances of TaylorCell
and PhyCell. The results are shown in Table 6. Compared
to PhyCell, TaylorCell gains 11.2 MSE points, 25.5 MAE
points, and 0.037 SSIM points, while they have a similar
number of parameters. This demonstrates that TaylorCell is
a potent recurrent module that outperforms PhyCell due to
effective Taylor series priors. We further observe the perfor-
mance gap on TaylorCell and TaylorNet, proving the neces-
sity of the residual module. Note that TaylorNet runs faster
than PhyDNet-dual by 15 FPS in test.

Orders of the Taylor Series Finally, we search the influ-
ence of the expansion order of the Taylor series in TPU. The
results are shown in Fig 7, indicating that the more order of

Taylor expansions fails to perform better, inconsistent with
our intuition. There exist two reasons: (1) the Taylor series
is limited to the convergence region and leads to constrained
long-term prediction; (2) too many expansion orders lead to
a more significant difference between the Taylor feature and
real complex chaotic dynamical systems in long time steps,
which meddle with modeling the residual feature. In fact,
the Taylor branch makes the residual component more ac-
cessible by modeling the Taylor feature, which is different
in each dataset. For example, our residual branch distills
more accurate information about both content and location
than that of PhyDNet-dual, as shown in Fig 4. Besides, Fig
7 also indicates that the performance of TaylorNet is inca-
pable of decreasing step by step, as the expansion order of
the Taylor series increases. However, we fail to explain this
phenomenon due to the lack of the interpretability theory of
deep neural networks. Further study is required. In my shal-
low opinion, if we plugged a visualization module after the
Taylor branch to present each order of the Taylor feature,
more explanation might be learned.

5. Conclusion

In this work, we propose a novel two-branch seq-to-seq
deep model, TaylorNet, for pixel-level prediction of future
frames in videos. The originality of our model lies in a
novel principle for feature separation and a proposed recur-
rent prediction module. Such module enables to model Tay-
lor representations based on Taylor series priors for trade-
off short-term and long-term predictions and decreasing er-
ror accumulation. Experimental results demonstrate that
TaylorNet outperforms or reaches state-of-the-art perfor-
mances on three generalist datasets. Future work includes
building distributions over possible futures, e.g. with VAE-
based or GAN-based features.
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