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Abstract

Class imbalance distribution widely exists in real-world engineering. However, the
mainstream optimization algorithms that seek to minimize error will trap the deep
learning model in sub-optimums when facing extreme class imbalance. It seriously
harms the classification precision, especially in the minor classes. The essential
reason is that the gradients of the classifier weights are imbalanced among
the components from different classes. In this paper, we propose Attraction-
Repulsion-Balanced Loss (ARB-Loss) to balance the different components of the
gradients. We perform experiments on large-scale classification and segmentation
datasets, and our ARB-Loss can achieve state-of-the-art performance via only
one-stage training instead of 2-stage learning like nowadays SOTA works.

Keywords: Long-tailed Learning, Neural Collapse

1. Introduction

Class imbalance exists in almost all real-world scenes, and we call it long-
tailed distribution when the imbalance is very extreme. Due to that standard
gradient descent optimization algorithm seeking the solution to make the loss
as low as possible, the learned algorithm tends to perform better on the major
classes while ignoring the learning on those minor classes. It will trap the model
in the sub-optimum.

Many works have recently emerged to mitigate the performance drop under
the long-tailed distribution. Some works [I} 2] re-sample the data to mitigate the
class imbalance. However, over-sampling might cause the model to overfit these
classes, while under-sampling might bring the risks of removing the important
samples. Another line of works [3} 4, 5l [6l [7, 8] designs specific loss function
to weight different classes according to the class cardinality. However, for the
large-scale dataset, the re-weighting cost functions make deep models difficult to
optimize. Additionally, these methods rely on hyper-parameters, which must be
adjusted according to the specific data. Recently, many methods use two-stage
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Figure 1: (a) Neural Collapse: when trained on the balanced data, the classifier weights and
features are dually collapsed into an ETF geometric structure (Note that the figure depicts a
3D ETF structure, where the arrows are equal-length like the molecular structure of methane.);
(b) Minority Collapse: when the cardinalities of some classes (the orange and purple classes)
are much lower than others (the green and blue classes), the weights corresponding to these
rare classes collapsed into similar direction. (The arrow represents the classifier weights, the
light-color spot represents the head of the feature vector the dark-color square represents the
feature mean; each color represents a class.)

training to decouple the representation learning, and the class-balanced training
of the classifier [7, [9] [T0, [TT]. They first use instance-balanced sampling to learn
discriminative features, and then they fix the backbone network and train the
classifier via class-balanced sampling. The common belief behind these 2-stage
methods is that the instance-balanced sampling learns better and more general
representations, which has been demonstrated via better experimental results.
However, the 2-stage methods fail to explain the essential reason for the poor
performance in long-tailed data distribution. Moreover, these methods involve
many tricks to obtain better results, which brings difficulties and complexities
for training and poor interpretability. Some work attempts to solve the issue
by balancing the gradients. [§] filters out the gradients from major classes via
an 0-1 mask when back-propagating the gradients for samples of minor classes.
However, besides the heavy reliance on many hyper-parameters, they only filter
out gradients that are too large and still do not essentially solve the imbalance
of the remaining gradients. Therefore, the key to solving the performance drop
under the long-tailed distribution is to balance each gradient component from
different classes.

A recent study [12] observes the Neural Collapse phenomenon. When the
model converges to optimum in an ideal state, i.e., a balanced data distribution,
four phenomenons can be observed:

1. The intra-class features will collapse to their class means.

2. The vectors of the class means will collapse to an ETF (Equiangular
Tight Frame) geometric structure, i.e., the class mean vectors will have
consistent length and equal-sized angles between any given pair, where the



pairwise-distanced are maximized.

3. The class means and the classifier weights will dually converge to each
other so that the dot product of the features and the classifier weights will
obtain the maximum for matched classes while the minimum for unmatched
classes.

4. The classifier decides the class according to the Euclidean distances among
the feature vector and the classifier weights.

However, under an imbalanced data distribution, the law of Neural Collapse
is no longer satisfied, and another unexpected phenomenon, Minority Collapse
[13], occurs, i.e., some weight vectors are close and even merged. The collapsed
weights can no longer effectively distinguish features of different classes, which
explains the deteriorated performance of classification on imbalanced data. We
illustrate these two observations in Figure

Inspired by the Neural Collapse phenomenon, in this paper, we propose
Attraction-Repulsion-Balanced Loss, abbreviated as ARB-Loss, to balance the
gradients from different classes. We first analyze that the essential reason of
Minority Collapse is the imbalance between the attractive and repulsive gradient
components from different classes. The classifier weights of minority classes
receive a much stronger repulsion gradients from majority-class features compared
to the attractive gradients from intra-class features. Therefore, to mitigate the
Minority Collapse dilemma, ARB-Loss adds coefficients on the denominator of
the softmax function to balance the gradients from different classes. Compared
to the state-of-the-art methods for imbalanced learning problems [9] 1], our
ARB-Loss can achieve comparable or even better performance without bells and
whistles.

The contributions of this paper can be summarized as follows:

1. We analyze that the cause of Minority Collapse is the imbalance between
the attractive and repulsive gradient components from different classes.
Based on the analyses, we propose ARB-Loss to balance the gradients
from different classes to mitigate the Minority Collapse dilemma under
the imbalanced distribution.

2. We analyze the properties of ARB-Loss. Both the theoretical and empirical
results show that compared with the Cross-Entropy loss, ARB-Loss can
achieve more balanced gradients and lead to a model closer to the neural
collapse state.

3. We perform experiments on large-scale long-tailed image classification and
segmentation tasks. The imperial results suggest that our method can
achieve comparable or even better performance without bells and whistles.

In the following sections, we first review the related works of long-tailed
learning and the studies of the Neural Collapse phenomenon in Section [2} Then,
in Section [3] we rethink the learning mechanism under the traditional cross-
entropy loss from the perspective of the gradients and analyze the cause of the
unexpected Minority Collapse. In Section [d] we elaborate on our ARB-Loss and
provide relevant analytical results. In Section |5} we perform experiments to show



the effectiveness of our method. Finally, in Section [6 we make a conclusion for
this paper and a prospective for future work.

2. Related Works

2.1. Long-tailed Learning

Re-sampling. Early works [ [14], [15] [2] re-sample the data (over-sample
the samples of minor classes or under-sample the samples of major classes or
both) to balance the data distribution. Over-sampling repeats the sample of
minor classes, which might make the model overfit these classes and harm the
generality. Under-sampling removes some samples of major classes, which might
remove the key data for representation learning and bring the performance drop.

Re-weighting. Another idea is to assign different weights for different
classes, even instances. [3| [4, [0, 8] re-weight the loss according to the class
cardinalities. [16] introduce the prior probabilities from a Bayesian view and
balance the exponential logits via the class cardinalities. Although [16] shares a
similar formulation of the loss function with ours, we derive from a completely
new perspective and offer in-depth analyses. Focal loss [I7, [I8] re-weight each
instances according to their hard level, i.e., making the model to pay attention
to the wrong-recognized samples.

Two-stage Learning. An observation is that the representations learned
under the instance-balancing sampling are more general. So many works try
to split learning into two stages. [7] first trains the model in a normal way
in stage 1 and then uses deferred resampling to fine-tune with class-balanced
resampling or uses deferred re-weighting to re-weight different classes in stage
2. [10] spatially disentangles the regular feature learning and re-balancing
learning via two parallel branches.[d, [TT] decouple the representation learning
and classification. They concluded that the instance-balanced sampling gives
more general representations. They first used instance-balanced sampling to
learn the representations at stage-1. Then, they freeze the feature and retrain the
classifier (cRT) via techniques such as label-aware smooth (LAS) and learnable
weight scaling (LWS).

2.2. Neural Collapse

A recent study [12] discovers the classifier will converge to the state called
Neural Collapse when trained on the balanced data. Especially, Neural Collapse
is a phenomenon that the mean vectors of the intra-class features and the
classifier weight vectors dually converge to an ETF (Equiangular Tight Frame)
geometric structure, and the decision is based on the Euclidian distance among
the feature vectors and the classifier weights. In the Section[3.1] we give a detailed
description for the Neural Collapse phenomenon. Most of existing theoretical
methods [19, 20, 21} 22|, 23], 24] only analyse the reason of Neural Collapse
phenomenon when being trained under a balanced data distribution. However,
for most real-world data, the class distribution is usually imbalanced. In the
imbalanced cases, an unexpected phenomenon, Minority Collapse [13], occurs.



The classifier weights of minority classes will converge to similar directions. These
theoretical works give an explainable view of the mechanism of the classifier
under balanced or imbalanced distribution. However, there is no design inspired
by Neural Collapse for the long-tailed learning. Some recent work [25] tries to
avoid the gradient imbalance via fixing the classifier weights. However, it is not
guaranteed that a fixed length of classifier weight does not harm representation
learning. In this paper, we reveal that the Minority Collapse phenomenon trained
under imbalanced data distribution is essentially caused by the imbalanced
gradient components. Inspired by this idea, we propose ARB-Loss from the
Neural-Collapse view to balance the attrative and different repulsive components
of the gradients for the classifier weights, which are much more interpretable
compared to previous methods.

3. Rethinking the Cross Entropy Loss

Figure 2: The attraction and repulsion components of the gradients. For class ¢, the
gradients from other classes (denoted as Vl(:;W j # i) act like repulsion force to push the

weights w; to their inverse directions, while the gradients from class ¢ (denoted as V,(j)) acts

like a attraction force. The imbalance among different components of Vgi) will cause the
direction of w; to incline to the inverse directions of major-class features. The imbalance

between V,(;) and ng) will cause the norm of w; to incline towards the direction of attraction
or repulsion. (The thick solid arrows represent the classifier weights, the thin solid arrows
represent the features, the thin dashed arrows represent the gradients, and the thin dashed
arrows with the solid head represent the sum of gradients from each class. Each color represents
a class, and the thin red dashed arrow represents the sum of all gradients.)

Notation & Problem Setup. For a c-class classification task, we denote
X ={z;,yi},i € {1,...,n} as the observed dataset, where n is the number of
samples, x; and y; € {1,...,c} are the i-th sample and its label respectively.
We also use y; € R® as the corresponding vectorized label, e.g. the one-hot
or smoothed one-hot label vector. Suppose that class i has n; samples in the
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Figure 3: The cause of Minority Collapse is the imbalance of gradients. In this
figure, we draw 4-class classification, where class 1,2 (blue,green) are major classes and 3,4
(orange,purple) are minor classes. We describe the updating process of the classifier weights of
minor classes, i.e., w3, w4. For those minor classes, their gradients are mainly decided by the
inverse direction of features of major classes. It seems that the major components of gradients
have strong repulsion to push the weights corresponding to minor classes to collapse together.
(The color and arrow type have the same meaning as Figure )

dataset X', we use 7(4) to represent the set of sample indices that belongs to the
class i, i.e., (i) = {j : y; =i}
A vanilla L-layer deep neural network can be represented as:

bo(z) =Wiro(Wp_10(---ao(Wiz+by)+-) +br_1), (1)

where W7, is the final classifier weight. We omit its bias for simplicity because
bias can be incorporated into the weights by adding a dimension filled with 1 on
the features. The optimization target is:

. - A 9
min) > L(®e(z;).y;) + 51Ol 2)

i=1 jen(i)

where @ = {W;,b;}L_| are the learnable parameters, £ is the loss function, and
A is the weight decay parameter.

We use W = [wy,... ,wc]T € R¥¢ to represent the classifier weights and
H = [hy,..., h,] € R¥*" to0 note the features of the last layer, i.c., H = {h; =
o(Wr_yo(-o(Wix;+b1)+---)+br_1)|i =1,2,...,n}. Because the norms
of the weights {W;}L, and bias {b;}“7' have supremums and the popular
activation functions also have finite supremums (e.g. Sigmoid, tanh etc.) or keep
linear mapping in the non-restraint part (e.g. ReLU), the norm of H also have
a supremum:

1 1 <
EIIHH?:EZ Z |hll5 < En, (3)

i=1jen(i)



which also means that, for a certain class i, the features also have supremum:

1 .
— S hil? < Eug, i={1,2,...c}, (4)
' jen(i)

where Eg € R, En; € Ryi € {1,...,n} are constants.

3.1. Neural Collapse

[12] observes that the feature and weight vectors of the classifier will dually
converge to a special geometric structure under the balanced data distribution,
and this phenomenon is called Neural Collapse. Neural Collapse have four
manifestations:

1. The features will converge to their class mean.

2. Under a balanced data distribution, the class mean vectors will collapse
to an ETF (Equiangular Tight Frame) geometric structure, which can be
represented as:

. c Lo
W - ;P(IC_E]‘C]‘CL (5)
where P € R?*¢ (d > ¢) is a partial orthogonal matrix such that PTP =

I., I. is the ¢ x ¢ identical matrix and 1, € R°*! is a vector filled with 1.
For the classifier weights which has collapsed to the ETF structure, they

meet:
1, i=7
wwi =47 T (6)
T e—1° ? 7é J
where w} is the i-the column of W, i.e., the weights corresponding to
class 1.

3. The classifier weights will dually converge to the mean vectors of the
corresponding class, i.e., the classifier weight vectors will collapse to the
consistent ETF geometric structure.

4. The decision of the classifier is based on the Euclidean distances of the
feature vectors and each the classier weight, i.e., deciding the class whose
mean vector is nearest to the current features.

When the classifier weights and feature vectors obey these phenomenons
of Neural Collapse, the Fisher’s discriminant ratio [26] is maximized, i.e., the
optimal geometric structures for classification problem.

However, for long-tailed learning, Neural Collapse no longer emerges. Instead,
Minority Collapse occurs [13], which describes the phenomenon that the classifier
weight vectors of minority classes converge in a similar direction, i.e.,

o lim w; —w; =0q (7)
T —00, M —00
‘1 ‘1

where n,, is the cardinality of one of the majority classes. Due to the collapse of
the minority-class weight vectors, the classifier fails to discriminate these classes



correctly, which explains the fundamental reason for the poor performance under
the long-tailed data distribution. In the following, we analyze the gradients
derived from cross-entropy loss and reveal that the cause of Minority Collapse is
the imbalance among gradient components from different classes.

3.2. The Gradients of Cross-Entropy Loss

The cross-entropy loss can be defined as:

b c
Lee = — Z Z yj,ia(zj7i)

j=11i=1
b c (8)
exp(w} h;)
=-> > yilog | = T :
j=11i=1 Zk:l exp(wk h’j)

where b represents the batch size, o is the softmax function, z;,; = w;rhj is the
logit of the j-th sample for the class ¢. When the label is a one-hot vector, we
can derive the gradient for the classifier weights as the following:

Vw, = >, —(=pii)hi+>_ > pjihy, (9)

jem(i) k=1 jen(k)
ki

V((f) VY')
where p;; = o(z;,) is the probability that sample j belongs to class i, (i)
represents the set of sample indices that belongs to the class i. We decouple
the gradients V,,, as two parts: vfj’ and V&i). When the classifier weight w;
updates, it steps along the negative gradient direction. As illustrated in Figure
v has the inverse direction of h; and push w; and h; together, which acts

like an attraction force from hj; Vgl) has the same direction of h; and push w;
and h; away, which acts like a repulsion force from h;.
Gradients-Imbalance. [12] observes the Neural Collapse phenomenon that
the classifier weights and the last-layer features collapse to a c-simplex geometric
structure, i.e., an equiangular tight frame (ETF), when the training data are
balanced. It is reasonable and intuitive. However, for the class-imbalanced
training set, Minority Collapse phenomenon occurs [I3], i.e., the ETF vertices
of the minor classes collapse together. Minority Collapse limits the performance
of deep learning models, especially in the minor classes. Equation @ reveals
that the gradients are composed of the attraction and repulsion parts. To see
the gradient imbalance more clearly, we perform further simplification as the



following:

Vw, = Y _Qj,ihj+z > by

jem (i) k=1jemn(k)
k#i

c (10)

= —n;hg) + Z nih),
S~ k=1,k#i
v
vi®

where n; is the number of samples belonging to class i and

= 1
h@y = — Z q;,ih; (11)

' jen(i)

is a weighted feature mean of class ¢ and

Qi = L= Py ’ © W(l) (12)
Pj.is J ¢ m(i)

Equation ([10) shows that the coefficients of the gradients from samples of
different classes depend on the class cardinalities. When there are huge disparities
among the cardinality of major classes and minor classes, the gradient norms are
imbalanced, and the classifier weights are most affected by the major classes. It
causes the weights corresponding to minor classes to collapse due to the strong
repulsion effect from the features of major classes. For minority classes, the
repulsion forces that they receive have almost the same direction. So, after
training, their classifier weight vectors will be pushed in a similar direction, even
merging, which explains the reason for Minority Collapse. We illustrate this
issue in Figure

4. Methods

4.1. Balancing the Gradients

Through the above analysis, the key to solving the performance drop when
facing imbalanced class distribution is to balance the gradients from different
class features. Our main idea to solve the gradients imbalance is to add balancing
coefficients on each component of V,,,. We hope V,,, has the following format:

Vuw, = —C (1 —=p;)hi + Cp;h1 + - -+ + Cp;he, (13)

c—1

where C' is a positive constant.



4.2. ARB-Loss

To make the gradients V,,,, i € {1,...,c} satisfy the format of Equation ,
we design a novel classification loss function. We name it Attraction-Repulsion-
Balanced Loss, abbreviated as ARB-Loss. ARB-Loss is formulated as follows:

b c T
exp(w; h;)
»Car = - § g ‘1‘1 3 s 14
b Y3708 (Zk—l " exp(wy, hy) (4

j=11i=1

where n; is the number of samples belonging to class i. Note that n; can
represent the class cardinality in the whole training dataset or the mini-batch.
The difference between ARB-Loss and traditional cross-entropy loss is that we
add coefficients on the denominator of the softmax function.

After simple derivation, we can obtain the gradients for the classifier weights
under our ARB-Loss.

jEw(')
+z:§: 5r(wlhj) A

k=1 j¢7r(k)
ket

-y - hgy+§: E: ”z4mho> (15)

jem(i) k=1j¢mr(k
k#i

where
1— 5@ ; :
~(a) pj 70 J € 77(7’) 16
q] i ) ~() . . ( )
Dy J ¢ (i)
where f)ﬁ) = Go(wih;) = — T)(,f)(tx;(]zzTh) is the corresponding softmax
function in our case. Note that the subscript a of &, identifies the ground-truth
class of the sample j. From Equation , we can see that the attraction
component @((f) and each parts of the repulsion component @&Z) have the same
coefficients, i.e., attraction and repulsion terms are balanced.

4.8. Analytical Results

In this section, we further explore the properties of our ARB-Loss to show
its superiority over the Cross-Entropy loss when training on imbalanced data.

We introduce two propositions to demonstrate that ARB-Loss can efficiently
reduce the imbalance of the gradients from different classes.

10



Proposition 4.1. For gradient V,,, in cross entropy and @wi in ARB-Loss,

the proportion of the supremums of different repulsion terms’ norm, %
supl|Vo.xll o '
d oot (where k # 1,k # i,1 # i), obey:
sup||V n E
CE Loss: S PIVerl o me o [Erk
Sup”Vb,l ny EH,l
(17)

v - E
ARB-Loss: S@IVerl & [ Euk
sup|| Vs, Eyy

where Cly, Ci1 € R are constants.

Proposition 4.2. For gradient V., in cross entropy and ?wi i ARB-Loss,
the proportions of the supremums of the attraction and repulsion terms’ norm,

sup VOl g sup VL (where k # 1), obey:
sup |V, 4| sup [V, 4| ’

, By
; <l CCp -y | 2HE
sup |V |l =

} = (4) B Er s
ARB-Loss: M < Ci - i ,
sup |V || Ey

where Cii., Cir. € R are constants.

(i
CE Loss: m

(18)

Proposition 4.1 shows that ARB-Loss can reduce the imbalance of the supre-
mum of different repulsion gradient terms. The balanced repulsion gradients can
remedy the issue that the classifier weights of minority classes are pushed to the
inverse of the majority class weights and collapse together. Proposition shows
that ARB-Loss can reduce the imbalance between the attraction and arbitrary
repulsion terms. It is important if the current class ¢ is a minority class. If they
are imbalanced in this case, the attraction force is much less than the repulsion
force from majority classes and the attraction is not enough to fight against the
strong repulsion that pushes the minority class features together.

Besides balancing the attraction and repulsion components of the gradients,
compared to previous loss functions designed specifically for long-tailed learning,
our ARB-Loss has the following advantages:

1. ARB-Loss can achieve comparable or even better results via only one-stage
training, compared to previous two-stage methods [7, [9, [IT];

2. ARB-Loss has no hyperparameters to adjust according to different data
sources like [T [6] [7, [§].

5. Experiments

In this section, we perform experiments on classification and segmentation
tasks to analyze our ARB-Loss. We put the description of datasets used in

11



this section and the implementation details in the Appendix B and
Appendix [Xppondis 0]

5.1. Empirical Results
5.1.1. The Geometric Structure of the Classifier Weights.

We propose three balance metrics to measure how balanced the classifier
weights are, i.e., how similar the classifier weights are with the ideal ETF
geometric structure described by the Neural Collapse phenomenon.

2

W)= Y S (wle - LY S i,

i=1 j=1,j#1 i=1 j=1,5#1
2
BL(W) = C,IQZ > (i) - o= QZ > fwow)
=1 j=1,j7#i i=1j=1,j7#i
1 < 1 < ’
)= 13" (ol - 13w, )
i=1 i=1
(19)

wiw;
llwslly-llw;l,
Bi‘(W) measures the balance degree of the angles of the weight vector pairs,
B% (W) measures the variance of the norm of the weight vectors, and B2 (W)
measures the balance degree of the dot-product of the weight vector pairs. In
the ideal case, i.e., the ETF geometric structure, the angles of all weight vector
pairs, and the norms of all weight vectors are equivalent.

For better understanding, we visualize the similarity of the classifier weights
in Figure 4| In the figure, each sub-figures represents a matrix M € R¢*¢ whose
1, J-th entry is:

where (w;, w;) = is the cosine of the angle between w; and w;.

i
M;; = {Zf—l,j#i wiw;’ ) (20)
0, =7

Because the diagonal of matrix M is meaningless, we set them to zero. Below
each sub-figure, we also indicate the values of the three balance metrics mentioned
above. In the ideal state, we expect the variance of each row (except for the
diagonal) of M to be zeros:

1
Mivjzc_il7 i,je{1,...,0},i7éj,. (21)
The ideal values of the balance metrics are:

BR(W) = BE(W) = BE(W) =0 (22)

In the figure, we can see that the color variance of the left part (light and
dark colors) is larger than the right part (all dark colors), which demonstrates

12



BZ =0.0249 B% =0.0138 BZ = 0.0425 B2 =0.0381

B3 = 0.655 B2 =0.149 B2 = 0.684 B2 =0.238

BZ =0.186 B? =0.0729 B? =0.262 B} =0.128
(a) CIFAR-10-LT IF 10 (b) CIFAR-10-LT IF 50

0.0229 B2 = 0.0159

Bj = 0.0890 B} = 0.0392 B2 = 0.0864

B2 = 0.0206 BZ = 0.0088 BZ = 0.0598 B2
(c) CIFAR-100-LT IF 10 (d) CIFAR-100-LT IF 50

Figure 4: The geometric structure of the classifier weights. In the (a),(b),(c), and (d)
4 sub-figures, the left part represents the classifier trained with cross-entropy loss, and the right
part represents the classifier trained with ARB-Loss. The visualization details and meanings
are elaborated in Section The color variance of the left part is larger than the right part,
which demonstrates that the classifier weights trained by ARB-Loss are more dispersed than
the ones trained by cross-entropy loss.

that the classifier weights trained by ARB-Loss are more dispersed than the ones
trained by cross-entropy loss. ARB-Loss can remarkably reduce the variance
of each row of M, which means that our ARB-Loss can mitigate the Minority
Collapse dilemma.

5.1.2. Different Components of Gradients.

We show a visualization example in Figure o} Each point on the original
curves (the thin line in the figure) represents the mean lengths of the gradients
in one epoch, i.e.,

N/B N/B ,
1 ) 1 oLy
= — [ — 2
=575 LIV =55 2 | ¥ A (23)
n=0 n=0 ||jen(k)
where N is the total number of samples, B is the batch size, L9 s the gradients

w
of the loss on j-th sample with respect to wyg. From the visualization, we

can see that using cross-entropy loss on imbalanced data will introduce huge
magnitude differences among different gradient components, and using our
proposed ARB-Loss can balance each gradient component to make them have a
similar magnitude.

13
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Figure 5: Visualzation example of the different components of the gradients. In the
figure, we take the training on CIFAR-10-LT dataset as an example. We plot the curve of
magnitude (i.e., the vector length) of the different components V,ggi), i # 9 of the gradients
Vawg, where wg the classifier weights for class 9 whose cardinality is the least. The thin and
thick lines represent the original and smoothed curves, respectively. We show the results from
the 40-th epoch to ignore the instability in the initial training.

5.2. Results on Image Classification Task

Experiment results are shown in Table [[]and Table 2] For previous methods,
we directly copy the results from the original papers, except for the results noted
with .

, N CIFAR-10(-LT) CIFAR-100(-LT)
Methods Sta8e 96050 10 Normal | 100 50 10  Normal
Plain Model [27] 1 704 748 86.4 92.87 [ 384 439 558 6877
mixup [28] 1 731 77.8 87.1 9201 |39.6 450 582  68.7
LDAM+DRW [7] 1 749 - 86.7 - 40.3 - 573 -
Remix+DRW [29] 2 798 - 891 - 468 - 613 -
BBN [10] 2 79.9 82.2 88.4 - 42.6 471 59.2 -
MiSLAS [11] 2 | 8.1 857 90.0 - 470 52.3 63.2 -
ARB-Loss 1 83.3 85.7 90.2 926 | 472 526 62.1 686

Table 1: Top-1 accuracy (%) on CIFAR-10(-LT) and CIFAR-100(-LT). The experiments are
performed on ResNet-32 [27]. In the table head, 100, 50, 10 represents IF = 100, 50, 10. Normal
represents the original dataset without undersampling. { represents our reimplement results.

CIFAR-10(-LT) & CIFAR-100(-LT). Table[l|shows the results on CIFAR-
10/100-LT. When performing experiments on CIFAR-10/100-LT, the class car-
dinalities used in ARB-Loss, are collect in a batch, i.e., the n;, i € {1,...,c}
in Equation are dynamic for each different batches. Therefore, when the
dataset is balanced, ARB-Loss approzimately degrades as the cross-entropy loss.
The reason why it is said approzimate is that the samples are not balanced in
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ImageNet-LT Places-LT iNaturalist2018

Methods Stage Many Median Few  Overall | Many Median Few Overall | Many Median Few  Overall
Plain Model [27] 1 6557 40.37 1317 45.67 - - - 72.8T 6377 5847 62.37
CB-Focal [6] 1 - - - - - - - - - - 61.1
RangeLoss [30] 1 - 411 35.4 232 35.1 -
Focal+DRW [17] 1 47.9 - - - -

CE+DRW [7] 1 485 - - - - - - -
LDAM-+DRW [7] 1 - - - 48.8 - - - - - - - 68.0
OLTR [31] 1 43.2 35.1 18.5 35.6 44.7 37.0 25.3 35.9 -
OTLR+LFME [32] 1 47.0 37.9 19.2 38.8 39.3 39.6 24.2 36.2 -
Remix+DRW [29] 2 - - - - - - - - 70.5
BBN [10] 2 - - - - - - - - - - - 69.6
cRT+mixup [11] 2 63.9 49.1 30.2 51.7 44.1 38.5 27.1 38.3 74.2 71.1 68.2 70.2
LWS+mixup [IT] 2 62.9 49.8 31.6 52.0 41.7 41.3 33.1 39.7 72.8 71.6 69.8 70.9
MiSLAS[IT] 2 61.7 51.3 35.8 52.7 39.6 43.3 36.1 40.4 73.2 72.4 70.4 71.6
ARB-Loss 1 60.2 51.8 38.3 52.8 41.9 41.5 32.1 39.7 71.9 72.1 7.7 7.7

Table 2: Top-1 accuracy (%) on ImageNet-LT, Places-LT and iNaturalist2018. The experiments
of ImageNet-LT and iNaturalist2018 are performed on ResNet-50, and the ones of Places-LT
are performed on ResNet-152. { represents our reimplement results.

Models U-Net Deeplabv3-+

Metrics mloU mAcc | mIoU mAcc

baseline | 67.67  74.67 | 79.37  86.3T
ARB-Loss | 67.9 79.7 79.5 89.0

Table 3: The Segmentation Results on CityScapes dataset. mAcc is the mean of per-class
pixel accuracy and mloU is the mean of per-class IoU (Intersection over Union). { represents
our reimplement results.

a batch, although the whole training set is balanced. Therefore, we compare
ARB-Loss with the plain model (using traditional cross-entropy) in the Normal
column. From the results, although the improvements achieved by our ARB-Loss
are slight, it is also significant, considering that our method only needs one-stage
training while recent state-of-the-art long-tailed works need 2-stage training.
Moreover, the results on Normal case suggest that our ARB-Loss is approximate
to the traditional cross-entropy loss, although ARB-Loss is dynamic for every
mini-batch.

Large-scale Image Classification Datasets. We list the results on the
ImageNet-LT, Places-LT and iNaturalist2018 in Table On the large-scale
datasets, we found that using the global class cardinalities (i.e., the class cardinal-
ities in the whole training set) can obtain better performance than using dynamic
class cardinalities for each batch. Therefore, for the ARB-Loss experiments in
Table 2] we all use the global class cardinalities. The results suggest that our
ARB-Loss can achieve comparable results with current state-of-the-art methods,
e.g. MiSLAS [11]. It is worth noting that the results of ARB-Loss are obtained
from only one-stage training, and the nowadays SOTA long-tail methods such
as. BBN [10], MiSLAS [I1], need training for 2 stages.

5.3. Results on Segmentation Task

We perform image segmentation experiments on two baselines: U-Net [33]
and Deeplabv3+ [34]. The results are shown in Table |3 Our ARB-Loss can
significantly improve pixel accuracy. The reason why the improvements on
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mloU metric are slight might be that the denominator of IoU involved FP (false
positive), compared to the denominator of pixel accuracy. In Appendix
we show the per-class results. We can see that the classes whose IoU gets
improved while the pixel accuracy is still a little lower are almost the minor
classes. If the FP item is relatively too large for the cardinality of a minor class,
the ToU value will drop. Meanwhile, if these FP belongs to some major classes,
it will have little effect on the value of pixel accuracy.

6. Conclusion & Future Works

In this paper, we analyze that the reason for the performance drop under
long-tailed distributions is the imbalances of the gradients from different classes.
Then, we propose Attraction-Repulsion-Balanced Loss (ARB-Loss) to balance
the different gradient components. Moreover, we analyze the properties of
our ARB-Loss to theoretically demonstrate the rationality of our design. We
also give some visualization examples to analyze the geometric structure of the
classifier weights and the magnitude proportions of the gradient components.
Moreover, we perform experiments on large-scale classification and segmentation
datasets to demonstrate the effectiveness of ARB-Loss. ARB-Loss can achieve
state-of-the-art performance via only one-stage training.

For the future, the following topics are worth studying:

e The geometric structure described by Neural Collapse also has great
inspiration for the bottlenecks of other machine-learning tasks, i.e., few-
shot or online learning etc.How to design algorithms inspired by Neural
Collapse for the other tasks is a topic worth future research.

e Besides the classifier, the optimization of the features extracted by the
backbone networks is also affected by the imbalanced distribution. How to
solve this issue is still an open question.

In the future, we will continue the relevant research topics along the line of
Neural Collapse and explore the underlying principles behind it.
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Appendix A. Proofs

Appendiz A.1. Proof of Proposition[{.1]
Proof. For k-th(k # i) repulsion terms,

IVoill =11 > piihil
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< Y piallhyll
sen(k) (A1)
2
< D02 D Ikl
jem(k) jem(k)

—
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By = Z pir (A'Q)
jen(k)
and
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(2

2
[hll™ = < En;. (A.3)
Note that we use the subscript with a bracket to represent the mean of the
squared norm of some certain class features. The brackets are used to be
distinguished from the feature indices.

For j € mw(k), k # 1, there is a non-zero minimum for p; ; which is denoted as
(ki) (k,)

Drain, and a maximum for p;; which is less than 1 and is denoted as pmax. Then,
Vikpi < Br < vikpli) (A4)
Therefore,
v Bi+/niE E
S | Vol _ BevmBrw ni o - [Brk (A.5)
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(k’i)/p(k7i) is a constant.

where Ckl = Pmax / Pmin
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Similarly, for the ARB-Loss,
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O
Appendiz A.2. Proof of Proposition[{.
Proof.
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Similar to the proof of Proposition

VSR =11 Y piahsll < Biy/millb P < Bey/niEu, (A.11)

jem(k)

For j € 7(4), the maximum of p;; is less than 1 and we denote this maximum
as pmdx For j € m(k), k # i, there is a non-zero minimum for p;; and we denote
(ki)

this minimum as p,;, -

Ay > (1 —p),  Bi < agp). (A.12)

Therefore, the proportion of the supremum of the attraction and k-th(k # )
repulsion terms’ norm obey:

sup||V )H \/ n; |h( ) < s Ey; (A13)

s V5 By el I B’
where C, = (1 pmaX)/pgfu? is a constant.
Similarly, for the ARB-Loss,
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where,

Ak = Z (1 _ﬁj 2) > \/7(1 _pmax)

jem (i)

Bk = Z p? <Vn pgr]fnll)
jen(k)

~ (k1)

(A.15)
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where Pmax and p (k,3) ~(4)

are defined similarly with pmaX and p, 7/, i€, Pmax =

min
(ki)
max p;q, max Therefore,
jGﬂ(z)p] 4 Pmin = ]Gﬂ(k)p] A

sup | VS )|| n’Hh <Cf- \/E»Hl (A.16)
sup||Vb,k|| - By, nkllh(k) - B

where Cy, = (1 ﬁl(édx)/pgfm) is a constant.

Appendix B. Datasets

Appendiz B.1. Classification Datasets

We perform experiments on CIFAR-10/100 [35] and three large-scale image
classification datasets: ImageNet [36], iNaturalist2018 [37] and Places [3§].

CIFAR-10/100 are both composed of a training set of 50000 images and a
validation set of 10000 images with 10 and 100 classes, respectively. The long-tail
versions of CIFAR-10/100 are generated by the same rule as [7], i.e., reducing
the sample number per class according to an exponential curve controlled by an
imbalance factor IF = ""‘“7 where nya.x and nyi, are the sample numbers of
the most and the least frequent classes.

ImageNet-LT and Places-LT were first proposed by [3I]. ImageNet is
composed of 1,281,167 training images, 50, 000 validation images and 100, 000
test images and spans 1000 classes. Places contains 10,624, 928 images from 434
classes. ImageNet-LT has 115.8K images from 1000 classes whose cardinalities
ranging from 5 to 1,280. Places-LT contains 184.5K images from 365 classes
with class cardinality ranging from 5 to 4, 980.

iNaturalist2018 is a dataset that originally suffers from an extreme class
imbalance, which consists of 437.5K images from 8, 142 classes. Besides, we also
face the fine-grained classification in iNaturalist2018 dataset.

Appendiz B.2. Segmentation Datasets

Essentially, the segmentation is a pixel-wise classification. And it usually
suffers from extremely imbalanced distributions, e.g. the sky and ground usually
occupy much more pixels than foreground objects on the image captured by the
car-equipped camera.

CityScapes [39] contains 5000 annotated images of the street scenes of 50
different cities and 19 semantic labels are used for evaluation. The training,
validation, and test sets contain 2975, 500, and 1525 images, respectively.
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Appendix C. Implementation Details

We use the PyTorch [40] framework to perform all the experiments. For all
experiments on the image classification task, we use an SGD optimizer with
a momentum of 0.9, and an initial learning rate of 0.1. For experiments on
CIFAR-10/100(-LT), we train the model on a single GPU, and the learning rate
decays as its 0.1 at the 160-th and 180-th epochs. For ImageNet-LT, Places-LT,
and iNaturalist2018 datasets, we train the models on 8 GPUs and use cosine
learning rate schedule [41] gradually decaying from 0.2 to 0. For all experiments,
we use mixup [28] data augmentation, and the batch size is 128 per GPU. For
experiments on the image segmentation task, we use an SGD optimizer with an
initial learning rate of 0.01, a momentum of 0.9, and a weight decay of 0.0005.
And we update the learning rate by the poly policy with a power of 0.9.

Appendix D. Detailed Results of Image Segmentation Task

© pole
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Table D.4: The detailed results on CityScapes [39] dataset based on tow backbone networks:
U-Net [33] and Deeplabv3+ [34].

From the per-class results in the above table, we can see that the classes
whose IoU gets improved while the pixel accuracy is still a little lower are almost
the minor classes. The reason might be the differences in the definition of these
two metrics. For a certain class 4, IoU is defined as:

TP;
IoU; = D.1
°Ui = TP, 1 Fp, 1 FN, (D-1)
And pixel accuracy is defined as:
TP,
Acc; = ————— D.2
““‘ = TP, + FN, (D-2)

If the FP; item is relatively too large for the cardinality of a minor class,
i.e., FP; is too large compared to TP; + FN;, the ToU value will drop a lot.
Meanwhile, if these FP; pixels belongs to some major classes, it will have little
effect on the pixel accuracy of these major classes. So, it will cause that although
pixel accuracy improves a lot, the improvements in the metric of IoU are slight.

25



	1 Introduction
	2 Related Works
	2.1 Long-tailed Learning
	2.2 Neural Collapse

	3 Rethinking the Cross Entropy Loss
	3.1 Neural Collapse
	3.2 The Gradients of Cross-Entropy Loss

	4 Methods
	4.1 Balancing the Gradients
	4.2 ARB-Loss
	4.3 Analytical Results

	5 Experiments
	5.1 Empirical Results
	5.1.1 The Geometric Structure of the Classifier Weights.
	5.1.2 Different Components of Gradients.

	5.2 Results on Image Classification Task
	5.3 Results on Segmentation Task

	6 Conclusion & Future Works
	7 Acknowledgements
	Appendix  A Proofs
	Appendix  A.1 Proof of prop:1
	Appendix  A.2 Proof of prop:2

	Appendix  B Datasets
	Appendix  B.1 Classification Datasets
	Appendix  B.2 Segmentation Datasets

	Appendix  C Implementation Details
	Appendix  D Detailed Results of Image Segmentation Task

