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Abstract

Facial action units (FAUs) are critical for fine-grained facial expression analysis. Although FAU detection has been actively studied
using ideally high quality images, it was not thoroughly studied under heavily occluded conditions. In this paper, we propose the first
occlusion-robust FAU recognition method to maintain FAU detection performance under heavy occlusions. Our novel approach takes
advantage of rich information from the latent space of masked autoencoder (MAE) and transforms it into FAU features. Bypassing
the occlusion reconstruction step, our model efficiently extracts FAU features of occluded faces by mining the latent space of a
pretrained masked autoencoder. Both node and edge-level knowledge distillation are also employed to guide our model to find a
mapping between latent space vectors and FAU features. Facial occlusion conditions, including random small patches and large
blocks, are thoroughly studied. Experimental results on BP4D and DISFA datasets show that our method can achieve state-of-the-art
performances under the studied facial occlusion, significantly outperforming existing baseline methods. In particular, even under
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heavy occlusion, the proposed method can achieve comparable performance as state-of-the-art methods under normal conditions.

> Keywords: Occlusion-robust FAU recognition, masked autoencoders, knowledge distillation

1. Introduction

The Facial Action Coding System (FACS) [[1] is a comprehen-
sive system that breaks down facial expressions into individual
components of muscle movement, which are called Action Units
(AUs). It is widely adopted to describe fine-grained facial be-
haviors. Automatic action unit detection enables efficient facial
analysis and can be used in a wide range of applications includ-
= ing security, clinic, entertainment, and education [2].

N With the recent advancement of deep neural networks (DNNs)
(\J and high-quality image datasets, the performance of computer
(\J vision tasks has been improved tremendously including facial
action unit (FAU) detection. Some pioneering studies (e.g.,
= [3114L 15,16 [7]) take advantage of DNNs to extract local and global
>< facial appearance features, and they have remarkably improved

a the accuracy of FAU detection over traditional approaches us-
ing hand-crafted features [8,9]. More recently, works [[10} [11]]
further improve the detection performance by combining the
appearance features with domain knowledge of dependencies
between AUs. To further capture these AU dependencies auto-
matically, Luo et al. [12]] propose ME-GraphAU, a node and
edge feature learning approach that can achieve state-of-the-art
performance in FAU recognition. Despite the promising perfor-
mance of these methods, they all rely on high-quality images and
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videos gathered from well-controlled lab environments with full
facial region and action units exposed. As a result, directly ap-
plying these methods often suffers from significant performance
degradations in the presence of occlusion, particularly for heav-
ily occluded face images. Indeed, even for ME-GraphAU [12],
the state-of-the-art approach, our preliminary studies show that
its F1-score drops sharply from 65.5% to 30.7% by randomly
masking 50% of facial regions.

In many real-world scenes, the captured face images can be
partially or even heavily occluded. Thus, the inference on oc-
cluded facial images has been a long-standing problem in face
recognition-related tasks, e.g., occlusion-roust face identification
and recognition [[13} 14} [15 [16]. However, to our best knowl-
edge, there have been no explorations yet specifically developed
for the occluded FAU recognition task. Facial occlusion is often
characterized as an intractable problem, thus it presents particu-
lar challenges to existing occlusion-unaware methods [[L6]. First,
a large portion of data that contains discriminative appearance
features may be missing, which leads to severe performance
degradation. Earlier region-based AU prediction models that
only infer from local features will fail because of missing in-
formation on occluded regions [3]. Some other typical models
considering dependencies among AUs by graph models will also
encounter the problem of missing node features [10, [17, [12]].
Second, we often do not have prior information about the oc-
cluded regions (e.g., position, shape), further increasing the
difficulty of producing accurate FAU predictions.

Recent studies in compressed sensing theory reveal an intrigu-
ing phenomenon that, image signals contain much redundant



information such that missing image regions may be recov-
ered with high probability under proper sampling conditions
[18L[19L 20]. Moreover, different facial AUs often mutually in-
fluence each other [12], thus the activation status of one missing
AU may be inferred from neighboring AUs. Based on these ob-
servations, as the first attempt, we aim to exploit and reconstruct
missing AUs from occluded facial images prior to FAU recog-
nition. To show the feasibility of the concept, we explore the
adoption of masked autoencoder (MAE) structure [21]] for image
reconstruction, which achieves state-of-the-art performance in
the self-supervised learning regime. In particular, MAE has been
demonstrated to well recover an image even with 75% randomly
masked missing regions. Despite the effectiveness of MAE in
reconstructing natural images, there are two key issues that may
hinder the direct employment of MAE for occluded FAU recog-
nition. First, the decoding process of MAE requires the location
information of occluded regions as a priori; while usually we
don’t have such information or need extra efforts to obtain it in
a real test scene. Moreover, the decoding network in MAE also
causes a large computational overhead.

To address these challenges above, we propose a simple yet
effective and efficient framework based on off-the-shelf masked
autoencoders. In our preliminary study, we leverage a pretrained
MAE to predict occluded missing facial regions and observe
surprisingly good overall reconstruction quality. This key obser-
vation indicates that the bottleneck layer of a pretrained MAE is
capable of capturing essential knowledge of relations between
different action units, thus well recovering missing facial action
units. We are then motivated to mine discriminative feature
information from the latent space of the MAE. Meanwhile, we
can bypass the redundant decoding process to be much more ef-
ficient. To make the learning process more effective, we propose
to perform node and edge knowledge distillation simultaneously
to further aid the model find the mapping between the latent
space vector of MAE and features needed for FAU recognition.
The superior performance is validated through experiments on
benchmark datasets under different facial occlusion conditions.

The contributions of this paper can be summarized as follows:

1. As the first attempt, we specifically explore the facial action
unit recognition task and investigate its feasibility under
heavily occluded conditions.

2. We propose a novel and effective reconstruction-based FAU
recognition approach by mining the latent space of off-the-
shelf masked autoencoders.

3. We further improve the efficiency of the occlusion-
insensitive model by transferring the latent space feature of
the masked autoencoder to FAU features.

4. We perform experiments on two benchmark datasets and
demonstrate that our method can achieve comparable per-
formances with occlusion-free images even for 50% heavily
occluded facial images.

2. Related Work

In this part, we will briefly review existing works that
are closely related to our proposed approach, including deep

learning-based FAU detection models, masked autoencoders,
and knowledge distillation techniques.

2.1. Facial Action Unit Detection

Early works treat action unit detection as a patch-learning
problem where detected landmarks define the region of interest.
In JPML [3]], joint patch and multi-label learning are introduced
where a discriminative subset of patches are used to identify tar-
get AUs. The authors further improved their method in DRML
[22] by combining deep region and multi-label learning into a
unified deep network using a specifically designed region layer
to replace conventional convolutional layers. The region layer
can capture the local appearance change of different facial re-
gions. In EAC-Net [6]], authors design a fixed attention map
based on facial landmarks to enhance the AU feature learning
in regions of interest (ROI). JAA-Net [[L1] jointly estimates the
location of landmarks and the presence of action units. In this
work, the adaptive attention map for each action unit is com-
puted separately using estimated landmarks, yielding precise lo-
cal features. Work [23]] uses the ROI attention module to predict
attention maps directly using the supervision from landmarks.
SEV-Net [24] combines the embeddings of semantic description
of AUs with visual features to generate a cross-modality atten-
tion map, assisting the model to learn discriminative features
from meaningful regions.

Besides learning better local features, the focus of FAU detec-
tion gradually shifts towards AU relationship modeling. DSIN
[7] uses a recurrent neural network to perform structure infer-
ence on fused local and global features. The authors propose
an iterative structure inference process to simulate the fully
connected graph which captures the relationship between AUs.
AU-GCN [10] proposes a graph convolutional network-based
framework for modeling AU relationships. Individual AU fea-
tures are fed into a GCN as nodes, and a fixed connection ma-
trix is constructed based on statistical results on each training
set. In the work of UGN [[17]], a probabilistic mask is used on
graph edges to simultaneously capture dependencies and under-
lying uncertain information among AUs. The uncertainties are
also used to select hard samples to improve training efficiency.
Unlike the previous GCN-based methods where the adjacency
matrix only represents the connectivity between nodes, ME-
GraphAU [12] employs edge feature learning where a pair of
multi-dimensional edge features are learned between each pair
of AUs. The combination of node and edge features captures
both the activation status of each AU and the association between
them. This method extracts reliable task-specific relationship
cues for AU recognition and achieved state-of-the-art results on
two widely used AU datasets. Although learning rich node and
edge features, ME-GraphAU still relies on the visibility of the
full facial region where heavy occlusion causes significant de-
generation in performance. This work improves ME-GraphAU
in the presence of heavy occlusions.

2.2. Masked Image Modeling

Performing computer vision tasks on masked images is called
masked image modeling (MIM). Models can learn meaning-
ful representations by reconstructing masked images, and it is
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Fig. 1: Overview of the proposed framework for occlusion-robust FAU recognition. The blue path on top is the reconstruction-based teacher model (Section . The

path on the bottom is the student network learning through knowledge distillation (Section@. The

part in the middle represents the GCN structure

shared by both the teacher and student models, conducting AU feature and edge relationship learning (Section@).

promising to apply MIM for self-supervised pre-training. BEiT
[25]] is one of the first works to use masked image modeling tasks
to pretrain vision transformers where the goal is to recover origi-
nal visual tokens from a masked image. SimMIM [26] proposes
a simple framework to demonstrate that masked image mod-
eling provides the model superior representation-learning per-
formance by experiments on large-size masked patches, simple
pixel-wise regression, and lightweight prediction heads. MAE
[21]] adopts an asymmetric encoder-decoder architecture to pro-
duce informative latent representation by training image recon-
struction tasks on 75% masked images. MAE can learn models
with high capacities that generalize well, not only producing
high-quality image reconstruction but also improving the perfor-
mance of downstream learning tasks. Here we consider heavy
occlusion as a masked image modeling task where representa-
tional features learned from non-occluded parts should benefit
from reconstructing the occlusion portion and provide meaning-
ful information to the FAU detection task.

2.3. Knowledge Distillation

In a real-world deployment, it is desirable that an FAU recog-
nition model is lightweight, to be resource-efficient. However, a
smaller FAU model is often associated with performance degra-
dation. Therefore, we aim to leverage knowledge distillation
(KD) to create a lightweight FAU model while preserving high
accuracy.

KD is a popular model compression method where smaller
models learn from models with higher knowledge capacity
[27, 28]. KD is commonly used in multi-class classification
tasks. Different KD methods have been proposed, such as logit-
based KD [29], feature-based KD [30]], self-supervision signals
guided KD, etc [31}32]. KD is also commonly used in multi-
label classification tasks to simplify large models size or im-
prove performances through distilled knowledge. [33]] builds

an efficient multi-label image classification model by distilling
knowledge from a weakly supervised detection model. CPSD
[34]] boosts the performance of multi-label image classification
through self-distillation. [35] proposes uncertainty distillation
to address the problem of hard samples in multi-label image
classification. In this work, we intend to perform KD for both
nodes and edge features, where we formulate them as multi-label
KD and multi-class KD, respectively.

3. Methodology

In this section, we present the framework of the proposed
method as shown in Fig. [} The overall framework consists
of three modules: the MAE reconstruction module, the FAU
detection module, and the knowledge distillation module. We
elaborate on each component individually as follows.

3.1. MAE Reconstruction Module

The MAE reconstruction module is rooted in the idea of the
masked autoencoder (MAE), a state-of-the-art masked imaging
modeling method where the original image can be reconstructed
by observing only partial signals. More specifically, the encoder
MAE firstly maps observed patches into a latent space represen-
tation. Then, empty latent space vectors representing masked
patches are added at corresponding positions in the latent repre-
sentation and then projected back to the image space through a
decoder. Finally, the pixel values of masked patches are recon-
structed in the encoding and decoding process. In this module,
there are mainly four components: masking, patch encoding,
latent space representation decoding, and image reconstruction.

The masking process is to simulate random occlusions on fa-
cial images. MAE is a vision transform (ViT) [36] based method
that operates on image tokens, where images are divided into



non-overlapping patches. To better simulate real-world random
occlusions, we consider two types of patch-based masking oc-
clusions: random small-patch masking and large-block masking.
The former type of masking is similar to conventional MAE set-
tings where a random subset of small patches is selected. This
type of masking strategy is to simulate random and small-patch
occlusions on faces (e.g., hair, sunglasses, fingers). The latter
masking strategy is used to simulate large-block occlusion re-
gions (e.g., covered by facial masks or palms). In this case, a
random large-block region consisting of many patches is chosen
to be masked. Such large block occlusion further increases the
difficulty of both image reconstructions and FAU detection since
only signals from distant patches are available.

The encoder component of the reconstruction module only
takes in unmasked patches. The encoder follows standard ViT
[36] operations to obtain a latent space representation: applying
a linear projection to construct patch embedding, incorporating
positional embedding to provide the position information of each
image patch, and passing through a series of transformer blocks.
Taking advantage of self-generated masks with known positions,
the encoder by design can only operate on visible patches saving
a large amount of computation and memory.

A decoder component is used to map the latent space repre-
sentation back to the image space including the reconstruction
of previously masked patches. Different from the large encoder
that operates only on unmasked patches, the smaller decoder
takes both encoded visible patches and learned mask tokens
as input. A shared vector representing mask token is filled at
each position where the missing patch needs to be predicted.
After filling tokens to the set, additional positional embedding is
added on all tokens to provide necessary location information,
especially for mask tokens. A smaller amount of transformer
blocks is used in the decoder to save computation.

As for the image reconstruction step, an MAE directly re-
constructs the pixel values of masked patches. MAE uses the
pixel-wise L, metric to measure the quality of reconstruction on
masked image patches, and the loss can be written as,

1
Lyecons = N_M Z

ieM

= i )

where M represents the masked pixels set, Ny, is the number
of masked pixels, X and x corresponds to predicted pixel values
and original pixel values, respectively.

However, the reconstructed image suffers from significant
block artifacts due to unconstrained visible patch reconstruction.
To reduce the noise caused by such artifacts on downstream
FAU tasks, we again use the positional information of masks
to combine the visible patches from the original image with
reconstructed masked patches and form a better-quality facial
image for the next FAU detection module.

3.2. FAU Detection Module

This module is a self-contained facial action unit detection
where the inputs are regular RGB images and the outputs are the
activation probability of each facial action unit. To guarantee
a good FAU detection performance, this module is based on

the state-of-the-art FAU detection method [12]]. The detection
module can be further split into AU feature generation and graph
learning components.

To generate AU features, the face feature map F € RP>XW*C
(H, W, and C correspond to the height, width, and channels
of the feature map) is extracted by standard computer vision
backbones. N different fully connected layers are used on N
AUs respectively to selectively extract features that are specific
to each AU from the full-face feature map. Global average
pooling is used on each AU-specific feature map to generate N
feature vectors v; € R¢ as AU-specific representations.

To better model the relationships between AUs, we adopt
a graph neural network approach incorporating both node and
edge feature learning. This is a two-stage learning method. Node
feature learning is conducted in the first stage where the learn-
ing target is to produce node features containing both the AU
activation status and associations with each other on each facial
display. In this stage, each AU representation is used as graph
node features and the similarity between these node features
determines the connectivity among nodes. More specifically,
sij = Sim(v;,v;) and a;; = 1, if 5;; € Topg(s;), where q;;
represents the connection between node i and j in adjacency
graph A, and K represents the out-degree of each node to their
closest neighbors. After the construction of nodes and edges,
one GCN layer is used to update the AUs’ activation status by
fusing information from most related AUs. The updated AU
representations can be written as,

yrew — o-(V +BN(A - g1(V) + gz(V))) @)

where V £ {v; € R}Y | o(-) is a non-linear activation function,
BN(-) represents the batch normalization function, and g;, g»
denote linear layers with weight and bias. To provide a proba-
bilistic prediction of the activation status of each action unit, a
similarity calculation strategy is used here, where cosine sim-
ilarity is computed between a trainable vector ; € R¢ and an
updated representation vector V" € RC. The vector ¢ is trained
to be a representation of the active status of the i—th AU. The
probability of the i—th AU being activated can be written as,

pi = Sc(o(t), o (V™)) 3)

where S .(-) denotes a function that computes the cosine similar-
ity between two vectors.

To supervise the learning of node features, a multi-label classi-
fication loss is adopted. However, there are two significant label
imbalance issues due to the nature of FAU dataset collection
process: First, the negative label dominates on each AU; Second,
the occurrence frequency of each AU is dramatically different.
To address these issues, we adopted the weighted asymmetric
loss proposed in ME-GraphAU and added additional degrees
of freedom to compensate for the noisiness caused by image
reconstruction. We first applied asymmetric probability shifting
[37] on the estimated probability p!”,

p;i' = max(p; —m,0) “

where m denotes a margin to discard low-probability negative
samples. This strategy helps reject mislabeled negative samples



generated in the image reconstruction process. The AU loss now
can be written as,

1 N
Lav =~ Z wilyilog(pf") + (1 = y)(p" log(1 = pH] (5)

N(1/r)
S (/)
the i-th AU in the training dataset, y; is the ground truth binary
label, and vy is the hyperparameter only applies to negative sam-
ple to adjust the contribution from easy negative samples. In
this stage, only AU nodes with similar feature representations
are connected, which forces the model to extract AU features
containing both activation and association information.

The second stage builds on top of the AU features learned
in the first stage. In addition to associations encoded in node
features, this stage aims for learning edge features that describe
fine-grained relationships between AUs through additional su-
pervision. Edge features contain much richer information than
binary connectivity in the adjacency matrix. Far away nodes in
terms of similarity can still have critical relationship information
contributing to the detecting activation of AUs. To acquire mean-
ingful edge features, the model conducts two cross-attention
operations,

where w; = is pre-generated by occurrence rate r; of

AW, (BW,)T
vy

where W, Wy, W, are learned weights that apply a linear transfor-
mation on the query, key, and value in the attention mechanism,
and dj is a scaling factor that is equal to the number of channels
in BW; term. Firstly, a cross-attention operation is conducted
between each AU-specific feature map and the full-face feature
map, acquiring the AU activation status in terms of global face
feature representation,

Cross-Attention(A, B) = softmax( )BWV (6)

F ‘,.f ¢ — Cross-Attention, (F AU place 7

Then, between each pair of AUs, another cross-attention opera-
tion is used to extract features that are related to both AUs,

F ,"j] = Cross-Attention, (F lf e F f““) (8)

With global average pooling on the above features map de-
scribing the relationship between pair of AUs, the edge feature

vectors E £ {e;; € Rc}fvj.:l is obtained. Thus, we can form a

graph G° = (V°, EY) containing both node and edge features.
Multiple layers of GatedGCN [38]] are used on the graph to allow
information propagation between AUs leading to more accurate
AU activation status and richer edge features. The activation
probability is generated using the similarity calculation strategy
as in the node feature learning in the first stage. To further guide
edge feature learning, one additional classification head is added
to the final edge features. The classification head classifies 1 of
the 4 possible activation status combinations of two AUs that
the edge connects to. Categorical cross-entropy loss is used for
edge classification, and it can be written as,

N N
L= % Z Z CCE(y; ;. softmax(z; ))) )

i=1 j=1

where CCE(-) is the categorical cross-entropy function, yij e R*
is a one-hot vector indicating 1 of the 4 co-occurrence patterns
of the edge between the i-th and j-th nodes, z; ; € R* denote the
logits output from the edge classification head. In the second
stage, the model focuses on node and edge feature learning with
an MAE reconstruction module. The loss in this stage can be
written as,

LstageZ = Lay + ALg (10)

where A is a hyperparameter that adjusts the importance of edge
classification results.

3.3. Student Module

Using the above two modules, we now have a complete
occlusion-robust FAU detection pipeline that can be trained end
to end by learning from regular images with generated masks.
By using reconstructed images from the MAE reconstruction
module as input, the FAU detection module can estimate the
activation status of the heavily occluded face. The purpose
of reconstructing the masked facial image in RGB space is to
provide supervision on creating high-quality FAU-aware face
reconstruction, and reconstructed images allow maximum flex-
ibility in terms of FAU detection model selection. However,
because of the process of facial image reconstruction and FAU
feature extraction, the complexity of the model greatly increases.
Besides, during the testing phase, the reconstruction process
requires explicit knowledge of occluded positions which is often
unknown in practice. Furthermore, the square artifacts in the
reconstructed facial images can potentially cause error propaga-
tion in the downstream FAU detection tasks. In the next module,
we want to maintain the effectiveness of this occlusion-robust
FAU detection pipeline (the teacher model) while addressing
the problems by introducing feature alignment and knowledge
distillation.

Since the latent space representation in MAE is capable of
reconstructing masked patches of arbitrary images, it should con-
tain generic information extracted from visible patches. Mean-
while, in the previous pipeline, FAU-related features are then
extracted from the reconstructed image. This indicates that the
FAU-specific features can be derived directly from the generic
MAE latent space features without reconstructing the missing
patches. In standard MAE training, masks are generated during
the forward propagation process and the position information
of masks is used in several places including selecting visible
patches before the encoder, adding masked tokens in the corre-
sponding place in the latent space representation, and combining
visible patches with reconstructed ones to form better quality
images. In the proposed student network, to better simulate ran-
dom occlusions in a realistic scenario, we intentionally avoid the
use of position information of occlusion. In the student network,
tokens of all patches are fed into the encoder with additional
positional embeddings indicating the location of patches. This
produces the latent space representation F*¢ with the same di-
mensionality as standard MAE latent space representation after
adding mask tokens. To mitigate the gap between MAE latent
space representation and the FAU face feature map, we add a
simple feature alignment component between these two feature



spaces. The proposed feature alignment component uses a down-
sampling layer and multiple fully connected layers to selectively
project MAE latent space representation into features that are
significant for FAU detection.

With features projected into the same space as features gen-
erated in the FAU detection module, the AU-specific feature
generation and graph learning components from the original
pipeline can be seamlessly adopted. Nevertheless, there is a
large gap in terms of knowledge capacity between the model
with reconstruction and the student model directly projecting
features from the latent space of MAE. To efficiently transfer
the rich knowledge of the well-trained large model to this com-
pact model, we apply knowledge distillation losses on both FAU
detection and edge classification targets.

FAU detection is modeled as a multi-label classification prob-
lem where the ground truth label indicates the occurrence of
certain AU. The output of the teacher model contains probabilis-
tic estimations of the occurrence which provides meaningful
likelihood information that binary ground truth labels do not
have. To incorporate probability information learned from the
teacher model, we minimize the per AU Kullback-Leibler (KL)
divergence between the output from the teacher and student
model. The AU distillation loss can be written as,

N
4 =5 Dl )+ D= plT=ph (D
i=1
where D () denotes the KL divergence function and p7, pf are
activation probability outputs for the i-th AU from the student
and teacher models, respectively.

The edge features are also critical in the detection algorithm,
so a 4-class classification problem is set up to guide the model
to learn representative association features between AUs. To
efficiently transfer knowledge in terms of edge features, we
adopt a typical knowledge distillation on the logit layer output
of the edge classification head [29]], the edge distillation loss can
be written as,

L% = T* Dy (softmax(z*/T), softmax(z'/T))  (12)

where T is the temperature hyperparameter that adjusts the
smoothness of probability, and z°, 7" are logit output from the
edge classification head of student and teacher models, respec-
tively.

The overall knowledge distillation loss can be written as,

Ly = LY + gL (13)

where § are hyperparameters to adjust the relative weight be-
tween AU distillation loss and edge distillation loss.

Finally, we have our overall training loss for the student net-
work by combining with the AU detection loss, edge classifica-
tion loss, and knowledge distillation loss,

Loss = LAU + /lLE + oszd (14)

4. Experiments

In this section, we will empirically demonstrate the effective-
ness of the proposed FAU recognition method in the presence of

different occlusion conditions. We first describe our experimen-
tal setup (e.g., datasets, metrics) and then present comparison
results with state-of-the-art methods on two benchmark datasets.
Experimental results show that the proposed method signifi-
cantly outperforms state-of-the-art methods in the presence of
heavy occlusions.

4.1. Datasets

Our occlusion-robust model is evaluated on two widely-used
datasets for AU detection: BP4D [39] and DISFA [40]. Descrip-
tions and sample images for AUs contained in these datasets are
shown in Table[T]} For both datasets, we evaluated our proposed
method using three-fold cross-validation and reported the mean
performance values over the folds. For a fair comparison, we
adopt the folds split following prior works [11}12]].

The BP4D dataset [39] contains images from 41 young adults
(18 male and 23 female) of various ethnicity. Each subject
is asked to perform 8 tasks corresponding to different target
emotions. There are 328 videos collected, including around
140,000 frames with binary occurrence AU labels (present or
absent) on 12 AUs (1, 2, 4, 6, 7, 10, 12, 14, 15, 17, 23, 24).
The original resolution of the frames is 1392 x 1040 and each
contains exactly one front-facing face in the middle of the frame.
To avoid the situation that testing data and training data share
images from the same person, training and testing partitions in
each fold only contain images from different people.

The DISFA [40] dataset contains video recordings from 27
subjects (15 males and 12 females) when watching video clips.
The dataset contains around 130,000 valid face color images
with a resolution of 1024 x 768, each of which is with intensity
labels on 8 AUs (1, 2, 4, 6,9, 12, 25, 26). Following prior work,
AUs with an intensity equal to or greater than 2 are considered
present while others are treated as absent. The same training
and testing split strategy as in BP4D is applied to this dataset.
This dataset has a more significant AU occurrence imbalance
problem, where certain AU could have 5 times more occurrence
when compared to the ones with lower occurrence.

Due to a lack of real-world annotated FAU occlusion datasets,
we simulate the occlusions by masks following ideas from ex-
isting face recognition work [15]. Specifically, we generate two
types of masks: small block patches with a size of 16X 16 to sim-
ulate randomly placed gadgets (e.g., sunglasses, stains), and a
relatively large block to simulate large objects e.g., facial masks
or palms. In the first type of mask (Figure[2](a)), considering that
FAU describes very subtle facial muscle movement, we limited
the overall masking ratio to around 50% to avoid covering all
FAU-related regions. In the second type (Figure (b)), the block
region is set to be 30%. It is worth mentioning that our proposed
method can be applied to many real-world occlusions by simply
adding a pre-processing procedure, i.e., detecting occlusion re-
gions and converting them to binary masks, though obtaining
AU annotations for such real-world occluded images remains a
challenge currently.

4.2. Evaluation Metric

We follow the previous AU detection studies [11} 23} [12] and
use the F1-score as the metric to evaluate the performance of our
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Table 1: Descriptions and example images for related AUs [1].

(a)

(b)

Fig. 2: Visualization of two typical facial occlusion conditions for FAU detec-
tion: (a) 50% small-patch occlusion; (b) 30% large-block occlusion.

approach. Fl-score is the harmonic mean of the precision P and
the recall R, i.e., F| = 2%, and it is considered a better metric
in the case of imbalanced classes (e.g., here negative classes
dominate in AU detection). The F1-score for each individual AU
is reported, and the average score of all AUs is also computed

for comparison purposes.

4.3. Implementation Details

For each face image, we performed face alignment through
a series of similarity transformations based on the provided
face landmarks from both BP4D and DISFA datasets. The
transformation is shape-preserving which has no impact on the
activation status of AUs. The face alignment gives 256 X 256
colored images, from which we perform data argumentation
including cropping, horizontal flipping, and color jittering, and
obtain 224 x 224 images as training inputs. During training,
we use AdamW [41] with 8; = 0.9, 8, = 0.999 and the weight
decay of 5e™*. For training in the first stage, we choose to use
K = 4 nearest neighbors for both BP4D and DISFA datasets. In
both the second stage teacher training and knowledge distillation
student training, we give the edge classification loss weight
A =0.01.

In knowledge distillation training, we adopt T = 2 in LZde
and select the weight @ = 1, 8 = 0.1 for overall loss and Ly,
respectively. For teacher model training, we train up to 30
epochs in stage 1 with an initial learning rate of le™* and 7.5¢~>

on BP4D and DISFA, respectively. We also train 20 epochs
for the second stage with an initial learning rate of 1e™® and
le~> on BP4D and DISFA datasets, respectively. For knowledge
distillation on the student model, 10 epochs of training are used
with an initial learning rate of 1e™ on both datasets. All the
phases of training are done on a single RTX 3090 GPU with
a batch size of 48. The initialization of MAE models used in
both teacher and student networks are trained on ImageNet[42].
To fine-tune a pretrained MAE on facial datasets, we set the
learning rate on MAE model parameters to 1/100 of the learning
rate of rest parameters. The backbone used in the FAU detection
module is also pretrained on ImageNet.

4.4. Experimental Results

In this section, we compare our results with several state-of-
the-art methods on both datasets under a few different settings.
Table [2] reports the occurrence detection results of 12 AUs on
BP4D dataset in terms of F1-score. The top section of the table
contains results under the occlusion-free conditions from differ-
ent recent baseline methods (i.e. JAA-Net[11], AU-GCNJ10],
SEV-Net[24] and ME-GraphAU[12]]), which are reported to
have better performance than representative earlier methods in-
cluding JPML][3], DRMLI[22], EAC-Net[6] and DSIN [7] etc.
The bottom section contains experimental results under various
occlusion conditions. As we can see from the table, even with
30% to 50% occlusions, both the teacher and student models
we proposed can achieve the same level of performance as other
models under occlusion-free conditions. As mentioned in the
previous section, the state-of-the-art models trained on regular
high-quality images degenerated significantly when we intro-
duce different occlusion conditions. E.g., for ME-GraphAU,
the F1-score drops from 65.5% to 30.73% and 50.81% on 50%
and 30% occlusion respectively. Reconstructing occluded im-
ages using the ImageNet pre-trained MAE does help in the AU
detection performance by filling in the missing information, es-
pecially for the high percentage sparse occlusion case where the
F1-score is increased from 30.73% to 54.3% for ME-GraphAU.
However, this accuracy is still over 10% away from its original
performance on occlusion-free images. By contrast, our pro-
posed models are forced to learn rich AU features and reliable
AU relationships from only visible areas. And the performance



AU
Method 2 4 6 7 10 12 14 15 17 23 24 |Av®
JAA-Net[11]] 472 440 549 775 746 840 869 619 43.6 60.3 427 419 60.0
AU-GCN[10] 46.8 385 60.1 80.1 79.5 848 88.0 673 520 632 409 528|628
UGN-B[17] 542 464 56.8 762 7677 824 86.1 647 512 63.1 485 53.6 | 63.3
SEV-Net[24] 582 504 583 819 739 878 875 61.6 526 622 44.6 47.6 | 639
ME-GraphAU[12] | 52.7 443 609 799 80.1 853 89.2 694 554 644 49.8 55.1|65.5
ME-GraphAU:
50% random mask
ME-GraphAU:
50% random mask |41.44 47.40 45.41 69.90 66.02 79.47 86.74 62.88 32.11 57.91 34.37 27.98|54.30
reconstructed
" Ours (teacher):
50% random mask
Ours (student):
50% random mask

15.12 0.50 35.28 4.16 23.44 57.58 74.23 65.30 24.44 16.53 16.12 36.11|30.73

ME-GraphAU: |\ 19 45 27 46.52 6641 5276 79.39 78.50 60.77 30.13 53.11 29.73 29.92|50.81
30% block mask

ME-GraphAU:

30% block mask  [42.00 45.21 49.59 72.63 68.12 76.85 83.68 55.62 26.20 54.01 24.86 27.39|52.18
reconstructed

Ours (teacher):
30% block mask

Ours (student): | ¢ -7 11 30 5746 7673 77.35 81.51 85.00 66.36 48.56 61.23 42.87 45.09|61.24
30% block mask |—— —/—— —/—

Table 2: Comparison of Fl-scores (%) for 12 AUs on BP4D dataset. The top section of the table are results from different baseline models on occlusion-free images.
The middle and bottom sections contain results from the SOTA method ME-GraphAU[12] and our method on images with different types of occlusions. The best
results of each section are highlighted with underline, bold font and double underline, respectively.

AU

Method 1 2 4 6 9 25 26 | B
JAA-Net[L1] 437 462 560 414 447 696 883 584 | 56.0
AU-GCNI[I0] 323 195 557 570 614 627 909 600 | 55.0
UGN-B[I7] 433 481 634 495 482 729 908  59.0 | 60.0
SEV-Net[24] 553 531 615 536 382 716 957 415 | 588

ME-GraphAU[I2] | 546 471 729 540 557 767 9L.1 530 | 63.1
ME-GraphAU: | 59 2001 4772 2783 2544 5063 69.53 3130 | 37.58

50% random mask
ME-GraphAU:

50% random mask | 40.82 3437 61.64 31.85 4419 73.09 89.84 6195 | 54.72
reconstructed

Ours (teacher):
50% random mask
Ours (student):
50% random mask

ME-GraphAU:

30% block mask 35.66 2347 5487 2642 28.13 57.04 67.84 42.66 | 42.01
ME-GraphAU:

30% block mask 40.03 2892 5591 26.03 3500 66.01 7448 49.31 | 47.00
reconstructed —

Ours (teacher):
30% random mask ’ ’ - = = = - : —

Ours (student): | o) cc 4350 5064 4762 3894 6852 81.53 4488 | 5437
30% random mask | —/—— —/—

Table 3: Comparison of Fl-scores (in%) for 8§ AUs on DISFA dataset. The top section of the table are results from different baseline models on occlusion-free images.
The middle and bottom sections contain results from the SOTA method ME-GraphAU [12] and our method on images with different types of occlusions. The best
results of each section are highlighted with underline, bold font and double underline, respectively.



of AU detection under 50% random occlusion is boosted to
63.38% and 62.56% in our reconstruction-based teacher model
and the efficient student model respectively. In the case of 30%
occlusion, our proposed models again significantly improve the
performance by 10% over the ME-GraphAU model, achieving
non-occlusion level performance with an F1-score of 62.09%
and 61.24% when using the teacher and student models respec-
tively.

In Table[3] we show experimental results on the DISFA dataset
using the same 30% block and 50% random occlusion config-
urations. From the table, our proposed models again improve
the performance of occurrence detection on 8 AUs under the oc-
cluded conditions by a large margin. Our proposed models can
achieve 60.62% and 61.25% under the 50% random occlusion
condition, which is even better than most other methods under
the occlusion-free condition. For the 50% random occlusion
condition, the student model using latent space features achieves
a better result than the reconstruction-based teacher model in
our experiments. Unlike the BP4D dataset, the data variance
of DISFA is much smaller. The reconstruction module could
suffer from overfitting the training data by reconstructing similar
images again and again because of the small number of unique
images from the DISFA dataset. The overfitting phenomenon is
further exaggerated on the block masking experiments on DISFA
dataset where we found some occluded regions are reconstructed
with blocks from other faces from the training dataset. Such an
overfitting problem could cause huge noise in supervision and
thus limit the ability for efficient learning. As seen from the 30%
block masking experimental results, though better than the state-
of-art ME-GraphAU, the performance gains of our proposed
models are limited.

By comparing the results from the 30% block occlusion con-
dition and the 50% random occlusion condition, we can see
that the occlusion condition has a very pronounced effect on
the relationship and feature learning. Although the single large
block type of occlusion has a smaller coverage, it brings more
challenges in AU detection. Normally, under the non-occlusion
condition, the activation of each AU is mostly determined by lo-
cal features with the aid of the relationship between AUs. Under
the large block occlusion, all nearby regions could be occluded
and the models are forced to use only features from the far-away
region and inter-relationship information between occluded and
visible regions to do the inference. We can see that, for the BP4D
dataset, the state-of-the-art model ME-GraphAU has only a 2%
performance gain from reconstruction under the large block oc-
clusion setting, while a 24% gain under the random occlusion
setting. Our models also have lower performance gains under the
large block occlusion than under the random occlusion, because
limited local information can be extracted for reconstruction as
well as for AU detection.

Based on the above experiments, we observe that our proposed
models can significantly improve the AU detection performance
under various heavy occlusions, achieving comparable perfor-
mances with other state-of-the-art models under occlusion-free
conditions.
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Fig. 3: The trend of F1-score over an increasing percentage of random occlusion
(%) on BP4D dataset when using ME-GraphAU][12]] and our student model.

Model Computational Complexity | No. of Parameters
ME-GraphAU[12] 21.28 GMACs 94.38 M
Teacher (ours) 30.29 GMACs 201.47M
Student (ours) 18.63 GMACs 91.26 M

Table 4: Comparisons of computational efficiency between different model
backbones. Best performances have been highlighted in bold font.

4.5. Robustness Assessment

In this section, we aim to show the robustness of our proposed
model against different levels of occlusions. In this study, we
choose 1 of the 3 folds from the BP4D dataset. Our model is
trained with 50% small patch random occlusions. We reported
in Fig. [3] the F1-score comparisons between our model and
the SOTA model ME-GraphAU on the testing dataset under
various levels of occlusions. As we can see, the performance
of our proposed model in terms of F1-score is relatively stable
under occlusion rations from 30% to 70%, confirming that our
model is robust against different occlusions. In particular, even
on face images under 70% occlusion conditions, our model
can still achieve an Fl-score as high as 55.8%, significantly
outperforming the SOTA model ME-GraphAU.

4.6. Computation Efficiency Comparison

In addition to performance comparisons, this section com-
pares the computation efficiency between our proposed model
and the state-of-the-art FAU recognition model. In Table ] we
show the computational complexity and the number of parame-
ters of ME-GraphAU, our teacher and student models. We can
note that, although our reconstruction-based teacher model gen-
erally achieves the best performances under occlusion settings
on BP4D and DISFA datasets, it also requires a high computa-
tional cost (50% more than that of ME-GraphAU) and a larger
number of model parameters (100% more than that of ME-
GraphAU). While our proposed student model, maintaining high
performance under heavy occlusion conditions, has slightly less
computational complexity as well as model size when compared
with ME-GraphAU.



5. Conclusion

This work proposed a novel framework for facial action
unit recognition under heavy occlusion conditions. Our
reconstruction-based model, taking advantage of masked im-
age modeling, is robust against heavy occlusions by learning the
rich FAU-related features only from the visible parts of the facial
image. The proposed models incorporate graph edge feature
learning to further mitigate the influence of occlusion by shifting
the focus from local feature learning to AU relationship learning.
Further, we improve the efficiency of our model by transferring
the latent space features of the masked autoencoder to FAU fea-
tures by performing both edge-level and node-level knowledge
distillation. The results on two commonly used datasets demon-
strate that the proposed models under the 50% random occlusion
can achieve comparable results with the state-of-the-art method
under occlusion-free conditions. Our proposed occlusion-robust
facial action unit recognition methods are modular by design
and can be easily extended to other similar problems to enhance
the robustness under heavy occlusions.
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