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Recently, video-based action recognition methods using convolutional neural networks (CNNs)
achieve remarkable recognition performance. However, there is still lack of understanding about
the generalization mechanism of action recognition models. In this paper, we suggest that action
recognition models rely on the motion information less than expected, and thus they are robust
to randomization of frame orders. Furthermore, we find that motion monotonicity remaining after

randomization also contributes to such robustness. Based on this observation, we develop a novel
defense method using temporal shuffling of input videos against adversarial attacks for action
recognition models. Another observation enabling our defense method is that adversarial perturbations
on videos are sensitive to temporal destruction. To the best of our knowledge, this is the first attempt
to design a defense method without additional training for 3D CNN-based video action recognition

models.

1. Introduction

Human action recognition has been extensively researched
with the improvement of deep neural networks. A key issue
is how to effectively model the temporal motion patterns of
actions with deep models. 3D convolutional neural networks
(CNNs) performing three-dimensional (2D spatial and tem-
poral) convolutional operations are the popular approaches
for this, which achieved high recognition performance (Car-
reira and Zisserman, 2017; Feichtenhofer, 2020; Feichten-
hofer, Fan, Malik and He, 2019; Ji, Xu, Yang and Yu, 2012;
Tran, Bourdev, Fergus, Torresani and Paluri, 2015; Tran,
Wang, Torresani and Feiszli, 2019; Wang, Girshick, Gupta
and He, 2018; Bertasius, Wang and Torresani, 2021; Mazzia,
Angarano, Salvetti, Angelini and Chiaberge, 2022).

Deep learning models have shown remarkable perfor-
mance in various areas. To understand this success, re-
searchers have explored which features the models learn
and how the models generalize to data, especially for object
recognition in images (Baker, Lu, Erlikhman and Kellman,
2018; Geirhos, Rubisch, Michaelis, Bethge, Wichmann and
Brendel, 2019; Shetty, Schiele and Fritz, 2019; Wang, Wu,
Huang and Xing, 2020; Xiao, Engstrom, Ilyas and Madry,
2020; Zhu, Xie and Yuille, 2017). Contrary to our expec-
tation, it was found that trained object recognition models
heavily rely on components that humans hardly exploit,
such as high-frequency components (Wang et al., 2020) and
backgrounds (Xiao et al., 2020; Zhu et al., 2017).

Motivated by these findings and considering the afore-
mentioned key issue of action recognition models, we pose
the following question: Do trained action recognition mod-
els generalize by fully utilizing the motion pattern appearing
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Figure 1: Temporal shuffling is not critical to the clean original
video, but destroys adversarial perturbations attacking the
action recognition model. We suggest a new defense method
using this property.

in the input video? To answer this question, we analyze the
dependence of action recognition models on spatial and tem-
poral information through various experiments. We find that
the models depend on the motion information only partly
and are robust to motion variation. Even when the order of
video frames is randomized and the temporal information is
modified, the models maintain relatively high performance.

We exploit this property to propose a novel method
to defend against adversarial attacks on action recognition
models. In particular, we show that unlike videos, adver-
sarial perturbations on action recognition models are easily
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neutralized by randomization of the frame order, which facil-
itates our defense method together with the aforementioned
property (Figure 1). The main contributions of this work can
be summarized as follows.

e We discover that different from our expectation, state-
of-the-art action recognition models rely on motion
information only marginally, because they signifi-
cantly depend on spatial information such as ob-
jects and backgrounds. In addition, we show that
the models generalize well for varying motion speed
if the monotonicity of motion is preserved. These
characteristics make the models robust to temporal
destruction such as randomization of the frame order.

e We explore the importance of temporal orders of ad-
versarial perturbations that attack action recognition
models, and find that the perturbations are sensitive
to temporal destruction. Two factors behind this ob-
servation are identified, namely, the importance of
the temporal pattern appearing in an adversarial per-
turbation and the importance of the proper temporal
location of a frame perturbation.

e Based on these findings, we suggest a novel defense
method, called temporal shuffling, on action recogni-
tion models. To the best of our knowledge, it is the
first attempt of adversarial defense without additional
training for 3D CNN-based action recognition models.

2. Related work

2.1. Action recognition

Early studies on action recognition often used recurrent
neural networks to model sequential features (Donahue,
Anne Hendricks, Guadarrama, Rohrbach, Venugopalan,
Saenko and Darrell, 2015). However, the current state-
of-the-art approach is to use 3D CNNs that can extract
features considering both spatial and temporal dimensions.
I3D (Wang et al., 2018) inflates 2D convolutional kernels in
ResNet to 3D. In the interaction-reduced channel separated
network (ir-CSN) (Tran et al., 2019), a kernel factoriza-
tion technique is used to reduce computational complexity.
SlowFast (Feichtenhofer et al., 2019) is composed of two
streams of 3D CNNs receiving two types of video data
with different temporal resolutions. X3D (Feichtenhofer,
2020) reduces complexity by finding optimal design factors
such as temporal activation size, spatial resolution, etc.
Nowadays, transformer-based action recognition models
(Bertasius et al., 2021; Mazzia et al., 2022) also exist, but
attacks on such models have been rarely attempted.

2.2. Model generalization

There exist attempts to explain the remarkable general-
ization capability of deep neural networks for object recogni-
tion. CNNs generalize various correlations between images
and their class labels (Baker et al., 2018; Geirhos et al., 2019;
Shetty et al., 2019; Wang et al., 2020; Xiao et al., 2020; Zhu

etal., 2017). However, some of the correlations are different
from human expectations. For instance, people hardly find
meaningful information from high frequency components in
images, but CNN models tend to rely on them (Wang et al.,
2020). In addition, many models exploit backgrounds of
images for classification (Xiao et al., 2020; Zhu et al., 2017).
However, analysis on the generalization capability of video-
based action recognition models is rarely found in literature.
Since video data have the temporal dimension unlike images,
the findings in object recognition are not directly applied
to action recognition. We present our results on this topic,
particularly focusing on the temporal dimension.

2.3. Adversarial attack and defense

Many deep models have shown severe vulnerability to
adversarial attacks, which fool classification models by per-
turbing input data. A popular approach is gradient-based
optimization of perturbations, such as the fast gradient sign
method (FGSM) (Goodfellow, Shlens and Szegedy, 2014)
and its iterative version, [-FFGSM (Kurakin, Goodfellow and
Bengio, 2017). There exist a few attack methods on action
recognition models. The sparse attack (Wei, Zhu, Yuan
and Su, 2019) aims to perturb only a few frames to attack
LSTM-based models. The flickering attack (Pony, Nach and
Mannor, 2021) changes the overall color of each frame.
The one frame attack (Hwang, Kim, Choi and Lee, 2021)
inserts a perturbation to only one frame by exploiting the
structural vulnerability of the given model. Li, Neupane,
Paul, Song, Krishnamurthy, Chowdhury and Swami (2019)
investigated the problem of applying attacks on real-time
video classification systems.

Several defense methods have been developed for object
recognition. Heuristic approaches include random resizing
(Xie, Wang, Zhang, Ren and Yuille, 2018), JPEG compres-
sion (Dziugaite, Ghahramani and Roy, 2016), etc. Recently,
defense methods that theoretically certify robustness have
been studied, such as randomized smoothing (Cohen, Rosen-
feld and Kolter, 2019) and denoised smoothing (Salman,
Sun, Yang, Kapoor and Kolter, 2020).

A few studies suggested adversarial defense methods for
action recognition models. Anand, Gokul, Srinivasan, Vijay
and Vijayaraghavan (2020) applied local gradient smoothing
to an adversarial patch attack on optical flow-based action
recognition models. MultiBN (Lo and Patel, 2021) is a
batch normalization method for improving the robustness
of the models. However, MultiBN needs additional training,
while video-based models are hard to train due to the high
computational complexity. In addition, these studies did not
consider recent state-of-the-art models.

3. Influence of temporal changes of videos

In this section, we investigate how important temporal
motion cues contained in videos are for action recognition.
We first show that action recognition models are robust to
destruction of temporal information. Then, experiments to
explain such robustness are conducted.
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Table 1
Classification accuracy of uniformized videos.
Model | 13D SlowFast  ir-CSN X3D
Accuracy | 69.1% 69.4% 62.3% 67.4%

3.1. Robustness to temporal destruction

To properly evaluate the robustness of action recognition
models against the destruction of temporal information, we
examine the recognition performance when the temporal
information of input videos is destroyed. Two types of
destruction are considered: uniformization of video frames
and randomization of frame orders. The former completely
removes temporal cues in a video, while the latter disturbs
natural motion.

Uniformizing video frames. Let X = {x(1),...,x(T)}
denote an original video having T frames. Then, its uni-
formized version is defined as X' = {x(i), x(i),...,x(0)},
where i € [1,...,T]. In other words, the uniformized video
is visually static without any motion. In the experiments, we
try all possible values of i (i.e., i=1 to T').

Randomizing frame orders. In this case, frames in a
video are randomly permuted. To control the amount of
destruction, random permutation occurs only within each
chunk composed of N frames. To be more specific, the
given video is divided into multiple disjoint chunks with
N successive frames, and the frame order in each chunk
is randomized independently. For instance, with N=4, the
first chunk can be changed from {x(1), x(2), x(3),x(4)} to
{x(3), x(1), x(4), x(2)}. For comparison, spatial destruction
is also conducted in a similar way, i.e., the order of the rows
in each group of N rows is randomly permuted. Note that
the random order is kept the same for all frames.

Experimental details. Kinetics-400 (Kay, Carreira, Si-
monyan, Zhang, Hillier, Vijayanarasimhan, Viola, Green,
Back, Natsev et al., 2017) is a popular large-scale dataset in
action recognition. We randomly choose ten videos in each
class from the test set of Kinetics-400. Among them, we use
the 1900 videos that are correctly classified by all models
for fair comparison across different models. We employ four
state-of-the-art action recognition models, including I3D
(Wang et al., 2018), SlowFast (Feichtenhofer et al., 2019), ir-
CSN (Tran et al., 2019), and X3D (Feichtenhofer, 2020). We
use the pre-trained models on Kinetics-400 from MMAc-
tion2 (Contributors, 2020). Among the multiple versions
of SlowFast and X3D, we choose 8x8 SlowFast and X3D-
M, respectively. These video dataset and models are used
throughout this paper. Note that X3D receives videos having
16 frames, while 32 frames are used for the others. Thus, the
chunk size for randomization is set to N € {4,8,16} for
X3D and N € {4,8,16,32} for the other models.

Results. Table 1 shows the accuracy for the uniformized
videos. Note that the accuracy for the original videos is
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Figure 2: Classification accuracy of the videos with random-
izing the order of frames with respect to the chunk size
(‘Temporal’). Results with randomizing the order of rows are
also shown for comparison (‘Spatial’).

100%. It is quite surprising that over 60% of the uniformized
videos are classified correctly by all models even though
there are no motion cues in the videos. This suggests that
the models can extract useful features from spatial cues.

Figure 2 shows the results for randomization of frame or-
ders. Note that the case with N =1 is for the original videos,
for which the accuracy is 100%. As the chunk size becomes
larger, the motion information is more distorted and thus the
accuracy decreases. However, the accuracy drops are rather
mild; even when the randomization is performed over the
whole range (i.e., N=16 for X3D and 32 for the other mod-
els), the accuracy is higher than that for uniformized videos.
Furthermore, the temporal changes degrade the recognition
performance much less than the spatial changes. These re-
sults indicate that the action recognition models are fairly
robust to temporal changes. In the following, we explore the
reasons of this robustness further.

3.2. Dependence on spatial information

First, we explain the robustness of the models against
temporal destruction in the viewpoint of dependence of the
models on spatial and temporal information.

Representative cases. We consider three categories of
videos: (1) videos containing informative backgrounds,
moving objects (whole bodies, hands, etc.), and their mo-
tion, (2) videos containing informative cues in objects and
motion (but not in backgrounds), and (3) videos containing
informative cues only in motion. Here, being informative
means providing useful information for classification. The
left panel of Figure 3 shows a representative video in each
category. In Figure 3(a), there is clear information on the
background (horse-breeding farm) and objects (horse and
rider), which are relevant to the true class label, “Riding or
walking with a horse.” Figure 3(b) with a true class label
“Getting a tattoo” contains class-relevant information on the
object (tattoo machine). In the third case in Figure 3(c),
both background (wooden wall) and object (hand) are not
so specific to the class label “Eating chips.” The right panel
of Figure 3 shows the accuracy of each of the three videos for
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Figure 3: (Left) Example videos having different amounts of class-relevant spatial cues. (Right) Classification accuracy of the

three videos under randomization of frame orders.
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Figure 4: Patterns of backgrounds (left), objects (middle),
and motions (right) used to generate datasets for the toy
experiment.
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Figure 5: Samples from the toy datasets. Each row represents a
distinct sample. Note that the samples in the upper (or lower)
two rows are from the same class in each dataset.

100 random permutations of frame orders, which is averaged
over the four models. Since the first video has rich spatial
information, it is always correctly classified even under
the randomization. The second video shows moderately
robust performance thanks to the class information in the
object. On the other hand, the third video, which has little
class-related spatial information, is vulnerable to temporal
destruction. These results explain the unexpectedly high
accuracy shown in Table 1 and Figure 2. The models heavily
rely on spatial cues whenever available, thus the effect of
temporal destruction is not significant.

Toy experiment. We verify the above explanation further
in a controlled manner through a toy experiment. We gen-
erate eight-frame-long videos containing a simple object
moving in a certain direction on a simple background.
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Figure 6: Classification accuracy for the toy experiment under
randomization of frame orders.

The dataset is available at https://github.com/J-H-Hwang/
temporal_shuffling. We consider eight types of background,
eight types of object, and eight motion directions (Figure
4) in order to pose an eight-class classification problem in
each of three datasets. In Dataset 1, a combination of one
type of background, one type of object, and one motion
direction is assigned to each class, so that each of the
background, object, and motion in a video contains class-
relevant information. Figure 5 (a) shows two samples for
{background: empty, object: empty circle, motion: right}
(upper rows) and two samples for {background: diagonal
crosshatch, object: full triangle, motion: left} (lower rows).
In Dataset 2, a combination of one type of object and
one motion direction is assigned to each class, while the
background is randomly chosen. Figure 5 (b) shows two
samples for {object: full circle, motion: down and right}
(upper rows) and two samples for {object: full square,
motion: up and right} (lower rows), where the background
is chosen randomly in each sample. In Dataset 3, each class
corresponds to one of the eight motion directions, and the
background and object are chosen randomly. In Figure 5
(c), we show two samples for {motion: up and right} (upper
rows) and two samples for {motion: down and right} (lower
rows) with random objects and backgrounds. The motion
speed is constant in each video between 3 and 5 pixels per
frame. Each dataset contains 1200 training videos and 400
test videos. For each dataset, we train a 3D CNN model
based on ResNet18 using the Adam algorithm (Kingma and
Ba, 2015), where the 3X3 convolutional layers are inflated
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Figure 7: (Top) Original video frames. (Middle) Frames are
selected consecutively. Motion information within these frames
remains the same to that in the original video. (Bottom)
Frames are selected irregularly. The original motion data is
partly corrupted but the monotonicity is preserved.

to 3%X3x3 convolutional layers. Figure 6 shows the accuracy
under randomization of frame orders for the three datasets.
When the spatial cues in videos are related to the class labels
(i.e., Dataset 1), the models show robust performance. The
largest accuracy drop is observed in Dataset 3 where only
temporal cues are class-relevant. These results also support
that the models are trained to exploit spatial cues effectively,
so they become robust to temporal destruction.

3.3. Robustness to motion variation

We note that in Figure 6, the accuracy at N=8 (i.e.,
randomization over all frames) for Dataset 3 (with no spa-
tial cues) is 28.7%, which is still significantly higher than
random chance (1/8=12.5%). This suggests that even un-
der complete randomization, certain motion cues useful for
recognition still remain.

We hypothesize that monotonicity of motion can be
informative for recognition even under temporal random-
ization. The second row in Figure 7 shows a part of the
original video (the first row), which locally preserves the
motion information. The third row, where frames are chosen
at an irregular interval, contains corrupted motion but the
monotonicity (i.e., the horse walking from left to right) is
maintained. Randomization of frame orders may produce
this type of irregular but monotonic frame orders, from
which a recognition model can still be able to extract useful
motion features.

For the randomized frame orders obtained by ‘Random-
izing frame orders’ in Section 3.1, we calculate the ratio
of monotonic frame orders in the viewpoint of the first
convolutional layer of a model. For example, consider a
randomized order [2, 3, 4, 1, 5]. When the first convolutional
layer has a temporal kernel size of 3 with a stride of 1 and
zero-padding is used, the kernel processes the following five
sets of frames: [2, 3], [2, 3, 4], [3, 4, 1], [4, 1, 5], and [1, 5].
Since the first, second, and the last sets contain monotonic
orders, the ratio of monotonic frame orders is 3/5=60%.

Figure 8 shows the recognition accuracy for the random-
ized videos with respect to the ratio of monotonic frame
orders when N=32. Note that the possible values of the
ratio are different among the models because of different
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Figure 8: Classification accuracy under randomization of frame

order with respect to the ratio of monotonic orders.

temporal strides in the first convolutional layers. In SlowFast
and ir-CSN, the monotonic order ratio can be 1/32, ..., 32/32
because the temporal size of the input is 32 and the stride is
1. The ratio of X3D can be 1/16, ..., 16/16 because the stride
is 1 but the temporal size of the input is 16. In the case of
13D, the temporal size of the input is 32 and the stride of the
first convolutional layer is 2, which would result in possible
ratios of 1/16, ..., 16/16; however, since the subsequent
pooling layer having a stride of 2 drops every other frame,
effective monotonic order ratios of I3D become 1/8, ..., 8/8.
In Figure 8, the x-axis values of the data points correspond
to these values. Note that it is probabilistically unlikely to
obtain a randomized video having a high monotonic order
ratio. Thus, no or too few videos correspond to high ratio
values, for which reliable accuracy cannot be obtained. We
exclude such cases, which is why the data points exist only
up to certain ratio values in the figure (e.g., only 0/8, 1/8,
and 2/8 for I13D). From the figure, it is observed that the
accuracy increases as the ratio increases, which supports our
hypothesis of usefulness of motion monotonicity.

4. Influence of temporal changes of
adversarial perturbations

In this section, we examine the effect of temporal changes
on adversarial perturbations that are added to original videos
to cause misclassification. We show that unlike the clean
videos, adversarial perturbations are sensitive to temporal
changes, and investigate reasons of such sensitivity.

4.1. Impact of temporal destruction

We use I-FGSM (Kurakin et al., 2017), which is one of
the strong image attack methods, to obtain a 3D perturbation
having the same size to the given video to attack videos.
Let PO = {p°(1),...,p°(T)} denote an initial perturbation
whose elements are set to zero. The attack aims to find
a perturbation PM iteratively (with M iterations), where
the perturbed video by adding PM to the original video is
misclassified. Le., f(X + PM) # y while f(X) = y, where
f(-) is the target action recognition model. The I-FGSM
update rule finds P”*+! from P™ iteratively:
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Figure 9: Classification accuracy of the attacked videos by I-
FGSM (e=4/255) after randomization of the orders of frames.

Pl = CliP—X,255—X(

P" 4+ % sen (V puJ (X + P'",y)), (1

Pm+l — Clip_g,g(f;m*-l)’ 2)

where € is the L -bound of the perturbation, sgn(-) is the
sign function, VJ (A, y) is the gradient of the loss J(A, y),
and Clip, 4(B) = min(max(B,c),d), which operates as
an element-wise function if ¢ and d are matrices. After
attacking the videos by I-FGSM with M =30, we randomize
the orders of frames of the videos.

Figure 9 shows the accuracy of the attacked videos un-
der randomization of frame orders. Without randomization
(N=1), the attack successfully fools the models, yielding
accuracies of 0.3%, 2.3%, 8.3%, and 1.8% for 13D, Slow-
Fast, ir-CSN, and X3D, respectively. However, the temporal
changes by randomization significantly reduce the effect of
the attack. Except for X3D, the accuracies are over 50% for
all values of N. In particular, the attack is almost completely
neutralized for I3D and SlowFast, achieving the accuracies
close to those for the randomized clean videos.

Below, we explore why temporal destruction can destroy
adversarial attacks. We examine the importance of the tem-
poral patterns in adversarial perturbations. Then, we show
that the frame locations of perturbations are important.

4.2. Importance of temporal patterns

To study the importance of the temporal patterns of
adversarial perturbations, we test the efficacy of adversarial
perturbations ignoring temporal patterns in two ways. First,
we set a constraint that adversarial perturbations are static
over frames to exclude any temporal pattern completely.
Second, we generate adversarial perturbations without con-
sidering the temporal dimension, which still vary over
frames but are not optimized in the temporal dimension.

Case 1: Generating static perturbations. We introduce a
static perturbation P = {p, p, ..., p}, i.e., the same perturba-
tion pis added to all video frames. To update the perturbation
p, we employ a modified I-FGSM update rule as follows:

Table 2

Classification accuracy of the videos that are perturbed by
different attack methods. ‘Default’ means the regular I-FGSM
(e=4/255).

‘ 13D SlowFast ir-CSN X3D
Default 0.3% 2.3% 8.3% 1.8%
Case 1 17.9% 27.5% 26.6% 8.3%
Case 2 1.0% 5.7% 11.8% 2.4%

1 .
i =ChP_mm,(X),zss—max,(X)(

€
P sen(Vn X (")) ) )

p™! = Clip_, ™), )

where min,(X) and max,(X) are the minimum and maxi-
mum values of X through the time axis, respectively. Thus,
any temporal pattern does not exist in the perturbation.

Case 2: Generating perturbations without considering
the temporal dimension In this case, we generate a multi-
frame (3D) perturbation from one-frame (2D) perturbations
that are computed individually for each frame. For this, we
adopt the One Frame Attack (OFA) method proposed by
Hwang et al. (2021). In other words, we update only the one-
frame perturbation (p(i)) within a sequence of multi-frame
perturbation (p(1), ..., p(T')) using a modified I-FGSM rule,
as expressed by the following equations:

~ . . . €
i)™ = Clip_ .y 255-x(i) <Pm(l) +37 sgn(

Vi X+ (2D, s @D D)) ). 5

)m+1

p(i)™*! = Clip_, .(3(i)™*h), ©6)

where x(i) represents the i-th frame of the input X. Note
that this approach generates one-frame perturbations inde-
pendently without considering perturbations in other frames.
Consequently, although the resulting 3D perturbation ex-
hibits temporal changes, it does not exploit the temporal
dimension to attack the model.

Results. Table 2 shows the accuracy for the two cases.
They always yield higher accuracy (i.e., lower attack success
rates) than the unrestricted I-FGSM optimized in both spatial
and temporal dimensions. The number of variables that are
optimized in the perturbation is 7" times larger in Case 2 than
in Case 1 because frame-wise perturbations are generated
and merged in Case 2 while a temporally static perturbation
is used in Case 1. In other words, Case 2 has higher degrees
of freedom in optimizing the perturbations than Case 1,
and thus Case 2 shows lower accuracy than Case 1. These
results demonstrate that temporal patterns of adversarial per-
turbations are important for successful attacks. Nevertheless,
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Table 3
Classification accuracy of the attacked videos by I-FGSM
(e=4/255) and their uniformized versions.

‘ 13D SlowFast ir-CSN X3D
Attacked 0.3% 2.3% 8.3% 1.8%
+Uniformized 61.1% 60.4% 52.9% 45.9%

Figure 10: Adversarial perturbations on different frame loca-
tions: first, 12th, and 31st frame locations. Magnification by
%20 is applied for visualization.

Algorithm 1: Temporal shuffling for defense

input : attacked video X, hyperparameters s and h,,
length of video T’
output : shuffled video X

initialize :7 <1

1 whiler <T do

2 | = max(t — hy, 1)
3 u=min(t + h,T — hy +1)

4 do

5 ‘ t' « Rnd(l,u) > Random integer between / and u
6 while ¥’ =1;

7 for j — Oto hy, —1do

8 | X+« X, +))

9 end

10 t—t+h,

11 end

12 return X

there exist some gaps between significant removal of the
effect of attacks in Figure 9 and partial reduction of the effect
of attacks in Table 2, suggesting that importance of temporal
patterns is not a complete explanation for the sensitivity of
adversarial perturbations to temporal destruction.

4.3. Importance of temporal locations

We argue that in addition to temporal patterns of adver-
sarial perturbations, the temporal locations of the perturba-
tions are also important for successful attacks. As a way to
check this, we uniformize the attacked videos and obtain the
recognition accuracy. In this case, the perturbation in each
frame of the uniformized video matches the spatial content in
the frame, butis placed in the T'—1 locations that are different
from its original temporal location. Table 3 compares the
accuracy of this case with that before uniformization (i.e.,
videos that are only attacked). The uniformization process
largely neutralizes the effect of the attack, yielding the accu-
racies quite close to those of the uniformized clean videos
(Table 1). Therefore, a perturbation at a frame becomes
ineffective when it is placed at different temporal locations.

hq=4; randomly select t'in [l =1, u =5] exceptfort=1> 4
Skt Sy

Time
Figure 11: Example of applying Algorithm 1 for h;=4 and

h,=2. The first part of the procedure is shown, covering the
steps from t=1 to r=5.

In addition, when we generate a 3D perturbation by I-
FGSM for a uniformized clean video, the perturbation at
each frame location is significantly different from each other
in spite of the same spatial content, as shown in Figure
10. This explains why the attacked and uniformized videos
show relatively high accuracy in Table 3, and further why
adversarial attacks are sensitive to temporal changes.

5. Temporal shuffling for defense

In the previous sections, we found that action recognition
models are robust against temporal changes of videos, but
adversarial perturbations do not work when the temporal
orders are changed. Based on these findings, we suggest a
novel defense method using temporal shuffling.

5.1. Method

We design our defense method based on the chunk-
based randomization method with a few modifications. First,
symmetric randomization of the frame order is ensured,
because the chunk-based randomization is asymmetric in
that the frame at the chunk boundary can be moved only in
the direction keeping it within the chunk. Second, we allow
a group of consecutive frames to keep their order in order to
maintain the local motion pattern in the group.

Algorithm 1 and Figure 11 show the procedure of our
defense method. First, at each frame location 7 of the shuffled
(i.e., defended) video, we randomly choose a new frame
location among [t — hy,....t — 1,t + 1,...,¢t + h{]. Then,
consecutive h, frames starting at the chosen frame location
in the given (attacked) video are copied. For instance, when
t=10, h;=4, and h,=3, the 10th frame of the shuffled video
is chosen between the 6th and 14th frames of the given video;
if the 14th frame is chosen randomly, the 14th to 16th frames
of the given video become the 10th to 12th frames of the
shuffled video.

For stability and performance, we use the ensemble tech-
nique, i.e., temporal shuffling is conducted multiple times
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Figure 12: Classification accuracy of our defense method with various combinations of hyperparameters (h, and h,). The x-axis
means the value of h;, and each color (blue, red, or green) indicates a value of h,.

Table 4
Classification accuracy of randomized smoothing (‘RS') and combined method (‘Ours+RS') with various values of ops. The
chosen results are highlighted with bold.

| 0.008 0.016 0.03 0.06 0.12

RS Clean 99.8% 98.5% 92.9% 77.9% 43.1%

13D Attacked 0.3% 0.7% 15.0% 44.4% 36.9%
Ours+RS Clean 97.9% 96.8% 92.2% 76.7% 41.5%

u Attacked 94.4% 94.3% 90.7% 75.2% 41.1%

RS Clean 99.7% 98.6% 93.7% 77.8% 49.8%

SlowFast Attacked 2.3% 2.7% 15.8% 45.7% 40.7%
Ours+RS Clean 96.4% 95.5% 90.1% 75.1% 44.8%

urs Attacked 90.1% 90.9% 85.7% 71.6% 43.6%

RS Clean 99.6% 98.1% 92.3% 75.8% 39.4%

 CSN Attacked 8.3% 9.0% 26.9% 51.7% 35.8%
Ours+RS Clean 88.1% 87.2% 83.1% 69.5% 36.7%

urs Attacked 73.9% 76.4% 76.0% 65.5% 35.8%

RS Clean 99.2% 97.5% 92.5% 80.9% 47.1%

X3D Attacked 1.8% 2.6% 29.4% 63.0% 44.1%
Ours+RS Clean 90.6% 88.7% 83.9% 70.2% 38.1%

urs Attacked 46.2% 59.4% 70.9% 65.2% 36.8%

and the final recognition result is obtained by ensembling  evaluation, we find proper hyperparameters and ensemble
them (Liu, Cheng, Zhang and Hsieh, 2018; Cao and Gong, size not only for our method but also for other defense

2017; Cohen et al., 2019; Salman et al., 2020). methods. Then, we measure the performance of our method
in various settings of adversarial attack using the found
5.2. Experimental results hyperparameters.

We evaluate our defense method against various attack
methods and compare it to other defense methods. Before
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Table 5

Classification accuaracy of denoised smoothing (‘Denoise’) and combined method (‘Ours+D’) with various values of 6,,. The

chosen results are highlighted with bold.

0.06 0.12 0.25
Denoise Clean 99.4% 98.5% 88.3%
13D not Attacked 0.4% 3.0% 60.1%
Ours+D Clean 97.8% 97.2% 87.6%
urs Attacked 95.4% 96.2% 87.0%
Denoise Clean 99.6% 98.9% 92.2%
SlowFast not Attacked 2.3% 2.9% 51.5%
Ours+D Clean 95.8% 95.4% 88.3%
urs Attacked 90.2% 90.1% 84.5%
Denoise Clean 99.4% 98.4% 89.3%
C CSN not Attacked 8.3% 10.7% 67.6%
Ours+D Clean 88.5% 87.1% 76.6%
ur Attacked 74.9% 78.8% 73.7%
Denoise Clean 99.6% 98.7% 90.1%
X3D noi Attacked 1.8% 4.7% 74.4%
Ours+D Clean 90.5% 89.2% 79.3%
ur Attacked 49.9% 67.9% 76.1%
} | ! Table 6
2 1 Classification accuracy of our defense method using different
4 o8 ensemble sizes.
§ . 07 Ensemble size \ 1 10 20 100
< 06 13D Clean | 96.5% 97.7% 97.9% 97.9%
E s o5 Attacked | 92.2% 94.1% 94.3% 94.4%
[T
® 10 04 Clean | 953% 95.9% 96.1% 96.2%
S SlowFast  Atiacked| 87.8% 80.1% 89.6% 89.8%
n 0.3
12 . coy Clean | 859% 881% 888% 88.9%
i 02 - Attacked | 67.8% 70.3% 71.6% 71.8%
- I°~1 X3D Clean | 88.6% 90.8% 91.1% 91.3%
16 0 Attacked | 37.5% 37.6% 38.0% 37.3%

5 10 15
Target Frame Index
Figure 13: Transferability between different frames in X3D.
Each cell (x, y) shows the fooling rate when the x-th frame is
attacked using the perturbation generated on the y-th frame.
Red colors represent high transferability.

5.2.1. Experimental environments

The experiments are run on NVIDIA V100 single GPU.
All environments are built on the Nvidia-docker and the
details of the main libraries are as follows: CUDA 11.0,
cuDNN 8, python 3.8, PyTorch 1.7.1, and Torchvision 0.8.2.

5.2.2. Hyperparameters and ensemble size

Hyperparameters for our method. Figure 12 shows the ac-
curacy of our defense method against I-FGSM with e=4/255
for various combinations of the hyperparameters. The en-
semble size is set to 100 to consider a sufficiently large en-
semble. Considering the performance for both clean videos
and attacked videos, we can choose an optimal hyperparam-
eter set as {h;,h,} = {3,4} for I3D, {2,2} for SlowFast,
{16,2} for ir-CSN, and {16,1} for X3D. Hwang et al.
showed that ir-CSN has high transferability of perturbations
between nearby frames, while I3D and SlowFast has low

transferability. We additionally found that X3D has high
transferability as shown in Figure 13. Thus, ir-CSN and X3D
need large values of h; to avoid shuffling among nearby
frames. In the case of SlowFast, it has high transferability
between every four frame locations (Hwang et al., 2021).
Thus, setting h; < 4 is effective for defense to exclude
possibility of copying frames between transferable frame
locations. If A, is large, local motion patterns tend to be
preserved. As a result, the accuracy of clean videos is kept
high, but the accuracy of attacked videos remains low in
many cases because temporal patterns in the perturbations
are not destroyed well. A reasonable choice of the value of
h, to balance this trade-off varies among the models.

Hyperparameters for compared defense methods. We
compare our method to two representative defense methods
used in object recognition: randomized smoothing for certi-
fied robustness (Cohen et al., 2019) and denoised smoothing
for provable defense (Salman et al., 2020). Furthermore,
we examine the performance when our method is combined
with one of them; our method destroys the temporal structure
of perturbations while randomized smoothing and denoised
smoothing compensate for spatial perturbations, and thus
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Table 7

Evaluation of our method in terms of classification accuracy (%) against various attack methods (I-FGSM, flickering attack
(Flick), and one frame attack (OFA)) in comparison to existing defense methods (randomized smoothing (RS) and denoised
smoothing (D)). ‘No' means the case without defense. 'I-FGSM+EOT," 'Flick+EOT," and ‘OFA+EOT’ represent the three
attacks combined with EOT, respectively. ‘+RS’ and ‘+D’ indicate the cases where our defense is combined with the randomized
smoothing and denoised smoothing, respectively. The best defense method among randomized smoothing, denoised smoothing,
and ours is highlighted with bold faces for each attack method. The better method between ‘+RS’ and ‘4D’ is underlined when
the accuracy is higher than the best defense method.

Clean I-FGSM Flickering OFA I-FGSM Flickering OFA
+EOT +EOT +EOT
No 100 0.3 29.3 0.4 0.3 29.3 0.4
RS 77.9 44 .4 34.8 425 0.3 294 8.3
13D D 88.3 60.1 36.8 63.3 0.2 34.8 0.8
Ours 97.7 94.1 82.8 97.7 0.6 59.2 96.9
+RS 97.9 94.4 82.4 97.4 0.6 58.8 97.4
+D 97.2 96.2 81.5 97.1 0.8 56.4 97.0
No 100 2.3 36.1 3.3 2.3 36.1 3.3
RS 77.8 457 40.9 55.5 1.1 27.1 20.0
SlowFast D 92.2 515 46.4 74.8 1.3 41.3 4.2
Ours 95.9 89.1 80.4 95.4 2.6 61.2 85.8
+RS 96.4 90.1 80.4 95.3 0.6 59.6 86.3
+D 95.8 90.2 80.7 95.7 3.8 56.2 87.0
No 100 8.3 31.9 9.9 8.3 31.9 9.9
RS 75.8 51.7 39.3 51.7 5.1 26.6 25.0
ir-CSN D 89.3 67.6 40.8 74.3 5.7 33.1 9.9
Ours 88.1 70.3 71.2 86.5 6.2 54.7 82.0
+RS 87.2 76.4 71.6 85.3 6.4 50.9 83.4
+D 87.1 78.8 70.2 86.1 5.9 48.0 83.1
No 100 1.8 36.7 1.7 1.8 36.7 1.7
RS 80.9 63.0 51.6 62.3 1.2 33.7 27.4
X3D D 90.1 74.4 56.3 81.3 1.3 40.4 2.5
Ours 90.8 37.6 73.3 48.3 1.1 58.5 16.9
+RS 83.9 70.9 68.3 73.4 13 46.5 425
+D 79.3 76.1 64.5 7.7 0.7 38.8 14.9

performance boosting may be expected by combining them.
Note that we do not apply additional training to pre-trained
action recognition models in order to compare different
defense methods fairly.

To determine their hyperparameters, we follow a proce-
dure similar to that determining the hyperparameters of our
method. In other words, we conduct experiments using vari-
ous values of the hyperparameters under I-.FGSM (e=4/255)
and the best performing values are chosen, which is detailed
below.

In the case of randomized smoothing, the hyperparam-
eter opg determines the standard deviation of the Gaussian
random noise added to the input data for defense. We try
ors € {0.008,0.016,0.03,0.06,0.12}, which are smaller
than those used in the original paper by considering the
higher dimension of the input data in our case. The results
for different values of opg are shown in Table 4. When
the randomized smoothing is used alone, the value of o
yields a trade-off relationship between the performance on
the clean videos and that on the attacked videos. Considering
this, we choose o ¢=0.06. When the randomized smoothing
is used in combination with our method, we choose the best

value for each model, i.e., 0.008 for I3D and SlowFast, 0.016
for ir-CSN, and 0.03 for X3D.

In the case of denoised smoothing, the hyperparameter
op determines the standard deviation of the Gaussian ran-
dom noise added to the training data of the denoiser. We set
op € {0.06,0.12,0.25}, and the corresponding results are
shown in Table 5. We choose o=0.25 when the denoised
smoothing is used alone, and ¢,=0.06 for SlowFast, 0.12
for I3D and ir-CSN, and 0.25 for X3D.

Ensemble size. With these optimal hyperparameter sets,
Table 6 shows the classification accuracy with respect to
the ensemble size. While a larger size of ensemble yields
higher accuracy, the improvement is marginal. Thus, we set
the ensemble size to 10 in the following comparison study.

5.2.3. Comparison

Our defense method is evaluated against several attack
methods in comparison to the two existing defense methods
(randomized smoothing and denoised smoothing) as men-
tioned above.

For attack methods, we use I-FGSM (Kurakin et al.,
2017) (the 3D version explained in the previous section)
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Table 8
Classification accuracy of our defense method on I-FGSM and
one frame attack (‘OFA’) with various values of e.

I-FGSM OFA
¢=8/255 ¢=16/255 €=16/255
No 0.2% 0.1% 0.4%
RS 29.4% 12.1% 43.0%
13D Denoise 46.4% 32.2% 62.8%
Ours 92.0% 89.0% 97.6%
Ours+RS 92.8% 89.3% 97.5%
Ours+D 94.9% 92.8% 97.0%
No 2.3% 2.2% 3.2%
RS 29.7% 13.2% 55.5%
SlowFast  Denoise 36.3% 24.5% 74.8%
Ours 87.2% 84.3% 95.4%
Ours+RS 87.5% 83.4% 95.4%
Qurs+D 87.3% 83.6% 95.1%
No 8.1% 7.7% 9.9%
RS 36.5% 21.5% 51.3%
ir-CSN Denoise 52.8% 40.7% 74.1%
Ours 62.2% 49.6% 87.0%
Ours+RS 67.8% 55.3% 85.5%
Ours+D 73.2% 63.3% 86.0%
No 1.7% 1.6% 1.6%
RS 50.6% 29.5% 61.9%
X3D Denoise 64.4% 54.1% 81.3%
Ours 21.1% 10.3% 47.8%
Ours+RS 60.6% 41.9% 74.2%
Ours+D 72.1% 68.4% 77.6%

with €=4/255, flickering attack (Pony et al., 2021), and one
frame attack (Hwang et al., 2021) with €=8/255. The flick-
ering attack and one frame attack specifically target action
recognition models. For evaluating against adaptive attack,
we also test the cases where the expectation over transforma-
tion (EOT) technique (Athalye, Carlini and Wagner, 2018a;
Athalye, Engstrom, Ilyas and Kwok, 2018b) is combined
with each attack method, which works with knowledge of
the existence and type of defense.

Table 7 shows the comparison results. Except for a few
cases of X3D, our method achieves higher accuracy than
the existing defense methods. Furthermore, we find that
combining our method with the existing defense methods
shows further improvement in many cases. Our method
is also effective against the one frame attack. Although a
perturbation created by the one frame attack does not have a
temporal structure, our defense can neutralize it by changing
its temporal location. Our method is more effective than the
other defense methods when EOT is applied, especially for
the attacks targeting action recognition models. On the other
hand, defense against I-FGSM combined with EOT remains
challenging (similar observations were made by Athalye
et al. and Tramer, Carlini, Brendel and Madry), which would
need further research in the future.

Table 8 provides the results with larger values of e
compared to Table 7. The effectiveness of our method (used
alone or combined with an existing defense method) is also
verified in these results.

Table 9

Classification accuracy of the combined defense method using
our method with various values of the hyperparameters and an
existing defense method (randomized smoothing (‘Ours+RS’)
or denoised smoothing (‘Ours+D’)) in the case of X3D.
0rs=0.03 and 6,=0.25 are used. The performance reported
in Table 7 is underlined. The best defense performance in each
column is highlighted in bold.

h A Ours+RS Ours+D
! 2 Clean Attacked Clean Attacked

1 86.7% 67.1% 84.5% 78.4%

2 2 89.7% 60.6% 88.6% 79.6%
4 91.1% 52.6% 87.9% 79.3%
1 85.7% 69.5% 83.8% 78.7%

3 2 89.3% 63.6% 86.5% 80.4%
4 90.6% 53.9% 87.9% 79.5%
1 85.4% 70.6% 82.2% 78.3%

4 2 85.4% 70.6% 85.7% 79.1%
4 90.6% 55.7% 88.0% 79.1%
1 84.4% 70.8% 79.9% 75.7%

3 2 87.7% 66.8% 84.9% 79.6%
4 89.9% 57.9% 87.3% 79.8%
1 83.9% 70.9% 79.3% 76.1%

16 2 87.6% 66.7% 85.4% 80.3%
4 89.7% 58.0% 87.0% 79.3%

When our method and one of the existing defense meth-
ods are combined, we optimize the hyperparameters of the
latter, and the hyperparameters of our method are fixed as
explained in Section 5.2.2. However, we find the possibility
of improved performance by additional optimization of the
hyperparameters of our method, particularly for X3D. Table
9 shows the performance for various values of the hyper-
parameters of our method when the videos are attacked by
I-FGSM (e=4/255). We can observe that our method com-
bined with an existing method can become more powerful.

6. Conclusion

We suggested that the action recognition models depend
largely on spatial information for recognition, leading to an
interesting phenomenon that the models are fairly robust
to temporal randomization of input videos. On the other
hand, we found that changing temporal orders of adversarial
perturbations is fatal to a successful attack. Based on these
discoveries, we proposed a defense method using tempo-
ral shuffling for action recognition models. Our method
achieved high defense performance under various attack and
defense scenarios without additional training. In the future,
we plan to extend our analysis to other video recognition
models and datasets.
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