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Abstract
This paper presents a computationally efficient source estimation algorithm that localizes cortical
oscillations and their phase relationships. The proposed method employs wavelet-transformed
magnetoencephalography (MEG) data and uses anatomical MRI to constrain the current locations
to the cortical mantle. In addition, the locations of the sources can be further confined with the help
of functional MRI (fMRI) data. As a result, we obtain spatiotemporal maps of spectral power and
phase relationships. As an example, we show how the phase locking value (PLV), that is, the trial-
by-trial phase relationship between the stimulus and response, can be imaged on the cortex. We apply
the method to spontaneous, evoked, and driven cortical oscillations measured with MEG. We test
the method of combining MEG, structural MRI, and fMRI using simulated cortical oscillations along
Heschl’s gyrus (HG). We also analyze sustained auditory gamma-band neuromagnetic fields from
MEG and fMRI measurements. Our results show that combining the MEG recording with fMRI
improves source localization for the non-noise-normalized wavelet power. In contrast, noise-
normalized spectral power or PLV localization may not benefit from the fMRI constraint. We show
that if the thresholds are not properly chosen, noise-normalized spectral power or PLV estimates may
contain false (phantom) sources, independent of the inclusion of the fMRI prior information. The
proposed algorithm can be used for evoked MEG/EEG and block-designed or event-related fMRI
paradigms, or for spontaneous MEG data sets. Spectral spatiotemporal imaging of cortical
oscillations and interactions in the human brain can provide further understanding of large-scale
neural activity and communication between different brain regions.
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Introduction
Oscillations and synchronization of oscillations (phase-locking) have become fundamental
principles in physics and engineering since the first studies by Huygens in 1673. In both
magnetoencephalography (MEG) and electroencephalography (EEG), the first signal
measured was the alpha rhythm that is thought to be a cortical oscillation originating from the
visual cortex and the parietal occipital junction. Due to advances in both source estimation and
signal processing techniques, such as wavelet transforms, quantitative analysis of the
synchronization of oscillations has recently attracted a lot of interest to understand how
information is encoded and transmitted in the brain. A growing number of studies in both
humans and animals suggest that cortical oscillations, or rhythmic activity at a variety of
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frequencies, might be involved in encoding information, and that synchronization (phase-
locking) of cortical oscillations might bind and transmit disparate information across brain
regions (see recent reviews: (Singer, 1999; Tallon-Baudry and Bertrand, 1999; Varela et al.,
2001). Recent biologically realistic models, as well as in vitro and in vivo evidence, suggest
that gamma-band oscillations approximately 40 Hz are vital in local information processing,
while beta oscillations approximately 20 Hz are used to maintain synchrony over longer
distances (Kopell et al., 2000). In the auditory system, cortical oscillations are well documented
(Pantev et al., 1991, 1995) and are abnormal in diseased states such as schizophrenia (McCarley
et al., 1999). The phase relations in the gamma band have been shown to be important in
understanding object perception (Rodriguez et al., 1999; Tallon-Baudry and Bertrand, 1999;
Tallon-Baudry et al., 1996, 1997a,b, 1998a,b, 2001), and such relations are abnormal in
schizophrenia (Kwon et al., 1999).

Many methods of using spectral analysis on EEG and MEG data have been reported over the
past several decades. Some propose wavelet-based techniques to measure neural synchrony
between electrodes or between MEG sensors and an external signal, such as an electromyogram
(EMG). However, sensors contain information from a variety of brain sources, some of which
might overlap. Further, a deep source oriented in the horizontal plane could produce a false
apparent synchrony over anterior and posterior sensors. Because source estimates overcome
many of these limitations, several methods of source localization of cortical oscillations have
been proposed (David et al., 2002; Gross et al., 2001; Hauk et al., 2002; Jensen and Vanni,
2002). Here, we propose a new method that provides the following new features: (1) it creates
a map of the cortical oscillations on the cortical surface; (2) it is able to detect rapidly changing
power and phase relations; and (3) it can combine prior information from other functional
imaging techniques such as fMRI.

The technique presented in this paper is based on a combination of a cortically constrained
minimum norm estimate (MNE) (Dale and Sereno, 1993; Dale et al., 2000; Hamalainen and
Ilmoniemi, 1984) and wavelet-based spectral analysis employing a complex Morlet wavelet
(Tallon-Baudry and Bertrand, 1999; Tallon-Baudry et al., 1997a; Varela et al., 2001). Wavelets
preserve a high temporal resolution in the gamma band at approximately 40 Hz necessary to
image rapidly time-varying oscillations (Tallon-Baudry and Bertrand, 1999; Tallon-Baudry et
al., 1997a; Varela et al., 2001). We evaluate this new technique using both simulated and real
MEG data. We validate the technique using a well-characterized simple paradigm: the 40-Hz
steady-state-evoked magnetic field. This paradigm was chosen because it produces a well-
known periodically varying source in and around Heschl’s gyrus (HG), along the posterior
superior temporal gyrus (STG). We can then quantify the accuracy of the localizations of this
oscillation using our proposed method. Further, because it is possible to control the magnitude
and phase of the stimulus, we can produce a response with a driven phase relationship necessary
to evaluate the method. We also demonstrate that this technique reveals spontaneous
oscillations, such as the alpha rhythm, in the cortical space.

Materials and methods
Spectral dynamic statistical parametric mapping

Our method to analyze oscillatory activity is called spectral dynamic statistical parametric
mapping (sdSPM). The overall method is summarized in Fig. 1. It involves the following
computational steps: (1) wavelet transformation MEG sensor data, (2) calculation of the
spectral-power minimum-norm estimate (MNE) and the noise-normalized MNE (also called
dynamic statistical parametric mapping or dSPM), and (3) calculation of the phase-locking
values. To image the induced activity, these steps are repeated for each trial and the results are
averaged across trials. If only the spectral power of the evoked response is desired, steps (1)
and (2) can be calculated together using the signals averaged over epochs.
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The wavelet transform
To reduce the computational burden, we performed a wavelet transformation of the MEG
signals before performing the MNE. The MEG data were first filtered using a continuous
wavelet transform (CWT). Temporal convolution of the MEG signal with the wavelet centering
at center frequency f and time t produces a temporally localized frequency response

(1)

where Ψf,t is the wavelet mother function and the superscript * indicates the complex conjugate.
Further, yi(τ) represents the signal in one MEG sensor and wi(t,f) the wavelet coefficients of
trial i. Note that for multiple-channel MEG measurements, this convolution is performed over
each individual channel yi(τ) separately. In the transformation, we employed the complex
Morlet wavelet (Lachaux et al., 1999; Le Van Quyen et al., 2001):

(2)

which is the product of a complex exponential of a sinusoidal wavelet, centered at frequency
f modulated by a Gaussian with mean τ − t and variance σ2. To select 40-Hz signals, we set f
to be 40 Hz and σ2 to be 7/2 πf.

Source estimation
To localize the current sources underlying the MEG signals, we employed the cortically
constrained minimum-norm estimate (MNE) (Dale et al., 2000; Hamalainen et al., 1993). The
MNE can be calculated by applying a linear inverse operator W to the measured signals:

(3)

where x(t) represents the n-channel MEG data at time t and y(t) are the corresponding current
values in the cortical source space. An expression for W is obtained in closed form by
minimizing

(4)

where C and R denote covariance matrices of the noise and sources, respectively. A is the gain
matrix, that is, the solution of the free source orientation forward problem, thus having three
columns for each source location, representing the solution according to each orthogonal
direction. λ2 is a regularization parameter (Dale et al., 2000; Liu et al., 2002), and ||.||2 indicates
the L2 norm. Minimization of Eq. (4) over y yields

(5)

We calculate the regularization parameter by
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(6)

A fixed value of 5 was used for the signal-to-noise ratio (SNR), which reflects the value in
many evoked response experiments.

The source covariance matrix incorporates a priori assumption on the spatial distribution of
the source currents. It has been proposed that spatial information from fMRI can be
incorporated into the MNE by employing a diagonal R with larger elements at the locations of
significant fMRI activity (Liu et al., 1998). The MNE is known to have a bias towards
superficial currents, caused by the attenuation of the MEG lead fields with increasing source
depth. It is possible to compensate for this tendency by scaling the columns of A with a function,
denoted here by fk for the kth dipole, increasing monotonically with the source depth. A
commonly used choice is

(7)

where ap is the pth column of A, the subscript k denotes the location index, and γ is a tunable
parameter. Whereas Fuchs et al. (1999) suggest γ = 0.5, we have found in our simulations that
this does not provide sufficient compensation. Our preferred value is slightly bigger (γ = 0.6).

The noise covariance matrix C was calculated from the 2-min continuous MEG sensor
measurements without the subject (the “empty room noise”) on the same day of the experiment.
This is done to prevent biasing the inverse solution against spontaneous brain activation which
would inevitably occur with the subject in the measurement device. Here, noise is defined as
signals not emanating from the subject.

Spectral power and phase locking value calculation
After the wavelet transformation of the MEG sensor data and subsequent linear transforming
by the inverse operator W of each individual trial, we have

(8)

We use discrete time index n here to denote the implementation of the calculation in discrete
time instants. Here, Ω ⃑i (n) denotes the frequency-specific source signal in brain space at time
n of the ith trial, and ⊗ denotes the one-dimensional convolution on the temporal domain. The
convolution is calculated for each channel of yi (n) separately. After source localization, the
time-varying power P⃑ (n) and synchronization index Θ ⃑ (n) were calculated according to

(9)
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where diag (●) denotes the diagonal entries of the operand in the form of a column vector, and
the superscript H denotes the Hermitian, that is, the transpose complex conjugate. Further,
Ω ⃑R (n) denotes the wavelet coefficient from the convolution of the filtering matrix and the
reference time course. Θ ⃑ (n) is the phase locking value (PLV) (Lachaux et al., 1999) describing
the consistent phase locking between the measurement and the reference time series. In the
perfect synchronized case, PLV is 1. PLV is zero when the phase relationship is purely random.
In our experiment, Ω ⃑R (n) is the 40 Hz sinusoidal oscillation calculated from the complex
Morlet wavelet. Note that the power and synchronization index was averaged across trials, not
across different time instants.

Noise normalized spectral power using MNE and statistical inference of PLV
Power estimates on the cortical surface were contrasted with the baseline power averages. Note
that here the baseline is calculated from the raw data with multiple trials to include the trial-
to-trial variability, rather than an averaged baseline as traditionally done with ERP analysis.
We adopted the F-statistic, which is the ratio of the instantaneous power at the frequency of
interest over the averaged baseline power of the same frequency, to test if statistical significant
activities exist (Dale et al., 2000):

(10)

where ybaseline(n) denotes the temporal concatenation of baseline measurements from the raw
data on MEG sensors, COV (·) denotes the covariance operator, and Cf thus denotes the
complex baseline covariance. In the source localization without a priori dipole orientations,
under the null hypothesis, S⃑power (n) will follow the F distribution with 3 degrees of freedom
for the numerator and a very large number of degrees of freedom for the denominator (the
number of trials multiplied by the samples within each trial).

The statistical significance of phase-locking value can also be derived from the Rayleigh test
(Babiloni et al., 2002; Fisher, 1993; Simoes et al., 2003). Specifically, when the number of
trials in the calculation is large (exceeding 50), the cumulative distribution function of PLV
can be approximated by the following:

(11)

Fig. 1 summarizes the computation of MNE, noise normalized MNE, and PLV on the cortical
surface combing MEG, anatomical MRI, or functional MRI.

Simulation
We performed a simulation of the sustained 40-Hz activity field emanating from the left
superior temporal gyrus (STG), along Heschl’s gyrus (HG). The anatomic information was
derived from the structural MRI acquired for the subject of the MEG experiment (see Structural
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MRI section below for further details). After identifying this region of interest, we placed a
patch of current dipoles perpendicular to the cortical surface at HG. The cortical surface
geometry was provided from an automatic cortical surface segmentation algorithm (Dale et
al., 1999; Fischl et al., 1999). The temporal activity of the source was modeled as a 40-Hz
oscillation, with the onset at 50 ms. A sustained 40-Hz activity was maintained for 200 ms.
The complete epoch was simulated to be 600 ms with 100 ms baseline. We superimposed
Gaussian noise of zero mean and unit variance on each sensor to create an overall signal-to-
noise ratio (SNR) for each trial of 0.01 before filtering by the wavelet. Trials (100) were
produced to resemble a typical MEG experiment condition. Additionally, the SNRs (before
wavelet filtering) were adjusted between 0.1 and 0.001 to test the detection power of different
inverse approaches. Prior knowledge of neural activation sites was incorporated by
manipulating the R matrix in Eq. (5) for either no fMRI weighting or 90% fMRI weighting.
The 90% weighting of the fMRI was chosen to provide the best compromise between separation
of activity from correctly localized sources and minimization of error caused by missing
sources (Liu et al., 1998). In the case without fMRI weighting, R is an identity matrix, whereas
with 90% fMRI weighting, entries corresponding to simulated source were adjusted to be 0.9,
and all other entries were adjusted to be 0.1. The MEG signals were calculated with a boundary
element model (BEM) (Hamalainen et al., 1993; Oostendorp and van Oosterom, 1989) without
spatial decimation, which yields a source space of approximately 340,000 source locations.
The inverse operator in the simulation was computed with a spatially decimated forward
operator at 7-mm resolution on the cortical surface. The fMRI prior was mapped onto a 7-mm
decimated BEM of the gray matter segmented using FreeSurfer
(http:surfer.nmr.mgh.harvard.edu) (Fischl et al., 1999). The location of the simulated source
and the simulated fMRI priors is shown in Fig. 2. We used the receiver operating characteristic
(ROC) curves to quantify the detection power of the inverse operators. Specifically, true
positive rate TPR (α) and false positive rate FPR (α) of the inverse detection × thresholded at
level α were calculated as

(12)

Here area (Xsim) indicates the area of the simulated sources, area (whole brain) indicates the
area of the whole brain, and area (X > α) indicates the area where the inverse solution has value
greater than, and ∩ denotes the Boolean AND operator, respectively.

Subject
For the MEG and fMRI measurements, a single healthy male volunteer aged 30 was studied.
He had no previous history of hearing loss and tested within the normal range with our screening
audiogram. All research procedures were performed in accordance with the institutional
committee on human research. Written and oral informed consents were both obtained from
the volunteer.

MEG acquisition for auditory stimulus
Neuromagnetic responses were recorded using a 306-channel MEG system (Elekta Neuromag
OY, Espoo, Finland). During the MEG recording, the subject sat in the chair with his head
inside the MEG helmet. Four head position indicator (HPI) coils were placed on the subject’s
head to coregister the anatomical MRI and the MEG sensors. The measurement bandwidth was
0.1–172 Hz and the data were digitized at 600 Hz.
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A measurement of the room without a subject was made for 4 min that was later used for
estimating the noise covariance matrix (see above). After the subject was seated inside the
dewar, a 2-min measurement was obtained, while the subject was instructed to rest with eyes
open. Another 2-min measurement with the subject’s eyes closed was also made.

Auditory stimuli were delivered by an HP PC driving a Digidesign sound card to Eartone ER3A
transducers (Etymotic, Elk Grove, IL, USA). The hearing threshold was defined as the stimulus
intensity where the subject responded correctly approximately 70% of the time. Stimuli
consisted of a series of 1-ms auditory clicks at 25-ms intervals (40 Hz). Stimuli were presented
at 60 dB sensation level (SL). Click trains were generated using Matlab (Mathworks, Natick,
MA) and presented independently, with each click burst occurring 90 times. Monaural stimuli
were presented alternatively to the left and right ear with 1-s duration and 1 s of silent gap,
yielding 4-s trial including 2 s for left ear stimuli (1-s auditory click and 1-s silence) and 2 s
for right ear stimuli. The experimental paradigm is shown in Fig. 3.

MEG acquisition for median nerve stimulus
In the somatosensory study, the right median nerve was stimulated at the wrist with 0.5-ms
constant current pulses whose amplitude was just above the motor threshold. The interstimuli
interval between current pulses was 4 s. A 306-channel MEG system (Neuromag, Helsinki,
Finland) was used to record the neuromagnetic responses. The measurement bandwidth was
0.03–250 Hz and the data were digitized at 1004 Hz. About 100 responses were averaged.

Structural MRI
The brain anatomy was imaged by high-resolution T1-weighted 3D volume MRI using an
MPRAGE sequence (TI/TR/TE/flip =1100 ms/2530 ms/3.49 ms/7°, partition thickness = 1.33
mm, matrix = 256 × 256, 128 partitions, field of view = 21 × 21 cm) using a 1.5-T MRI scanner
(SIEMENS Medical Solutions, Erlangen, Germany). The anatomical geometry of the gray–
white matter surface in the cortex was subsequently derived from an automatic segmentation
algorithm to yield a triangulated model with approximate 340,000 vertices (Dale et al., 1999;
Fischl et al., 1999). Subsequently, forward matrices were separately calculated using either (1)
a decimated a source space of approximately 7000 dipoles with a 7-mm distance between the
nearest two dipoles, or (2) using all the vertices in the cortical surface triangulation. The
geometry of the inner skull required for the boundary element model was derived from the
segmented MRI data with a resolution of approximately 5000 faces (Hamalainen et al.,
1993; Oostendorp and van Oosterom, 1989).

Functional for auditory stimulus
The fMRI experimental paradigm is illustrated in Fig. 4. We employed a sparse imaging
paradigm (Edmister et al., 1999;Hall et al., 1999) where auditory clicks were presented during
the 7-s silent period between consecutive MRI acquisitions to mitigate the acoustic noise
generated by gradient switching during the image acquisitions. We used a gradient echo BOLD
pulse sequence on a 3-T scanner (SIEMENS Medical Solutions, Erlangen, Germany) with
imaging parameters of TR = 9 s, TE = 30 ms, flip angle = 90°, FOV = 200 × 200 mm, matrix
= 64 × 64, slice thickness = 5 mm with 10% gap, 24 slices. The analysis of the fMRI data
included the motion artifact correction using a 12-parameter rigid-body transformation and
spatial smoothing of a 3D Gaussian kernel with full-width-half-maximum (FWHM) of 6 mm.
The experimental data were subsequently analyzed by Student’s t test to estimate the statistical
significant image voxels between the trials of auditory clicks and the trials of null baseline
condition.
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Results
Simulation

The simulation results are shown in Fig. 5A. We averaged the responses of the 200-ms sustained
oscillation period to generate snapshots of the power, noise normalized power, and the PLV
on cortical surface. The power estimates were normalized between 0 and 1 to illustrate the
relative spatial distribution of the dipole estimates. Noise-normalized power estimates were
kept the original scale to reflect the averaged F-statistics (Dale et al., 2000). After 100 trials,
all three metrics localized to the correct hemisphere near the temporal lobe region. Without
fMRI prior, the power estimate split at the Heschl’s gyrus into two separate activation loci.
The 90% fMRI-weighted power estimates provided a well-matched spatial distribution to the
location of the simulated cortical patch. The noise-normalized power estimates cover the
location of the simulated cortical patch but extend to the insula. However, the 90% fMRI-
weighted noise-normalized power estimates generate a phantom activation at the inferolateral
aspect of the central sulcus. Phase locking values with and without fMRI priors both cover the
location of the simulated patch. Like noise-normalized power estimates, both PLV simulations
also show phantom insular activity and even 90% fMRI-weighted PLV shows phantom
activation along the inferolateral central sulcus. Fig. 5B shows the receiver operating
characteristic (ROC) curves for the spatial sensitivity and specificity of power, noise-
normalized power, and PLV inverse using either no fMRI prior or 90% fMRI prior. Note that
without fMRI prior, noise normalization can increase sensitivity and specificity of the
detection, compared to MNE. Nevertheless, with 90% fMRI weighting, fMRI-weighted MNE
outperforms noise normalized power estimates by shifting the ROC curve to the left. Fig. 5C
shows the ROC curves when SNR varied between 0.001 and 0.1 (before wavelet filtering).
The distribution of ROC curves for PLV and noise-normalized MNE without fMRI prior
moved to the left of the distribution of ROC curves for MNE without fMRI prior, indicating
that PLV and noise-normalized MNE have higher detection power than MNE when no fMRI
priors are available. Provided 90% fMRI prior, fMRI-weighted MNE has the leftmost ROC
curve distribution than PLV and noise-normalized MNE over a variety of response SNRs. This
validated the advantage of using fMRI prior in MNE to increase the detection power.

Spontaneous MEG measurement and localization
Spontaneous signals were measured in the MEG sensors covering the whole brain including
the parietal lobe. Time–frequency analysis using complex Morlet wavelets centered between
6 and 14 Hz revealed that the maximal spectral power detected was approximately 10 Hz. Note
that the 10-Hz spontaneous oscillation was not sustained but rather occurred in bursts (see Fig.
6A).

The spontaneous 10-Hz oscillation (alpha) localized bilaterally, predominantly in the right
hemisphere. Before noise normalization, the 10-Hz power localized to the superficial parietal
gyrus around the occipital parietal junction. Using the noise covariance matrix from 2-min
empty room raw data, the noise-normalized 10-Hz power localized the spontaneous activities
to retrosplenial cortex at the occipital parietal junction (Fig. 7), consistent with prior imaging
studies (Gross et al., 2001;Hari and Salmelin, 1997).

Auditory-evoked MEG measurement and localization
Fig. 8 shows the most prominent 6 MEG sensor measurements at the temporal lobe of the left
hemisphere. Note that although the sustained response was evident by visual inspection of the
waveforms, the time domain signal mixed multiple components including sustained oscillation
and primary-evoked response. After wavelet filtering, the frequency analysis revealed a major
component of the sustained 40 Hz oscillation, as shown in Fig. 6B. Specifically, at the maximal
power channel, we observed the P50 peak followed by N100 peak around 50 and 100 ms after
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the onset of the auditory stimuli. Subsequently, a sustained oscillation response began
approximately 400 ms after stimulus onset and lasted for approximately 400 ms.

Using auditory clicks, fMRI revealed that BOLD activation along the left Heschl’s gyrus and
the STG contrasted with the silent baseline. This is illustrated in Fig. 9A at a t statistics threshold
of 12 (uncorrected P < 10−10). The decimated dipoles (with 7-mm spacing) coincided with the
fMRI active region were recruited as the priors for MNE. The source localization of 40-Hz
power, noise-normalized 40-Hz power, and phase-locking values with 90% or without fMRI
priors were shown in Fig. 8B. In the power illustrations, we average the power between 500
and 900 ms (see Fig. 9B), and subsequently normalized between 0 and 1 to illustrate the brain
areas with power exceeding 30% of the maximum. Similar temporal averaging and source
estimate scaling were done for noise-normalized power and PLV calculation. Note that without
fMRI weighting, the estimation of source power shifted toward the STG. Using fMRI
weighting of 90%, significant power was centered in and around Heschl’s gyrus as indicated
by fMRI priors. For PLV localizations, inverse estimates with or without fMRI priors do not
differ significantly. Comparing power and PLV localizations, we found that PLVs with or
without fMRI priors can detect stimulus-sensitive regions including Heschl’s gyrus.

Somatosensory-evoked MEG measurement and localization
Fig. 6C shows the time domain and spectral domain somatosensory-evoked response by the
median nerve stimulation at the MEG sensor close to the central sulcus of right hemisphere.
In the time–frequency representation (bottom of Fig. 6C), we observed a transient response
concentrating at 17 Hz, consistent with the upper portion of the mu-rhythm (Hari and Salmelin,
1997). The transient response begins 40 ms after median nerve stimulation, and lasts for
approximately 70 ms. Using wavelet centered at 17 Hz and performing the MNE, we can
localize this transient oscillation to the right hemisphere central sulcus. This is shown in Figs.
10A and B, which are MNE and noise-normalized MNE 17-Hz power, respectively. Using a
dipole centered in the right primary sensory cortex (SI) with maximal power estimated by MNE
as the reference, we calculated the PLV and observed the synchronous activity at contralateral
hemisphere (Fig. 10C). Significant phase locking phenomena were observed at the left
hemisphere central sulcus SI area and left hemisphere SII area, consistent with other MEG
reports (Simoes et al., 2003).

Discussion
Here, we demonstrated a computationally efficient method of a wavelet-based, anatomically
constrained MNE to create an image of signal frequency power and phase on the cortical
surface. In particular, we used individual anatomy (head and brain) to further guide the source
estimation, and display it on the cortex. The technique visualizes short-lasting activity
including both the spectral power over some frequency band and the phase relationship, either
between brain regions or between a brain region and the stimulus.

We emphasize the importance of choosing and calculating the appropriate noise covariance
matrix. For spontaneous activities, such as 10-Hz alpha rhythm in our results, the noise refers
to the noise observed extraneous from the subject’s brain activity. Therefore, empty room
recordings were used to calculate this noise covariance matrix.

For the noise normalization, the term “noise covariance” actually refers to the covariance of
the prestimulus interval, that is, the baseline covariance. An incorrect choice of the baseline
covariance causes either overestimation or underestimation of the baseline activity as well as
the possibility of mislocalization of the statistical significance calculated by noise
normalization. In addition, the baseline covariance should always be computed from the raw
data to increase the number of samples available to the estimator. A baseline covariance matrix
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estimated from averaged data always undercharacterizes the variability of the measurement
and thus leads to overestimated significance in the statistical tests. This is true because the
covariance of the averaged data does not account for trial-to-trial variations. Therefore, raw
data in appropriate “baseline” conditions have to be chosen appropriately for noise
normalization.

Comparing our simulations and the results from real data, we validated that the reported
technique can be used to detect frequency-specific responses at signal to noise ratio (SNR) as
small as 0.01, if up to 100 trials of measurements are available and the activity is phase-locked
to the stimulus (evoked). However, if the activity is not phase locked to the stimulus (induced),
the SNR must be greater than 1, a limitation that is true for measuring induced spectral power.
Nevertheless, the magnitude of the F statistic and PLV differed in the simulations and the actual
MEG measurements. Potentially, this may be due to (1) anatomical variations in the neural
sources (not precisely perpendicular orientations of dipole sources to the local cortical surface),
(2) anatomical information errors from MRI, and (3) time-varying activities in real brain
responses (changes of spatial distribution and temporal duration of the oscillations). In the
Bayesian estimation theory framework, this can be further improved by providing more
accurate prior information regarding both the spatial and temporal properties of the brain
activations, such as more accurate quantitative description between BOLD fMRI and MEG
measurements. This is a current research topic our laboratory is actively investigating. It is
hoped that this method will make such research possible.

Comparison with other source estimation methods
Currently, several methods have been proposed to map cortical oscillations, each of which has
a particular strength for its application, but none of which meets all the requirements proposed
here. Minimum current estimate (MCE), for example (Matsuura and Okabe, 1995; Uutela et
al., 1999), assumes sources with exponential probability distribution function. Specifically,
Jensen and Vanni (2002) proposed to use MCE to measure simultaneous cortical oscillations,
based on the minimum L1-norm estimate, using complex Fourier components from sections
of raw MEG signals. Although it is limited to the analysis of spontaneous cortical oscillations,
the method could be extended to include measurements of synchronization based on the phase
of the Fourier components. It is, however, limited in that it does not have a high-temporal
resolution to measure fast changing oscillations and requires a high SNR. Source localizations
using beamformer techniques (Van Veen et al., 1997; Vrba et al., 1999) have been also applied
to study neural synchrony, such as dynamic imaging of coherent sources (DICS) (Gross et al.,
2001). This innovative technique is a promising method of detecting synchronizations between
neural networks in the brain, based on source estimation using a spatial filter of coherence.
Like the MCE technique, it is limited, however, in that it requires a relatively high SNR and
makes the assumption of stationary data, and consequently does not measure short lasting
synchronizations. Hashimoto et al. (2001), Sekihara et al. (2001), and Sekihara et al. (2002)
recently demonstrated that the stationary data assumption is not necessarily strict.

The use of the MNE to image cortical oscillations has also been proposed by others (David et
al., 2002; Hauk et al., 2002). Hauk et al. (2002) compared the MNE to a current source density
method using EEG data sets with a wavelet-based frequency domain analysis. Others (David
et al., 2002; Lachaux et al., 2002) have recently performed simulations on various versions of
the MNE. They concluded that MNE is a preferred method compared to these other minimum
L2-norm inverse approaches. Our method differs in several ways. First, our solution computes
single trial epochs, or uses clips of spontaneous activity, to create an averaged power
spatiotemporal map. Second, we use a BEM to use the features of the actual head of the
individual subject’s MRI to create a power sources estimate directly on the cortical surface,
utilizing a cortical constraint. Third, we also include the ability to create a phase
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synchronization map of the brain on the cortical surface. In this case, we show how the phase
relation of the stimulus to the response can be created, but the same principle can be used to
create maps showing synchronization between brain regions, provided the reference temporal
course from one specific brain region. And last, the utilization of prior neural activation
information from fMRI can help for correct power localization. This is especially important
during the localization of the evoked auditory responses because of highly convoluted cortical
surface at the temporal lobe. The anatomy challenges the traditional MNE to give focal and
precise source estimations. Without fMRI priors, it is easy to lead to superficial source
estimates away from Heschl’s gyrus.

Our method (sdSPM) has similarities to that proposed by David et al. (2002) in that both source
estimation methods use a wavelet-based spectral analysis and a MNE. Our method differs in
that we calculate the wavelet-based spectral power based on the power in source space (on the
brain surface) across trains, instead of calculating the single trial power and single trial phase
locking maps as used by David et al. We have also proposed a method of producing a spectral
dSPM with noise normalization of the MNE.

Limitations
Several limitations of this technique are illustrated in this report. The algorithm’s localizing
ability is often limited, especially with activity in and around the Sylvian fissure, a common
problem with imaging peri-Sylvian activity generally and auditory activity specifically. We
can see in our results that probable ‘phantom’ sources are seen in the posterior inferior frontal
lobe, insula, and the middle temporal gyrus. These sources, even with actual measurements,
are likely phantom as they are seen in the simulations as well due to the close anatomical
proximity to Heschl’s gyrus. Due to the anatomical convolution of cortical surface, traditional
MNE without a priori activation loci may lead to mislocalization of auditory neural activities.
Using fMRI, which provides a higher spatial resolution brain activation estimate, it is possible
to constrain the localization process to avoid overestimation of the power of neuromagnetic
sources in traditional MNE. For phase-locking value and noise-normalized power estimates,
it appears that a priori information could be less essential. This is because of the intrinsic
normalization of PLV calculation by disregarding the amplitude of dipole estimates in an
individual trial. The noise normalization also compensates for the biases on the magnitude of
the estimates. Therefore, PLV and dSPM localization shows similar sensitivity for both
superficial sources on the gyri and deep sources in the sulci. Another limitation of our approach
is that no deep gray nuclei activity is included in the source model. Thalamocortical interaction
is probably responsible for the generation and maintenance of oscillations in the neocortex.
Our group is actively investigating this issue and it will be a focus for an upcoming study.

Conclusions
Although both PLV and noise-normalized power can correct biases toward superficial cortical
activities, potential overcorrection may occur, as we found in both the simulations and real
data that the insula was probably falsely activated. For simultaneous high sensitivity and
specificity, fMRI-weighted MNE can be a candidate tool for auditory response localization.

Future applications
The new method detailed here is a general framework and can be extended to include other
imaging technologies including PET, optical imaging, and transcranial Doppler. Any
functional information that can be localized can be included in the R matrix and used as prior
information and thus improve the localizing ability of the MEG or EEG data.
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Fig. 1.
The schematic diagram illustrating the process of using raw MEG data to calculate the phase
locking value (PLV) and the frequency specific power, as well as the noise normalized power,
of the evoked response on the cortical space with temporal resolution in milliseconds. The T
is the number of trials, which are used for the averaging if the power is averaged across trials.
When the evoked activity is used, T is 1. The blue lines indicate the prestimulus interval, which
contains baseline activity. The red lines indicate the poststimulus interval for the calculation
of the evoked responses. The green color represents the calculation of the PLV, which is across
both the prestimulus and poststimulus interval. The noise-normalized power was calculated
from the F test of instantaneous power estimates and the baseline activities. Note that in the
process of inverse, appropriate noise covariance and spatial prior (fMRI) are necessary for
higher accuracy of localization.

Lin et al. Page 15

Neuroimage. Author manuscript; available in PMC 2010 June 14.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 2.
The locations of the simulated current sources around Heschl’s gyrus (HG) and the superior
temporal gyrus (STG) at the temporal lobe of the left hemisphere are rendered on the inflated
cortical surface. The sources are spatially distributed on the cortical patch of 10-mm diameter
(the red patch). Seven simulated fMRI priors (blue spots) were used for the fMRI-weighted
inverse. Here, light gray denotes gyri and dark gray denotes sulci. This color scheme is used
throughout the paper.
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Fig. 3.
The experimental paradigm of auditory stimuli and MEG acquisition. Right and left aural clicks
at 40 Hz were sent alternatively every 4 s. Total 90 trials (6 min) were collected for the subject.
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Fig. 4.
The fMRI experimental paradigm for auditory stimuli. In each trial, seven auditory clicks were
present during the 7-s inter-EPI silence period, followed by the 2-s EPI acquisition. Total 50
trials were collected for the subject.
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Fig. 5.
(A) Estimated 40-Hz activity along Heschl’s gyrus in the simulation study. The three rows
show the MNE 40-Hz wavelet power (Pϖ, Eq. (9)), the noise-normalized MNE 40-Hz wavelet
power (Θϖ, Eq. (9)), and the 40-Hz PLV (PPLV, Eq. (11)). The images are temporal averages
of the 200-ms oscillation period. Left panels are the lateral views of the whole inflated left
hemisphere. Right panels are the enlarged views at the temporal lobe. The light blue circle
indicates the location of the simulated 10-mm diameter cortical patch. (B) Receiver operating
characteristic curves for the spatial sensitivity or specificity of three cortical space inverse
methods (power, noise normalized power, and PLV) based on simulations of a synthetic 10-
mm diameter dipole patch at the Heschl’s gyrus in the left hemisphere. (C) Receiver operating
characteristic curves for the spatial sensitivity or specificity of three cortical space inverse
methods (power, noise normalized power, and PLV) based on the simulations of a synthetic
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10-mm diameter dipole patch at the Heschl’s gyrus in the left hemisphere. The SNR of
individual trial (before wavelet filtering) was varied between 0.1 and 0.001.
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Fig. 6.
The most prominent spontaneous responses at 10 Hz during the “eye-closed” condition (A),
the auditory stimuli-evoked responses (B), and the somatosensory-evoked responses by median
nerve stimulation (C). The top graphs are the signal strength in the time domain. The associated
time–frequency representations between 6–14 Hz for the spontaneous response, 30–60 Hz for
the auditory-evoked responses, and 10–40 Hz for the somatosensory-evoked responses are also
rendered in the bottom graphs. Note that the spontaneous response is spectrally centered at 10
Hz with temporal bursts. For the auditory-evoked response, the unfiltered magnetic field
strength (fT/cm) vs. time (stimulus presented at time 0, lasting approximately 900 ms) from a
single channel over the temporal lobe shows the middle latency-evoked responses (P50 m and
N100 m) as well as the overriding sustained field. For the somatosensory-evoked responses
by median nerve stimulation, we found a strong response at the contralateral hemisphere around
18 Hz at 85 ms after the stimulus.
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Fig. 7.
Medial aspects of the 10-Hz power and the noise normalized 10-Hz power on the inflated
cortical surface during the subject’s “eye-closed” condition. These snapshots are temporally
averaged across 20 s. Note that the noise normalization power estimates correct the superficial
estimation by MNE from the superficial parietal lobe around the parietal occipital junction to
the retrosplenial cortex at the parietal–occipital junction.
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Fig. 8.
Three x-gradiometer and y-gradiometer MEG sensor measurements around the left hemisphere
temporal lobe with the auditory stimulus. In the figure, “grad-x” indicates x-gradiometers, and
“grad-y” indicates y-gradiometers.
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Fig. 9.
(A) The t statistics from three runs of fMRI experiments with paradigm shown in Fig. 2. The
t statistics were calculated between the auditory click condition and the silence condition. The
areas with negative l0-based logarithm of the P values (uncorrected P < 10−10) were color-
coded and distributed around Heschl’s gyrus (HG), superior temporal gyrus (STG), and insula.
(B). Wavelet-based spectral and phase locking value spatiotemporal maps using no fMRI prior
and 90% fMRI priors separately.
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Fig. 10.
The 17-Hz wavelet-based spectral spatiotemporal maps using MNE and noise-normalized
MNE at the right hemisphere (left-hand median nerve stimulation). Based on the maximal
power dipole at right hemisphere around central sulcus, a left-hemisphere PLV map shows
synchronous neural activity at ipsilateral SI and SII areas.
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