
Objective Phonological and Subjective Perceptual Characteristics
of Syllables Modulate Spatiotemporal Patterns of Superior
Temporal Gyrus Activity

Richard E. Frye, M.D., Ph.D.1,2, Janet McGraw Fisher, M.A.3, Thomas Witzel4, Seppo P.
Ahlfors, Ph.D.4, Paul Swank, Ph.D.2, Jacqueline Liederman, Ph.D.3, and Eric Halgren, Ph.D.
5

1Division of Pediatric Neurology, Department of Pediatrics, University of Texas Health Science Center at
Houston, Houston, TX

2The Children’s Learning Institute, Department of Pediatrics, University of Texas Health Science Center at
Houston, Houston, TX

3Department of Psychology, Boston University, Boston, MA.

4MGH/MIT/HMS Athinoula A. Martinos Center for Biomedical Imaging, Department of Radiology,
Massachusetts General Hospital, Charlestown, MA

5Department of Radiology, University of California, San Diego, CA.

Abstract
Natural consonant vowel syllables are reliably classified by most listeners as voiced or voiceless.
However, our previous research (Liederman et al., 2005) suggests that among synthetic stimuli
varying systematically in voice onset time (VOT), syllables that are classified reliably as voiceless
are nonetheless perceived differently within and between listeners. This perceptual ambiguity was
measured by variation in the accuracy of matching two identical stimuli presented in rapid succession.
In the current experiment, we used magnetoencephalography (MEG) to examine the differential
contribution of objective (i.e., VOT) and subjective (i.e., perceptual ambiguity) acoustic features on
speech processing. Distributed source models estimated cortical activation within two regions of
interest in the superior temporal gyrus (STG) and one in the inferior frontal gyrus. These regions
were differentially modulated by VOT and perceptual ambiguity. Ambiguity strongly influenced
lateralization of activation; however, the influence on lateralization was different in the anterior and
middle/posterior portions of the STG. The influence of ambiguity on the relative amplitude of activity
in the right and left anterior STG activity depended on VOT, whereas that of middle/posterior portions
of the STG did not. These data support the idea that early cortical responses are bilaterally distributed
whereas late processes are lateralized to the dominant hemisphere and support a “how/what” dual-
stream auditory model. This study helps to clarify the role of the anterior STG, especially in the right
hemisphere, in syllable perception. Moreover, our results demonstrate that both objective
phonological and subjective perceptual characteristics of syllables independently modulate
spatiotemporal patterns of cortical activation.
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Introduction
For most individuals, the acoustic signal of speech is accurately decoded into intelligible
language regardless of the volume, accent, dynamic range or tonal quality of the speaker’s
voice. During the process of speech perception the brain automatically extracts phonological
features, such as syllables. Such speech features are acoustically complex, requiring processing
at many cortical levels including bottom-up sensory and top-down higher order language areas
(Bonte et al., 2006). Intracranial recordings, functional magnetic resonance imaging (fMRI),
positron emission tomography (PET) and magnetoencephalography (MEG) studies suggest
that cortical areas important for syllable perception include areas within the frontal and parietal
cortices, the middle temporal gyrus, and regions in the superior temporal gyrus (STG) that lie
anterior and posterior to the primary auditory cortices, including the planum polare (PP) and
Brodmann’s area (BA) 22 (Ahveninen et al., 2006; Scott and Wise, 2004; Uppenkamp et al.,
2006; Guenther et al., 2004).

Consonant-vowel syllables are defined by objective acoustic features, such as voice-onset time
(VOT). VOT is defined as the interval between the release-burst of the initial stop consonant
and the onset of voicing of the vowel. Although sublexical building blocks of speech, such as
syllables, are defined by acoustically by continuous parameters such as VOT, they are
perceived in discrete categories. Categorical perception was first described by Liberman et al.
(1957) when studying the perception of stop-consonants that differed in place of articulation
and later when studying the perception of syllables that systematically differed in VOT
(Liberman et al., 1958). Liberman et al. (1958) found a steep labeling curve between syllable
categories similar to that depicted in Fig 1B. A label for a particular syllable is consistent across
a range of VOT values although we recently demonstrated that the perceived ambiguity of
stimuli within a syllable label depends on distance on VOT from the syllable boundary
(Liederman et al., 2005). In general, consonants in syllables with relatively short VOT values
are perceived as voiced (e.g., /b/, /d/, /g/) while consonants in a syllables with relatively long
VOT values are perceived as unvoiced or voiceless (e.g., /p/, /t/, /k/). For example, VOT is
short for the voiced /ba/ as compared with the unvoiced /pa/ (Fig. 1B).

Substantial variability in brain activation has been reported in neuroimaging studies focusing
on the processing of the sublexical building blocks of speech. Such variability may be partly
due to differences in the stimulus presentation paradigm, behavioral engagement of the
participant, and the type of speech stimuli presented (Hertich et al., 2002; Poeppel, et al.
1996; Shtyrov et al., 2005). However, another mitigating factor is likely to be related to the
perceived ambiguity of the stimuli for any particular individual. For example, although many
people might unequivocally categorize a stimulus similarly, the particular perception is most
certainly different for each individual (Papanicolaou, 2007). Assuming that each person
represents a stimulus category with exemplars they have developed by their own experience,
a stimulus may be more or less consistent with a particular person’s exemplar. This will cause
the stimulus to be perceived as more or less ambiguous to one person as compared to another.
In addition, as perceptual ability varies between people, some individuals will perceive a
particular set of stimuli more or less ambiguously than others.

This perceptual ambiguity of speech stimuli has not been taken into account in previous
neuroimaging studies. Indeed, most investigators assume that consonant-vowel syllables are
almost unequivocally categorized as a particular sublexical language percept (e.g., /ba/ or /pa/)
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within a particular range of VOT values. However, we recently demonstrated that perceptual
ambiguity may systematically vary within a single syllable depending on VOT. For example,
we demonstrated that for the range of VOT values that were uniformly categorized as /pa/,
stimuli with relatively shorter VOT values were perceived as more ambiguous than stimuli
with relatively longer VOT values (Liederman et al., 2005). We conjectured that this finding
was related to the proximity of the stimuli to the syllable category boundary. Using a
discrimination paradigm we demonstrated that the same listeners who uniformly categorized
six stimuli with different VOTs as /pa/ were less accurate at identifying matches between
identical pairs of stimuli with the shortest VOTs as compared to the stimuli with the longest
VOTs (Fig. 1A). This permitted us to define two specific sectors of the VOT continuum within
the /pa/ syllable category: the “short /pa/” sector which was perceived more ambiguously than
the “long /pa/” sector. We also found a context effect in discrimination performance that
supported this notion of perceptual ambiguity (Liederman et al., 2005). Furthermore,
unpublished goodness ratings collected in Dr. Liederman’s laboratory suggest that stimuli from
the “long /pa/” sector are perceived with significantly better goodness than stimuli from the
short /pa/ sector, further confirming the difference in the ambiguity of these equally categorized
syllable stimuli. Our VOT continuum also included two other sectors which varied in
perceptual ambiguity: the /ba/ sector and the boundary sector between /ba/ and /pa/. The
‘boundary’ sector is considered the region with maximal ambiguity, since participants
inconsistently perceive the stimuli within this sector as belonging to one of the adjacent syllable
categories.

The relationship between VOT and perceptual ambiguity is complex. For example, even though
the difference in VOT between the boundary and short /pa/ sectors is equal to the difference
in VOT between the short /pa/ and long /pa/ sectors, the change in perceptual ambiguity is
much different, being large for the former but small for the latter. In addition, the relationship
between VOT and perceptual ambiguity varies among individuals. In this study, we examine
the influence of perceptual ambiguity on spatiotemporal patterns of cortical activation. To
dissociate the effect of VOT per se from the effect of perceptual ambiguity we used linear
mixed-modeling to statistically evaluate the influence of VOT and perceptual ambiguity on
specific regions of interest. Both VOT and ambiguity were entered as fixed effects into the
mixed-model simultaneously, allowing statistical analysis to account for the influence of each
independent of the other. We then constructed functional contrast maps to visualize the
significant effects related to VOT and perceptual ambiguity separately.

Recently, investigators have proposed the existence of dual processing streams in the auditory
system similar to the ventral “what” and dorsal “where” streams defined for the visual system
(Rauschecker and Tian, 2000). Some have argued that the dorsal stream in the auditory system
represents a “how” system, being predominantly involved in action planning rather than a
“where” system involved in spatial perception (Hickok et al., 2003). The cortical structures
implicated in the dorsal auditory stream have been suggested to be strongly left lateralized and
include the posterior dorsal frontal and temporal lobes and the parietal operculum, whereas the
cortical structures implicated in the ventral auditory stream have been suggested to be more
bilaterally distributed and include the middle and superior temporal lobes and the posterior
ventral frontal lobe (Buchsbaum et al., 2005; Hickok and Poeppel, 2007).

By means of MEG, areas in the anterior portion of the left temporal gyrus have been identified
as important and specific for syllable recognition and discrimination (Ahveninen et al.,
2006). Similar areas have been found to correlate with the intelligibility of systematically
distorted speech (Davis and Johnsrude, 2003). Given that such areas are important components
of the ventral “what” auditory stream (Buchsbaum et al., 2005; Hickok and Poeppel, 2007),
we hypothesize that such areas will be most markedly influenced by the perceptual ambiguity
of our syllable stimulus. Due to the importance of the left anterior STG (Cohen et al., 2004;
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Price et al., 2005) in auditory language, we expect that this influence will be manifested as a
shift in laterality in the ventral “what” auditory stream to the left hemisphere.

Using MEG sensor waveform analysis and equivalent dipole modeling, we recently
demonstrated that VOT linearly modulated the latency and amplitude of the M100 response
(Frye et al., 2007). Our analysis supported the idea that multiple simultaneous sources were
responsible for the neuromagnetic response to syllable stimuli. In the present paper we used a
distributed source model, the minimum-norm estimate, to investigate whether multiple cortical
areas are differentially modulated by the acoustic feature of VOT as well as the perceptual
ambiguity of the stimulus. The time-course and lateralization of cortical activation in three
regions of interest (anterior STG, middle/posterior STG and inferior frontal gyrus (IFG)) were
selected to examine how the activity in the ventral and dorsal auditory streams are influenced
by both objective phonological (i.e., VOT) and subjective perceptual (i.e., ambiguity)
characteristics of syllables.

Materials and Methods
Participants

This study was conducted in accordance with the Declaration of Helsinki and the Institutional
Review Boards at the authors’ affiliated institutions. A total of ten right handed English
speaking young adults participated in the MEG recording session after informed consent.
Participants were screened for a history of psychiatric, neurologic, learning and hearing
difficulties and had no contraindications for MEG or MRI. Participants were paid $20/hour.
The signal-to-noise ratio for data from two of the participants was unacceptable, resulting in
the exclusion of these participants from further analysis. The mean (SE) age of the remaining
8 participants was 21.6 years (SE 1.5); 4 of them were male.

Auditory Syllable Stimuli
In English, the syllables /ba/ and /pa/ differ only in VOT. This contrast represents a meaningful
difference as can be seen in the minimal pair pad - bad. Semantically, these two lexical units
carry completely different information that is signaled by the phonetic difference of VOT. An
eleven-step VOT continuum was adapted from the University of Nebraska Speech Perception
Laboratory Resource (http://hush.unl.edu/LabResources.html). The first three formant
frequencies were 660, 1100, and 2500 Hz in the steady state of the vowel with a transition from
the consonant to the vowel of approximately 30ms. Stimuli were 170ms in duration and VOT
was measured from the end of the 5ms burst of the consonant to the beginning of a full pitch
pulse of the vowel. The first token in the continuum had a VOT of 0 ms; and each syllable
along the VOT continuum represented a 5ms VOT increment. In a previous report we showed
that the first three tokens on the continuum (VOT 0–10ms) were consistently categorized as
the syllable /ba/ while the last six tokens on the continuum (VOT 25–50ms) were consistently
categorized as the syllable /pa/; tokens between these two areas were inconsistently categorized
as either /ba/ or /pa/ (Liederman et al., 2005; see Fig. 1B).

Liederman et al. (2005) demonstrated that the six tokens categorized as /pa/ could be divided
into two distinct sectors on the basis of discrimination data. These sectors were defined by their
proximity to the /ba/-/pa/ category boundary. Among other things, it was found that the
accuracy of recognizing two sequentially presented identical tokens as the same was
significantly lower for /pa/ tokens closer to the /ba/-/pa/ boundary that /pa/ tokens further from
the /ba/-/pa/ boundary.
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Behavioral Task
The participants performed a forced-choice syllable discrimination task during the MEG
recording session. The stimulus presentation was controlled by Presentation™ version 0.53
(Neurobehavioral Systems, Albany, CA). Participants were required to make same-different
judgments between tokens with very close VOTs. Two consecutive tokens, separated by a
10ms interstimulus interval, were sequentially presented on each trial. Tokens were identical
on half of the trials. The participant responded using an optical response pad by lifting the right
index or middle finger to indicate whether or not the two tokens were identical. The next trial
was presented three seconds after the participant’s response. All tokens and combinations of
tokens were presented an equal number of times; the order was balanced across subjects.

Individual Differences in Perceptual Ambiguity
Similar to Liederman et al. (2005) we derived a measure of perceptual ambiguity for each VOT
sector from each individual’s performance during the MEG recording by calculating the
accuracy of correctly detecting that the two successive stimuli matched. It should be noted that
a signal detection paradigm was considered for computing a d’ performance measure.
However, such an approach was considered problematic for several reasons. First, ‘similar’
and ‘different’ trials were not comparable to the two distributions, i.e., signal and signal+noise,
proposed by classical signal detection theory. Second, ‘different’ trials were not all ‘different’
in the same way since responses on ‘different’ trials depended on several complex factors,
including whether the two stimuli were derived from the same VOT sector and whether the
VOT of the first stimulus was higher or lower that the VOT of the second stimulus. Third, we
believed that the performance measure in this experiment should be identical to our previous
work.

Stimulus Presentation System
Auditory stimuli, stored as 8-bit monaural 22kHz wav files, were amplified to approximately
70dB and played through ER30 (Etymotics Research, Inc) earphones. The sound produced by
the ER30 earphones was transmitted to the ER13 Horn Foam eartips (Etymotics Research, Inc)
through hollow tubes. The frequency response of the system was flat within the normal speech
range and the magnetic field artifact from the earphones was insignificant. The delay and jitter
between the onset of the stimulus trigger and the auditory stimulus was 22ms and 8ms,
respectively. All latency values were corrected for the delay.

Magnetoencephalography (MEG) Data Acquisition
MEG recordings were performed at the Massachusetts General Hospital Athinoula A. Martinos
Center for Biomedical Imaging using a whole-head VectorView™ system (Elekta Neuromag
Oy, Finland) inside a high performance magnetically-shielded room (Cohen, et al. 2002). The
device has 306 SQUID (superconducting quantum interference device) sensors (204 planar
gradiometers and 102 magnetometers) in a helmet-shaped array. Signals were filtered at 0.1 –
172 Hz and sampled at 601 Hz. In order to examine the neural activity evoked by the first
auditory stimulus, data were extracted from 200ms before, to 180ms after, the onset of the first
stimulus. Trials were sorted with respect to the VOT sector of the first auditory stimulus. For
each participant at least 160 trials were averaged from each VOT sector. The averaged signals
were bandpass filtered between 1.0 and 40.0 Hz.

Four head position indicator coils for determining the relative position of the head and the
sensor array were attached to the scalp. The coils’ positions were measured using a low-
intensity magnetic field generated by each coil at the start of each run. The location of the head
position indicator coils, fiducial points and approximately 50 points outlining the participants’
scalp were recorded using a Polhemus FastTrack 3-D digitizer (Colchester, VT; Hämäläinen,
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et al. 1993) prior to the MEG recording to facilitate later MRI-MEG alignment. Vertical and
horizontal electrooculography (EOG) was recorded to detect blinks and large eye movements.
To exclude blinking and other artifacts, epochs with EOG amplitudes exceeding 150 µV or
gradiometer signals exceeding 3000 fT/cm were removed. Typically, one or two MEG channels
were excluded for each participant due to artifacts. The testing session was divided into eight
10 minute runs with each run containing approximately 180 trials for most participants, Runs
were separated by three-minute intervals.

Magnetic Resonance Imaging (MRI)
Two sets of structural MR images were acquired for each participant using a 1.5T Siemens
Sonata scanner (Malvern, PA) with a high-resolution 3-D T1-weighted magnetization-prepared
180 degrees radio-frequency pulses and rapid gradient-echo (MP-RAGE) sequence optimized
for gray-white matter contrast differentiation. The two sets of scans were registered and
averaged. The cortical white matter was segmented and the border between gray and white
matter was tessellated, providing a representation of the cortical surface with ~150,000 vertices
per hemisphere (Fischl et al., 2001). The folded tessellated surface was then “inflated” in order
to unfold cortical sulci, thereby providing a convenient format for visualizing cortical
activation patterns (Fischl et al., 1999).

MEG Source Current Estimation
The cortical currents underlying the measured MEG signals were estimated using a distributed
source model, the ℓ2 minimum-norm estimate (Hämäläinen and Ilmoniemi, 1994). The sources
were assumed to be anatomically constrained to the cortical surface reconstructed from the
MRI (Dale and Sereno, 1993). The cortical surface representation was decimated to
approximately 3000 vertices per hemisphere; thus, neighboring sources were separated by
about 5–10 mm. The forward model was produced by calculating the signal expected at each
MEG sensor from a source of unit amplitude at each vertex using the boundary element method
(Hämäläinen and Sarvas, 1989). To reduce the sensitivity of the solution to small errors in the
alignment between the MRI and MEG, the sources were not assumed to be strictly
perpendicular to the cortical surface, but instead a small loose orientation parameter value of
0.1 was used (Lin et al., 2006a). Depth weighting was incorporated into the minimum-norm
solution to reduce the bias of the solution towards superficial sources (Lin et al., 2006b). An
estimate of cortical current at each source was then calculated every 1.6ms.

Dynamic statistical parameter maps (dSPM) were calculated to produce functional maps of
cortical activity (Dale et al., 2000). The dSPMs are produced by normalizing the current
estimate at each source for noise sensitivity. The dSPM values calculated without an orientation
constraint have values that are F-distributed with 3 and n degrees of freedom (DOF) whereas
sources calculated with a strict perpendicular orientation are F-distributed with 1 and n DOF
(Dale et al., 2000). Since we used a partial orientation constraint (Lin et al., 2006a), the source
values are expected to be F-distributed with numerator DOF between 1 and 2, with a
conservative estimate being a DOF of 1. Since the square root of a 1 and n DOF F-distribution
is a t-distribution with n DOF, we interpreted the dSPM values with a t-distribution with n
DOF.

Since the source variance changes across source locations, direct inferences cannot be drawn
regarding estimated source strength and comparisons cannot be made between source strengths
at different cortical locations using dSPM values. Thus, we used dSPM values to select sources
with significant activation at some time along the time course. The current estimates of these
sources were mapped onto the cortical surface. These dSPM masked functional current
estimate maps will be referred to as masked functional maps (MFM).
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Given dSPM(s,t) as the array of dSPM values for all sources s ε S (S being the set of all modeled
dipoles on the cortical surface) at time t ε T (T being all of the time point in the experimental
epoch), we define an array of masking values

(1)

where Thresh is the dSPM threshold used to create the masking array. This array of Mask
values were then used to select the MNE sources from the array MNE(s,t) to produce the array
MFM(s,t):

(2)

To ensure that equivalent distributions of sources were selected from all participants regardless
of individual baseline noise levels, the range of dSPM values was equated across participants
by scaling the maximum absolute dSPM value for each participant to the average maximum
absolute dSPM value for all participants. The average absolute maximum dSPM activity across
all participants was found to be 15.7 (Standard Error = 0.47) while individual participant
maximum dSPM values ranged from 12.75 to 18.06. The dSPM threshold was 5.0, which
corresponds to a t-value of 5.0 (one-tailed p<0.000001) or a one degree-of-freedom F-value
of 25.0.

The ℓ2 minimum-norm typically estimates distributed patterns, even when the true current
source is focal (Dale et al., 2000). This spread results in estimated currents in the opposite bank
of the sulcus or in the adjacent sulci, but with an orientation opposite to the true current. The
M100, the predominant waveform evoked by syllable stimuli within the time course we are
examining in the present study, has been found to have a cortical source in the STG (Heschl’s
gyrus) that is oriented with an inward current direction (Bonte et al., 2006; Gunji et al., 2001;
Shestakova et al., 2004). To reduce the influence of the spread of the sources estimates in the
data analysis, we incorporated a directional constraint in the dSPM-based masking of the
functional maps. Specifically, only cortical locations with significant inward dSPM values at
some point along the time course were selected when producing MFMs. Since we have selected
the sources by their maximum inward dSPM value, the significance of source activation at
other times may be below threshold and may even be in the opposite direction.

MFMs were averaged across participants to provide a summary of cortical activity. The average
activation was depicted on a representative cortical surface onto which the cortical surface for
each participant was morphed (Fischl et al., 1999). Each participant’s cortical surface was
transformed onto a spherical representation and registered with the representative brain by
optimally aligning sulcal and gyral features, resulting in a linear mapping matrix between the
two surfaces. For each participant, the cortical current estimate was mapped onto the
representative cortical surface and the maps were averaged across participants. Since the exact
vertices at which source activity is represented are not consistent across participants, an
iterative procedure was used to spatially average activity from neighboring vertices. This
procedure is linear and preserves amplitude information. It should also be noted that outward
currents were present in some average maps.

Cortical Regions of Interest
Regions of interest (ROIs; see Fig. 2) were defined for: (a) anterior STG (aSTG); (b) middle
and posterior STG (mpSTG); (c) inferior frontal gyrus (IFG); and (d) the superior temporal
sulcus / middle temporal gyrus (STS/MTG). The STG was divided into two regions: one
anterior of Heschl’s gyrus (HG) (aSTG) and the other which included HG and regions posterior
to HG (mpSTG). This division was based upon recent MEG data that implicate the area just
anterior to HG as sensitive to change in phoneme content (i.e., “what” auditory stream) and
the area just posterior to HG as sensitive to change in phoneme location (i.e., “where” auditory
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steam; Ahveninen et al., 2006). The aSTG ROI was manually defined on each individual
participant’s brain by defining the regions along the inferior bank of the Sylvian fissure anterior
to HG, extending medial to the circular sulcus, lateral to the crest of the STG gyrus and anterior
to the temporal pole. This area corresponded to the definition of the planum polare (PP) by
Kim et al. (2000). The mpSTG ROI was similar manually defined as the region along the
inferior bank of the Sylvain fissure posterior to the aSTG border and included the temporal
operculum and Planum Temporale (PT). The IFG was defined by merging the three (Pars
opercularis, Pars orbitalis, Pars triangularis) ROI labeled as IFG by an validated first order
anisotropic non-stationary Markov random field model parcellation algorithm that incorporates
both global and local position information (Fischl et al., 2004). The STS/MTG was defined in
the same manner as the IFG. STS/MTG activity almost exactly paralleled mpSTG activity,
suggesting that STS/MTG activity was, in large part, equivalent to activity in mpSTG. Thus,
STS/MTG activity was not considered further.

MEG Source Waveform Analysis
In order to quantitatively analyze the effects of hemisphere, VOT and perceptual ambiguity,
mixed-models were fit to the time course of each ROI (See Appendix A) using the ‘mixed’
procedure of SAS 9.1 (SAS Institute Inc., Cary, NC). The cortical currents from the selected
sources (see above) within each ROI were averaged to produce an activation time course. The
statistical distribution of the cortical current was slightly skewed (−0.99) and slightly peaked
(kurtosis = 1.08), but probability plots demonstrated little variations from normality.

Each mixed-model included two random effects: the participant and the first order parameter
of time (linear). Fixed effects included hemisphere, VOT and perceptual ambiguity.
Hemisphere and VOT were coded as categorical variables with hemisphere having two levels
(left and right) and VOT having four levels, one for each sector. Perceptual ambiguity was
modeled as a continuous variable that represented each participant’s performance for each
VOT sector. All continuous variables (i.e., ambiguity and time) were centered prior to
calculating the model. The model was calculated using the restricted maximum likelihood
method.

In order to characterize the waveforms with a small number of model parameters, each
waveform was modeled as a polynomial. To choose the correct polynomial order, we estimated
the mixed-model, using a maximum likelihood procedure, with only random effects and an
increasing number of polynomial time parameters, starting at the 2nd order polynomial and
extending to the 5th order polynomial. The log-likelihood for each polynomial model was then
subtracted from the previous polynomial model order. This quantity is asymptotically χ2 (df=1)
distributed and represents the improvement in the model fit with the addition of the higher
polynomial order. The 3rd order polynomial produced the greatest reduction in the log-
likelihood for all ROIs [2nd vs. 3rd order: mpSTG χ2 =570.6, p=10−126, aSTG χ2=8.6, p=0.003,
IFG χ2=143.2, p=10−33; 3rd vs. 4th order: mpSTG χ2=34.8, p=10−9, aSTG χ2 =3.2, p=0.07, IFG
χ2 =20.6, p=10−6; 4th vs. 5th order: mpSTG χ2=154.2, p=10−35, aSTG χ2 =1.4, p=0.23, IFG
χ2 =42.8, p=10−11].

Each ROI was analyzed with a separate mixed-model. F-values were calculated for the fixed
effects, each polynomial time parameter, and interactions between these effects. To evaluate
the influence of a fixed effect or the interaction of fixed effects on the curve shape, the
significance of the change in the log-likelihood of the model was assessed using a χ2 distribution
when the interaction of the fixed effect(s) with the polynomial time parameters were removed.
When higher order interactions of the effects of interest with the polynomial time parameters
occurred, separate models for each level of the effect were calculated. Reduced models that
contained the significant effects but eliminated non-significant effects (unless such effects were
dependent on higher order interactions) were used to calculate the parameters used to create
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the model curves depicted in Fig. 4, Fig. 6 and Fig. 8. Main effects, such as hemisphere, that
were significant but did not interact with the polynomial time parameters are not discussed.

Calculating a goodness-of-fit measure for mixed-models is a complicated issue. The chi-square
test for the proposed model can be calculated by comparing whether the initial model is better
than no model at all, which it almost always is (and is in this case). To test the overall model
fit, one would have to compare the proposed model to a saturated model. However, this is
problematic since the estimation of the log-likelihood for the saturated model when using
mixed-models that specifically account for individual variation is invalid for individual data.
Therefore, deviance, which is twice the log likelihood, is most commonly not used to test
overall model fit, but to compare fit between two nested models, which is the approach used
in this study (Allison, 2007).

Functional Contrast Maps: Spatiotemporal Depiction of Fixed Effects
To examine the spatiotemporal characteristics of the fixed-effects in the mixed-models, MFMs
were contrasted across conditions by weighted averaging. The weighting design was modeled
after orthogonal post-hoc comparisons utilized following analysis of variance. Weights were
designed so that opposing contrasting conditions summed to zero if they were equal. If the
conditions were not equal, the condition with the larger value would predominate. Typically
positive and negative weights differentiate two conditions (e.g., 1 for condition #1 and −1 for
condition #2). A contrast computation resulting in a positive value indicates that condition #1
is larger than condition #2, while a negative value indicates the opposite. A series of conditions
that can be represented along a continuum can also be compared.

To study the change in activity with change in VOT value, weights were assigned to the four
VOT sectors in a linear manner: /ba/ 3, boundary 1, short /pa/ −1, long /pa/ −3. These weights
produced contrast maps with positive values when cortical activation was related to stimuli
with shorter VOT values, negative values when cortical activation was related to stimuli with
longer VOT values and zero values for activation common to all stimuli. The linear
arrangement of VOT weights minimized any contribution of perceptual ambiguity to the results
of the contrast images since: (a) the relationship between VOT and perceptual ambiguity was
not linear, (b) the relationship between VOT and perceptual ambiguity was different for each
participant, and (c) the linear correlation between these two factors was quite low (r2=0.025).

Since different VOT sectors were associated with different average levels of perceptual
ambiguity, contrast maps, and their weights, were created for each VOT sector separately.
Weights were calculated by, first, rescaling individual perceptual ambiguity values relative to
the group average, second, subtracting individual participants’ perceptual ambiguity values
from the group average, and, lastly, dividing by the group range of perceptual ambiguity values
(See Table 1). This weighting scheme produced positive values (red) in cortical areas that were
more active for participants with lower perceptual ambiguity and negative values (blue) in
cortical areas that were more active for participants with higher perceptual ambiguity.

Results
Behavioral Data

Discrimination performance for correctly detecting matching identical stimuli was consistent
with our previous behavioral study (Liederman et al., 2005; Fig 1A).

MEG Source Estimates
MFMs for the /ba/ syllable stimuli along with the waveforms for each VOT sector and ROI
are presented in Fig. 3. An early outward current in the mpSTG ROI (first map in Fig. 3A) was
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seen at around 70 ms in the left hemisphere and 55ms in the right hemisphere. These were the
only outward currents. The first inward (red) current exceeding 1600 pA/m (second map in
Fig. 3A) was located between HG and PT and occurred slightly earlier in the right (~90ms)
than the left hemisphere (~100ms; Fig. 3B). Inward current also developed in the IFG at this
latency. Peak activity occurred at approximately 120–150ms within the mpSTG (third map in
Fig. 3A), with peak activity occurring later for syllables with longer VOT (Fig. 3B). At
approximately 120ms activity anterior to HG first appeared in the functional images, although
the waveforms demonstrate that the onset of this activity occurs at about 60ms in the right
hemisphere and between 90ms and 120ms in the left hemisphere. The maximum activity
remained above 1600 pA/m until just after 145ms (fourth map in Fig. 3A). At this latency
activity within and around HG and within IFG diminished.

Effect of VOT
The mixed-model analysis indicated that the mpSTG waveform was influenced by VOT sector
(Table 2). The peak of the waveform for the /ba/ VOT sector was higher and occurred earlier
as compared to the long /pa/ VOT sector waveform, with the boundary and short /pa/ VOT
sector waveforms demonstrating characteristics in between these extremes (Figure 4). The
influence of VOT sector on the aSTG waveform will be considered in the next section, together
with the influence of perceptual ambiguity. The VOT sector was not found to influence the
IFG waveform.

Functional contrast maps illustrating differences in activation for different VOT sectors are
shown in Fig. 5. Consistent with the mixed-model analysis, the maps indicate greater activity
within the STG for stimuli with shorter VOTs early in the epoch and greater activity for stimuli
with longer VOTs later in the epoch. Activity related to syllables with shorter VOTs (red)
started at about 80ms and peaked at about 105ms in both hemispheres; however, it was
sustained longer, up to 155ms, in the right but not the left hemisphere. Activity related to
syllables with longer VOTs (blue) started later (155ms) in the left hemisphere than in the right
hemisphere (105ms), but peaked at about 175ms for both hemispheres. Activity for syllables
with both shorter (red) and longer (blue) VOTs appeared simultaneously in the right, but not
the left, STG. In the right STG, activity related to syllables with shorter (red) and longer (blue)
VOTs was spatially separated, with activity related to syllables with longer VOTs (blue) being
initially more posterior but progressing from the posterior to the anterior STG as latency
increased. This suggests that the cortical activity was sustained for a longer duration in the
right hemisphere (i.e., from 80ms to 155ms for activity related to syllables with shorter VOTs
and from 105ms to 175ms for activity related to syllables with longer VOTs), whereas such
activity was briefer (i.e., from 80ms to 105ms for activity related to syllable with shorter VOTs
and from 155ms to 175ms for activity related to syllables with longer VOTs) and temporally
separated (i.e., activity related to syllables with both shorter (red) and longer (blue) VOTs did
not occur simultaneously in the STG) in the left hemisphere

Effect of Perceptual Ambiguity
The mixed-model analysis found complex interactions between VOT, hemisphere, perceptual
ambiguity and the waveform in the aSTG ROI. The influence of perceptual ambiguity on the
aSTG waveform was dependent on VOT in both the left and right hemispheres, although this
dependency was different for the left and right hemispheres (Table 2). In the left hemisphere,
only for the short /pa/ VOT sector ambiguity influenced the aSTG waveform. Lower perceptual
ambiguity was associated with a progressive increase in left aSTG activity for the short /pa/
syllable (Fig. 6C). In the right hemisphere, there was an interaction between perceptual
ambiguity and the aSTG waveform for all VOT sectors except the boundary sector. Lower
perceptual ambiguity was associated with greater early right aSTG activation with this activity
diminishing late in the time course where as an opposite profile, lower early activation and
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higher late activation, was associated with higher perceptual ambiguity (Fig. 6A,C,D). The
spatiotemporal characteristics of this effect can be seen in the functional contrast maps in Fig.
7. In the right hemisphere higher perceptual ambiguity was associated with STG activity
anterior to HG at the later latencies for VOT sectors associated with syllables that were
consistently categorized as /ba/ or /pa/ (i.e., the /ba/, short /pa/ and long /pa/ VOT sectors).

The mixed-model analysis suggested that perceptual ambiguity influenced the mpSTG
waveform with this influence being different in the left and right hemispheres (Table 2). Lower
perceptual ambiguity was associated with a more asymmetric activation profile with a
relatively higher peaked waveform in the right hemisphere and a relatively lower peaked
waveform in the left hemisphere (Fig 8A). This effect is also evident in the functional contrast
maps in Fig. 7. In the left hemisphere, activity posterior to HG was associated with higher
perceptual ambiguity for all VOT sectors except for the /ba/ VOT sector while more medial
activity was associated with higher perceptual ambiguity and more lateral activity was
associated with lower perceptual ambiguity for the /ba/ VOT sector. In the right hemisphere,
lower perceptual ambiguity was associated with prominent activity posterior to HG for all VOT
sectors.

The mixed-model analysis demonstrated that perceptual ambiguity influenced the IFG
waveform in the right, but not the left, hemisphere (Table 2). Lower perceptual ambiguity was
associated with slightly higher peak and sustained waveform in the right hemisphere (Fig. 8B).
This activity may be somewhat difficult to appreciate on the functional contrast maps (Fig. 7)
since activity associated with both higher and lower perceptual ambiguity is seen in the IFG
for several of the VOT sectors. Since the statistical analysis is based on the average activation
within the entire IFG, activity related to both higher and lower perceptual ambiguity could
average to zero if both were equal. The statistical analysis only provides a statistically
significant result if activity related to either higher and lower perceptual ambiguity is greater
overall. The functional activation maps demonstrate an interesting trend that the statistical
analysis is not sensitive to – the activation related higher and lower perceptual ambiguity is
spatially separated in the IFG with activity related to lower perceptual ambiguity located in the
pars opercularis and activity related with higher perceptual ambiguity located in the pars
triangularis.

DISCUSSION
This study examined the cortical responses to auditory stimuli derived from a /ba/-/pa/ VOT
continuum. We manipulated VOT in order to create different variations in both the objective
(i.e., VOT) and subjective (i.e., perceptual ambiguity) acoustical property of the auditory
signal, thereby allowing the correlation of the neural activity with both of these property of the
auditory signal. VOT was found to modulate activity in the anterior and middle/posterior STG
but not in the IFG. Perceptual ambiguity was found to influence the spatiotemporal pattern of
the neural response to auditory syllable stimuli differently for all three ROIs.

Cortical Response to Syllables: Effect of Perceptual Ambiguity
Perceptual ambiguity modulated the responses in the left and right aSTG and mpSTG, and in
the right IFG. A bilateral symmetric response profile was associated with higher perceptual
ambiguity while a more asymmetric profile was associated with lower perceptual ambiguity
in both of STG ROIs. However, the direction of amplitude asymmetry and the temporal
dynamics associated with lower perceptual ambiguity was different for aSTG and mpSTG.
The significance of these findings is discussed below by ROI.

Anterior superior temporal gyrus—Perceptual ambiguity was found to be associated with
right aSTG activity. Specifically, lower perceptual ambiguity was associated with a right aSTG
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waveform that peaked early and started to rapidly decrease prior to the activity peak in the left
aSTG, whereas higher perceptual ambiguity was associated with a right aSTG waveform that
continued to increase until the end of the stimulus (See Fig. 6 and Fig. 7). Activity in the left
aSTG increased over the entire stimulus period and was unaffected by perceptual ambiguity.
Activity of the right aSTG demonstrates a similar profile to the left aSTG during conditions
of maximal perceptual ambiguity. The specific role of right aSTG activity is not clear, although
its relationship to perceptual ambiguity suggests that it plays an important role. Early activity
of the right aSTG may be important for stimulus processing, but it may be that this processing
must finish early in the course of sublexical syllable identification in order to transfer of the
neural information to other neural structures, possibly in the left hemisphere. Clearly the right
aSTG can have a significant role in language processing as Crinion and Price (2005) have
shown that the right aSTG may play a compensatory role in language for individuals with left
temporal lesions.

The importance of aSTG in sublexical language processing is consistent with other functional
imaging research (Ahveninen et al., 2006; Guenther et al., 2004; Hewson-Stoate et al., 2006;
Uppenkamp et al., 2006). With the evidence that the aSTG is associated with the ‘what’
auditory stream and the fact that this area is activated by specific types of language (Friederici
et al., 2000; Meyers et al., 2000; Noesselt et al., 2003) and non-language auditory stimuli
(Altmann et al., 2007; Barrett and Hall, 2006; Koelsch et al., 2002; Patterson et al., 2002;
Warren and Griffiths, 2003), certain authors have proposed that areas within the aSTG are
important for categorizing behaviorally relevant classes of auditory objects (Obleser et al.,
2006). The fact that the left aSTG is activated by auditory, but not written, words has raised
the possibility that the aSTG is part of an auditory word form area that is analogous to the
visual word form area in the fusiform gyrus (Cohen et al., 2004; Price et al., 2005). Indeed, the
ability to reliably categorize a syllable stimulus should result in lower perceptual ambiguity.
Clearly the relationship between perceptual ambiguity and the spatiotemporal dynamic of
aSTG activation found in the current study is consistent with the importance of aSTG in
language processing.

Middle / Posterior Superior Temporal Gyrus—The current study suggests that
symmetric mpSTG activity is associated with higher perceptual ambiguity while asymmetric,
right greater than left, mpSTG activity is associated with lower perceptual ambiguity. Some
have suggested that posterior STG structures, particularly the PT, are important for decoding
the general spatiotemporal structure of the auditory signal (Scott and Wise, 2004). Intracranial
recordings have demonstrated separate early neural responses (<100ms) to the onset of both
the initial consonant burst and vowel voicing in both left and right primary auditory cortices
(Liegeois-Chauvel et al, 1999; Steinschneider, et al. 2005; Trébuchon-Da Fonseca et al.,
2005), but only in the left, not right, secondary auditory and auditory association areas, such
as the PT (Liegeois-Chauvel, de Graaf, Laguitton & Chauvel, 1999). Although some may
interpret this evidence as supportive for the left hemisphere’s exclusive role in decoding the
temporal characteristics of syllable stimuli (Liegeois-Chauvel, de Graaf, Laguitton & Chauvel,
1999), these data may also support the view that the left and right hemispheres are tuned to
analyze stimuli at different timescales, with a longer integration time for the right hemisphere
(Boemio et al., 2005). Indeed, longer integration times of the entire auditory signal in the right
hemisphere and shorter integration of multiple (two or more) auditory signals in the left
hemisphere would explain the sustained right hemisphere current waveform and the lower
peaked slower rising left hemisphere waveform (Figs. 3B) as well as the overlapping activation
of syllables with short and long VOT values in the right, but not left, STG (Fig. 5).

Inferior Frontal Gyrus—Perceptual ambiguity was found to modulate the right IFG
waveform with higher peak activation in the right IFG associated with higher perceptual
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ambiguity. This is consistent with functional imaging studies on clinical populations (see
below).

Cortical Response to Syllables: Effect of VOT
Temporal modulation of the neural response by VOT was first described in auditory evoked
response studies (c.f. Sharma et al., 2000). Such studies suggest that voiced syllables (shorter
VOT) produce an N100 response with shorter latencies than unvoiced syllables (longer VOT).
The M100, the neuromagnetic analog of the N100, has been proposed to be generated by
sources within the posterior portion of the superior temporal plane, in or near the PT (Godey
et al., 2001; Halgren et al., 1995). Given that the M100 peak latency has been reported to depend
on whether the stimulus is voiced or unvoiced (Ackermann et al., 1999; Frye et al., 2007), the
data in this study supports the idea that one of the major generators of the M100 is located in
the posterior portion of the STG and is temporally modulated by VOT. The fact that IFG activity
was invariant with respect to VOT sector is consistent with previous fMRI studies on syllable
perception (Blumstein et al., 2005; Boatman, 2004) and production (Bohland and Guenther,
2006). The current study also suggests that VOT and perceptual ambiguity interact to modulate
activity in the anterior STG. This suggests a complex relationship between the latency and
amplitude of the M100 and both VOT and perceptual ambiguity.

Relevance to Patients with Dyslexia
Neural mechanisms that underlie developmental language disorders may be better understood
by examining the mechanisms associated with perceptual ambiguity in normal individuals.
Since a sublexical language processing deficit is believed to underlie developmental dyslexia,
we could assume that dyslexic individuals manifest higher perceptual ambiguity when
processing sublexical stimuli such as syllables. Brain activation differences between dyslexic
and normal individuals are consistent with this notion:

• The current study’s association of symmetric mpSTG activation with greater
perceptual ambiguity and asymmetric mpSTG activity, right greater than left, mpSTG
activation with lower perceptual ambiguity is consisted with neuroimage studies on
dyslexia. Paul et al. (2006) found that the N260m was more symmetric in dyslexic,
as compared to normal, children, Helenius et al. (2002) found an unusually large left
supratemporal response in dyslexic, as compare to normal, adults, and McCrory et al.
(2000) found decreased right superior temporal activity in dyslexic, as compare to
normal, adults.

• The current study’s suggestion of the right aSTG’s importance in sublexical decoding
is consistent with both Paul et al. (2006) and McCrory et al. (2000) who demonstrated
decreased right anterior hemisphere activity in dyslexic, as compared to normal,
individuals.

• The current study’s association of increased right IFG activity with greater perceptual
ambiguity is consistent with the findings of Dufor et al. (2007) who demonstrated
increased right frontal cortex activity in dyslexic, as compared to normal, adults.

Thus, similar patterns of cortical activation that have been associated with higher perceptual
ambiguity in the current study appear to also be associated with developmental dyslexia. This
may suggest that abnormal patterns of brain activation seen in dyslexia represent an extreme
variation of normal brain mechanisms. Indentifying and clarifying these patterns may allow
us to understand the deficits involved in the abnormal perception of sublexical language
components and provide guidance for developing treatment protocols.
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Understanding the Interactions between Language Areas
Understand the roles of the dorsal and ventral auditory streams in sublexical processing and
determining how and where these streams are integrated may provide a greater understanding
of normal and abnormal language perception. Some have suggested that posterior STG
structures, particularly PT, are important for decoding the general spatiotemporal structure of
the auditory signal (Scott and Wise, 2004), whereas the more anterior temporal cortical
structures are important for stimulus identification through the ventral auditory stream. If we
assume that the structures in the PP are associated with the ventral auditory stream, the current
data suggests that the specific timing of spatiotemporal activation of the dorsal and ventral
auditory stream is important for speech perception.

IFG activity began and peaked with mpSTG activity, but disappeared well before the end of
the epoch (Fig. 3). IFG activity appeared to peak near the onset of left aSTG activity. Thus, it
is possible that IFG produces top-down information that is integrated into the ‘what’ stream
in the left aSTG. This would be consistent with the IFG being part of the dorsal (‘where/how’)
auditory stream (Hickok and Poeppel, 2007) while being highly connected with the ventral
(‘what’) auditory stream (Buchsbaum et al., 2005). Indeed, the IFG may function as the
interface between the two auditory streams, providing ‘top-down’ information to the ventral
(‘what’) stream from the dorsal (‘where/how’) stream.

Since the left aSTG demonstrated the latest onset of activation, we propose that this area may
be the site for integration of categorical information and the true final node of the auditory
‘what’ system, at least for language. Clinical evidence supports the importance of the left aSTG
in language. For example, pure word deafness (auditory speech agnosia without aphasia) is
associated with rare circumscribed anterior STG lesions (Bauer and Demery, 2003) and
decreased white matter has been found in the left PP of children with developmental language
disorders compared to healthy control children (Jäncke et al., 2007). Clearly, with the recent
delineation of the auditory ‘what’ stream, the aSTG is receiving greater recognition. Further
research of this important area of the temporal lobe with regards to its role in speech perception
should hopefully be forthcoming.

Conclusions
The spatiotemporal cortical patterns of activation found in the present study confirm and clarify
the findings from previous fMRI studies and are consistent with previous MEG investigations
using dipole modeling. The present data are consistent with the idea that early cognitive
language processing is bilaterally distributed, whereas late processing is lateralized to the
dominant hemisphere (Merrifield et al., 2007; Papanicolaou et al., 2006). These data point to
the importance of the dynamics of cortical activation for accurate processing of auditory
sublexical stimuli and are consistent with the recently proposed dual-stream model of auditory
processing. Specifically these data confirm that left ventral stream auditory structures appear
to be associated with “what” information specific to language. Our data also suggest that dorsal
stream auditory structures are associated with spectrotemporal analysis of the auditory signal.
Since spectotemporal information is essential for motor-articulatory learning, our data support
a “how” function of the dorsal-stream rather than a “where” function (Hickok and Poeppel,
2007). This study suggests that variations in individual perceptual characteristics may be
important to take into account for when investigating the cortical response to language stimuli
and demonstrates how such variation in performance can be used to understand abnormal
cortical activation in clinical populations.
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Appendix

Appendix A
The general mixed model is in matrix form

(A.1)

where y is the dependent variable, which in this case is the average current estimate of a ROI,
X is the design matrix for the fixed effects, β is a vector containing the parameters of the fixed
effects, Z is the design matrix for the random effects, γ contains the parameters of the random
effects and ε is the variance-covariance matrix of the model error. The key assumption of the
mixed model are that both γ and ε have the expected value of zero (i.e., E(γ) = 0 and E(ε) = 0)
and known covariance structure given by the matrixes Var (γ) and Var(ε).

The values for each row (corresponding to the time course of one source element) of the fixed-
effects design matrix X are given by

(A.2)

where c is the constant with value 1, t is the centered time of the time course in milliseconds,
v is the VOT represented by the three dummy variables v1 … v3 (i.e., v1 = 1 for /ba/ sector and
0 otherwise, v2 = 1 for boundary sector and 0 otherwise, v3 = 1 for short /pa/ sector and 0
otherwise), h is the hemisphere as represented by a dummy variable (i.e., left hemisphere = 0,
right hemisphere = 1), and a is the centered perceptual ambiguity value (percent correct) for
the particular participant, p, and VOT sector, v. This example includes time parameters
modeled with up to the third order polynomial. Note that the time parameters are modeled to
interact with of the other fixed-effects but not with each other. The values for each row of the
random-effects design matrix Z are given by

(A.3)

where p is the participant index and t is the centered time of the time course in millisecond,
cpi is 1 for participant i and 0 otherwise and tpi is the centered time of the time course in
millisecond for participant i and 0 otherwise.
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Figure 1.
Perceptual characteristics of the consonant-vowel (CV) syllable continuum used in this study.
(A) The bar graph depicts the percentage of time (mean with standard error bars) sequentially
presented identical stimuli were correctly identified as matching during the discrimination task
for the four VOT sectors defined in the current study. Data for the participants in the current
study and participants in Experiment 3 from Liederman et al. (2005) are depicted. (B) The line
graphs represent the percentage of trials that each VOT stimulus was categorized as sounding
like the syllable /pa/. Data from Liederman et al (2005) in which 51 participants categorized
all of the VOT stimuli in this continuum. The data shown are an average of the categorization
before and after a VOT discrimination task. Syllables with shorter voice-onset times (VOTs;
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i.e., between 0ms and 10ms) were almost invariably perceived as a /ba/ while syllable stimuli
whereas longer VOTs (25ms–50ms) were perceived as a /pa/. Stimuli with VOTs between the
two phonemic categories (i.e., VOTs of 15 and 20 ms) represent a boundary region that is
ambiguous.
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Figure 2.
Cortical regions of interest (ROIs). The inferior frontal gyrus (IFG) and the anterior superior
temporal gyrus (aSTG) are highlighted in white, the middle/posterior superior temporal gyrus
is highlighted in light gray and Heschl’s gyrus (HG) in dark gray. In our analyses, HG was
included as part of the mpSTG ROI. The ROIs are shown on the reconstructed cortical surface
of one subject (lateral view of the left hemisphere); the surface has been inflated for better
visualization of activity within sulci.
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Figure 3.
Estimates of MEG source currents averaged over 8 subjects. (A) Masked functional maps
(MFMs) for the /ba/ VOT sector stimuli. Lateral view of the left hemisphere is shown. Two
color scales, blue and red, are used to depict current that is flowing into and out of the cortex,
respectively. Specific latencies were selected to highlight the spatiotemporal cortical dynamics.
Activation is described in the text with respect to 1600 pA/m which is midway between the
threshold for visualization of the minimum (800 pA/m) and maximum (2400 pA/m) current.
(B) The average time courses (from 0ms to 180ms) of the estimated cortical current within
ROIs for each VOT sector. Note that the current values of the waveforms are lower than the
values displayed on the functional maps due to the fact that the waveforms are derived from
an average activation of sources within a region of interest.
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Figure 4.
Cortical current waveforms predicted by the mixed-model for mpSTG. The current waveform
in mpSTG is modulated by VOT with syllables with shorter VOT values resulting in a
waveform with a early, higher peak as compared to syllables with longer VOT values.
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Figure 5.
Functional contrast maps for VOT. The maps indicate differences in the activation related to
the different VOT sectors. Red and blue represents greater activation for syllables with shorter
and longer VOT, respectively.
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Figure 6.
Cortical current waveforms predicted by the mixed-model for the aSTG ROI arranged by VOT
sector: (A) /ba/. (B) Boundary, (C) Short /pa/, (D) Long /pa/. Activation curves for the right
and left hemispheres are represented by triangles and squares, respectively. If perceptual
ambiguity significantly influenced the current time course, two curves are provided: one for
activation under conditions of maximum observed perceptual ambiguity (hollow symbols) and
one for activation under conditions of minimal perceptual ambiguity (filled symbols). If
perceptual ambiguity did not significantly influence the current time course, the curve provides
a representation of activation under average perceptual ambiguity conditions.
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Figure 7.
Functional contrast maps for perceptual ambiguity within each VOT sector. These maps were
designed to highlight the differences in cortical activation due to perceptual ambiguity, with
the red color demonstrating activation associated with lower perceptual ambiguity (more
accurate responses) and the blue color associated with higher perceptual ambiguity (less
accurate responses). The three latencies selected correspond to specific activation peaks on the
average MFMs for each VOT sector and hemisphere (not shown) using the same criteria as
that used to select the last three maps 2 to 4 of Fig. 3A. The latency of the first map from Fig.
3A was not selected because there was no consistent difference in activity due to perceptual
ambiguity at this early latency.

Frye et al. Page 26

Neuroimage. Author manuscript; available in PMC 2009 May 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 8.
Cortical current waveforms predicted by the mixed-model for mpSTG and IFG ROIs. (A)
Perceptual ambiguity modulates the right and left mpSTG current waveforms differently.
Higher perceptual ambiguity is associated with more symmetric hemispheric activation in
mpSTG whereas lower perceptual ambiguity is associated with an asymmetry in mpSTG
activation with activation greater in the right, as compared to the left, mpSTG. (B) The time
course of the current waveforms in the left and right IFG are similar. The right, but not the left,
IFG waveform is modulated by perceptual ambiguity.
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Table 1
Individual Participant Weights used to Calculate Perceptual ambiguity Functional Contrast Maps

VOT Sector
Participant /ba/ Boundary Short /pa/ Long /pa/

1 0.227 0.687 0.594 0.338
2 0.227 0.687 0.594 0.264
3 0.164 −0.201 0.217 0.153
4 0.060 −0.313 −0.406 0.042
5 0.164 −0.313 −0.228 −0.032
6 −0.773 −0.313 −0.406 −0.662
7 −0.065 −0.060 −0.361 −0.181
8 −0.003 −0.179 −0.006 0.079
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