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Abstract
In the human visual system, the internal representation of the left and right visual hemifields is split
at the midline of the two cerebral hemispheres. The present study aims to address the questions of
when and where the lateralized cortical visual representations are merged to form an intact percept
by using a multimodal neuroimaging approach. Visual evoked potential (VEP) and functional
magnetic resonance imaging (fMRI) data were acquired from a group of healthy subjects presented
with unilateral versus bilateral visual stimuli. Cortical activities involved in processing bilateral
visual information are expected to be equally responsive to ipsilateral and contralateral stimuli, and
demonstrate spatial nonlinearity in the response to bilateral stimuli. Utilizing these features, we
performed integrative as well as separate analyses for both VEP and fMRI data. The present results
suggest that i) the majority of cortical activity that integrates visual information across hemifields
takes place at extrastriate areas during late visual processing, and that ii) the lateral occipito-temporal
(LOT) regions (likely the MT+ complex) and the medial occipital cortex (i.e. V1) may contribute to
bilateral visual integration during early visual processing. Our findings are generally in agreement
with the bottom-up visual hierarchy, with the exception of the evidence suggesting an early activation
of the higher-tier LOT areas and the influence from ipsilateral visual inputs upon the V1 response.
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Introduction
Humans readily perceive a unified visual world in spite of its fragmented and discontinuous
internal representation at the primary visual cortex (V1). Retinal inputs from the left and right
hemifields are separately projected to contralateral V1 areas. Consequently, the V1 retinotopy
is split at the midline between the two cerebral hemispheres (Lavidor and Walsh, 2004). This
fact points to an important question of how the lateralized visual representations are integrated
into an intact percept, namely the bilateral visual integration (BVI).

The traditional visual hierarchy theory suggests a serial processing through a bottom-up
cascade of discrete visual areas (Felleman and van Essen, 1991). According to this theory, the
integrative processing of bilateral visual information is initiated at certain higher-tier functional
areas in which the receptive fields (RF) of neurons are large enough to cover both the left and
right visual fields (LVF and RVF, respectively). It also implies that these higher-tier areas are
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activated later than lower-tier areas with unilateral RF. However, among the areas with bilateral
RF, it still remains unclear which area contains the first cortical substrate that merges bilateral
visual information while other areas successively act upon the whole visual scene to perform
more sophisticated processing (e.g. visual object recognition). To address this question, it is
necessary to investigate not only the receptive field properties of all visual areas but also the
temporal sequence of their responses to bilateral visual inputs.

The traditional visual hierarchy theory is challenged by more recent theories proposing a
parallel top-down and bottom-up information flow (Lamme and Roelfsema, 2000). Evidence
has increasingly demonstrated the existence of functional as well as anatomical feedback
connections from higher-tier areas targeting lower-tier areas (Salin and Bullier 1995; Hupé et
al. 1998; Lamme et al. 1998). As a result, lower-tier cortical areas with traditionally
contralateral RF may respond indirectly to ipsilateral visual inputs, through a top-down stream
stemming from higher-tier areas with bilateral RF (Tootell et al., 1998; Ban et al., 2006).
Cortical responses at higher-tier areas may also precede the activations or re-activations of
areas at lower levels of the hierarchy (Buchner et al., 1997; Hupé et al., 2001; Barnikol et al.,
2006). These challenges to the traditional hierarchical view amount to further uncertainties
with regard to the timing and localization of the cortical activity underlying the integrative
processing of bilateral visual information (Ban et al., 2006; Vanni et al., 2004).

Since distributed visual areas in all hierarchical levels may likely contribute to BVI, it is
necessary to simultaneously monitor neural responses from the entire visual system, which
covers many regions within the occipital, parietal and temporal lobes. As such, high
spatiotemporal resolution is desirable. However, existing functional neuroimaging modalities
all have limitations in either the spatial or temporal aspect (Liu et al., 2006a). For example,
functional magnetic resonance imaging (fMRI) (Kwong et al., 1992; Ogawa et al., 1992;
Bandettini et al., 1992), by measuring hemodynamic and/or metabolic responses, is capable of
revealing spatial details of neural activations but limited by its low temporal resolution in the
order of seconds. Conversely, electroencephalography (EEG) (or magnetoencephalography,
MEG) can detect rapid electrophysiological responses, but the EEG/MEG source imaging often
suffers from limited spatial resolution due to its ill-posed nature (Baillet et al., 2001; He and
Lian, 2002). In light of their complementary strengths and limitations, many methodological
developments have been focused upon the integration of fMRI and EEG/MEG (Dale and
Halgren, 2001; Gotman et al., 2006; Liu et al., 2006a, 2006b; Liu and He, 2008), which has
potential to significantly advance our knowledge in understanding sensory and cognitive
neurosciences (Dale et al., 2000; Eichele et al., 2005).

Such a multimodal approach was employed in the present study to address when and where
bilateral visual inputs are processed in an integrative manner on the cortex. We acquired the
blood oxygenation level dependent (BOLD) fMRI and scalp EEG (visual evoked potential,
VEP) signals induced by the same visual stimuli. The stimuli consisted of a pair of identical
pattern-reversal (i.e. counter-phase flicking) checkerboards presented separately,
simultaneously or in an interleaved manner at vertically symmetric positions within the lower
visual field. Such stimuli have been shown to activate the elementary components of the visual
system without substantial involvement of high-level psychological processes (Tobimatsu and
Celesia, 2006; Miniussi et al., 1998; Skrandies, 2007). Hence, it is well suited to study the
fundamental process of bilateral visual integration.

There are two hypotheses with respect to the features of the cortical activity responsible for
the processing of the bilateral visual fields. In the first hypothesis, we speculate that BVI arises
from the anatomical convergence of two separate cortical pathways in which visual inputs from
LVF and RVF are processed respectively. As illustrated in Fig. 1.A, this implies that the
responses to stimuli from different hemifields take place within different sets of cortical regions
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until both pathways converge to allow for the integration across the visual hemifields. The
regions of convergence are expected to have bilateral RF and exhibit invariant responses
regardless of the stimulus location. Such features allow us to localize these regions by
measuring the degree of the invariance of the BOLD fMRI responses to ipsilateral as well as
contralateral stimuli. With the same rationale, we may also detect the timing of such anatomical
convergence using the VEP. Assuming an equal speed of information flow via both LVF and
RVF pathways, a unilateral stimulus from either hemifield activates a region of bilateral
convergence (or integration) at the same time. When comparing the LVF- and RVF-elicited
VEP responses, identical (or closely similar) scalp potential maps are expected when the
bilateral convergence occurs. This is opposed to dissimilar scalp potential maps arising from
separate cortical processes responsible for the processing of LVF and RVF inputs.

In the second hypothesis, cortical regions involved in BVI may also be characterized by a
spatially nonlinear response, as illustrated in Fig. 1.B. In line with the previous hypothesis, the
responses at regions exclusively specialized to one visual hemifield (i.e. with unilateral RF)
are independent of any stimulus from the other hemifield. Within such regions, the sum of
responses to separate LVF and RVF stimuli should strictly equal the response to a bilateral
stimulus combining both unilateral components. In contrast, a failure of such linear additivity
is expected for regions engaged in the integrative processing of bilateral stimuli, due to a lack
of unilateral specialization within these regions. It follows that the nonlinear component can
be obtained by subtracting the response to a bilateral stimulus from the sum of the individual
responses to the unilateral components. As the former is often found to be less than the latter
(Vanni et al., 2004;Miniussi et al., 1998;Murray et al., 2001;Steger et al., 2001;Supek et al.,
1999), the response nonlinearity may be specifically characterized by an under-summed
response to bilateral stimuli. With this rationale, we may identify the cortical regions involved
in BVI as those that demonstrate significant nonlinear BOLD fMRI responses to bilateral
stimuli, and detect the timing of their activations by searching for the post-stimulus latencies
at which the spatial linearity of the VEP responses fails.

Materials and Methods
Subjects

Eight healthy right-handed subjects (age 24±6 years, 6 male and 2 female) participated in the
EEG study. Six of them also participated in the fMRI study. All of the subjects had normal or
corrected-to-normal vision and gave written, informed consent in accordance with a protocol
approved by the institutional review board at the University of Minnesota.

Stimuli
Visual stimuli consisted of one or two rectangular black-and-white pattern-reversal
checkerboards (size: 12° horizontal and 10° vertical; reversing frequency: 2 Hz; spatial
frequency: 1.0 cycle/degree; mean luminance: 20 cd/m2) displayed on a dark gray background
(luminance: 5 cd/m2) with a yellow central fixation point. Each rectangle was presented 2°
below the horizontal meridian and 4° left or right of the fixation point (measured from the near
edge). In the two unilateral conditions, a single pattern-reversal checkerboard was presented
in either the lower-left or lower-right quadrant of the visual field. In the two bilateral conditions,
a pair of checkerboards presented within both lower quadrants were reversed either
simultaneously or in an interleaved manner.

Data Acquisition
For each subject, an EEG experiment was conducted in an electrically shielded room. For six
out of the eight subjects, separate fMRI measurements were obtained in a 3-T/90-cm bore
magnet equipped with an eight-channel phase array head volume coil (Siemens Trio, Siemens,
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Germany). All of the subjects were trained and instructed to maintain sustained visual gaze
upon the central fixation point during both EEG and fMRI experiments.

The EEG experiment included six repeated 3.5-min runs. During each run, the unilateral stimuli
and the simultaneous bilateral stimuli were presented in a mixed sequence interspersed with
six 4-sec periods with only the central fixation point on the gray background. In total, each
type of stimuli was presented for about 6 minutes, yielding around 700 trials. Scalp potentials
from 64 electrodes (referenced to FCz and placed according to the extended international 10/20
system) were recorded at 1000 Hz and filtered (0.3∼70 Hz) through a pair of amplifiers
(BrainAmp MR 64 Plus, BrainProducts, Germany). Eye blinks and movements were monitored
with horizontal and vertical electrooculographic (EOG) electrodes. The locations of the
electrodes and three anatomical landmarks (left/right preauricular points and nasion) were
digitized using a three-dimensional (3-D) RF localizer (Polhemus Fastrak, Colchester, VT).

In the fMRI experiment, the whole-head anatomy was first acquired with 256 sagittal T1-
weighted MR images (matrix size: 256×256; in-plane resolution: 1×1 mm2; slice thickness: 1
mm; no gap between slices; TR/TE = 20/5 ms) using a TurboFLASH sequence (Haas, 1990).
The functional study included six repeated 4.5-min runs. Each run consisted of four 30-sec
task blocks (with the left/right unilateral stimuli and the simultaneous/interleaved bilateral
stimuli respectively) separated by five 30-sec control periods with only the central fixation
point on the gray background. The BOLD fMRI data was acquired with 16 axial T2*-weighted
images (matrix size: 64×64; in-plane resolution: 4×4 mm2; slice thickness: 5 mm; no gap
between slices; TR/TE = 1000/35 ms) covering both the occipital and parietal lobes using a
conventional gradient-echo echo-planar imaging (EPI) sequence.

Data Analysis
Visual Evoked Potentials—We used BrainVision Analyzer (BrainProducts, Gilching,
Germany) to extract the VEP signals from the EEG recordings. The EEG raw data were
sequentially preprocessed through ocular artifact rejection (by visual inspection), band-pass
filtering (0.3 – 40 Hz), segmentation from −100 to 500 ms around the onsets of specific stimuli,
linear trend removal and pre-stimulus baseline correction. The segmented responses were
averaged to obtain the stimulus-specific VEP signals. For each subject, we measured three sets
of VEP signals in response to the LVF, RVF and bilateral stimuli, respectively, and derived
an additional set of VEP signals from the summation of the LVF- and RVF-elicited VEP
signals. For the sake of simplicity, we denote the response to the bilateral stimuli as BOTH,
and the sum of the individual responses to separate unilateral stimuli as SUM.

Based on the multi-channel VEP signals, we computed global field power (GFP) at every time
point. The GFP, defined as the spatial standard deviation of instantaneous scalp potentials,
served as a global measure of the VEP response strength (Lehmann and Skrandies, 1980). The
GFP waveforms were compared pair-wisely between LVF and RVF or between SUM and
BOTH to assess their difference in the temporal behavior and global strength. Statistical
significance was evaluated through a paired t-test with a 0.05 significance level.

We computed the correlation coefficient (CC) (Brandeis et al. 1992; Murray et al. 2008) and
relative difference (RD) to quantify the topographic similarity and dissimilarity, respectively,
between two scalp potential maps at any time instant. Note that CC and RD are related but
complementary measures. CC measures the similarity between two spatial patterns regardless
of their amplitudes. RD reflects the difference in both the pattern and magnitude. Specifically,
the CC and RD between the VEP responses to the LVF and RVF stimuli (denoted as ΦL(t) and
ΦR(t) respectively) were computed using the following equations.
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(1)

(2)

Similarly, we computed the CC and RD between SUM and BOTH to assess the response
linearity or nonlinearity. We further subtracted BOTH from SUM to obtain the spatially
nonlinear component of the bilaterally evoked VEP response, according to the scenario
illustrated in Fig. 1.B.

The VEP responses were averaged across subjects. The resulting scalp topographies were
visualized as a series of 2-D maps using a standard 64-channel montage.

BOLD-fMRI Analysis—The fMRI data was processed using BrainVoyager (Brain
Innovation, Maastricht, Netherlands). The EPI volumes underwent preprocessing steps
including head motion correction, slice scan time correction, linear trend removal and high-
pass filtering (3 cycles per scan). The preprocessed data were then averaged across six
functional runs. One subject with considerable head motion artifact was rejected from
subsequent fMRI data analysis. The functional volumes were aligned to the subjects’
anatomical images and re-sampled to a voxel size of 3×3×3 mm3 with a trilinear interpolation.

For each individual subject, the fMRI data was analyzed using a general linear model (GLM)
(Friston et al. 1995; Worsley and Friston 1995; Liu and He 2008). In our GLM analysis, the
design matrix was derived from the convolution of the stimulus-specific train of spikes,
indexing the occurrences of transient visual stimuli, with a canonical hemodynamic impulse
response function (HRF). Such a model differs from those used in the conventional GLM
analysis (Friston et al., 1995; Worsley and Friston, 1995), wherein the regressors are defined
by convolving the “box-car” stimulus functions with the HRF. As the theoretical basis and
details are described elsewhere (Liu and He, 2008), the BOLD-to-VEP relationship suggests
that the BOLD effect size (i.e. the regression coefficient associated with each stimulus
condition) should be proportional to the time integral of the power of the corresponding current
source activity that generates the measured VEP signals. Moreover, statistical parametric maps
contrasting a stimulus condition vs. the control condition or multiple stimulus conditions were
obtained by visualizing the corresponding t statistic thresholded at p<0.003.

The cortical regions responding to either the LVF or RVF stimulus were identified by using a
“LVF plus RVF” contrast. Among these regions, those showing significant difference between
the LVF and RVF conditions were further identified using a “LVF minus RVF” contrast.
Combining these two contrasts, we were able to identify the visual areas that predominantly
responded to only one visual hemifield, as opposed to those that responded equally to
contralateral and ipsilateral visual hemifields.

The spatial nonlinearity of BOLD responses was evaluated in two different ways: 1) contrasting
the sum of BOLD responses to both the LVF and RVF unilateral stimuli vs. the response to
their combined bilateral stimuli presented simultaneously, denoted as “LVF+RVF–Both”, and
2) contrasting the BOLD responses to the interleaved vs. simultaneous bilateral stimuli,
denoted as “L2R–Both”. According to a previous theoretical study (Liu and He, 2008), both
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contrasts in principle reflect the same quantity proportional to the time integral of the source
power underlying the nonlinear VEP responses.

For the fMRI group analysis, we first transformed the individual subjects’ fMRI images into
a common Talairach space. In the Talairach space, the fMRI data were averaged across subjects
and sessions before statistical parametric mapping.

Cortical source imaging—The VEP signals were re-referenced to the grand average across
channels. A boundary element model consisting of triangulated surfaces of the scalp, skull and
brain was built for each individual subject after segmenting the subject’s anatomical MRI.
Distributed cortical current density (CCD) was modeled by around 7,000 dipoles placed on the
cortical surface (i.e. the boundary between the white matter and the gray matter) with dipole
orientations along the outer-normal directions of local cortical patches. A boundary element
method (Hämäläinen and Sarvas, 1989) was employed to compute the scalp potential
distribution arising from each individual unitary dipole, which collectively sets up a spatial
linear system describing the source-to-signal transformation. The minimum norm algorithm
(Hämäläinen and Ilmoniemi, 1984) was used to reconstruct the spatiotemporal CCD
distribution from the measured scalp potential maps.

The spatiotemporal CCD distribution was also reconstructed by using an advanced multimodal
neuroimaging approach integrating both fMRI and VEP data (Liu and He, 2008). Briefly, the
central strategy of this approach was to use the BOLD effect sizes, quantified voxel by voxel
from the aforementioned GLM analysis, to constrain the time integral of the power of
corresponding current source estimates during the post-stimulus period (0~400 ms) of the VEP.

The imaged CCD distribution obtained from either the EEG alone or the fMRI-EEG integration
was visualized on the folded cortical surfaces.

Results
Equal Responses to Unilateral Stimuli

We compared the temporal behaviors of the VEP responses to the LVF and RVF stimuli. The
GFP of the LVF- and RVF-elicited VEP signals were computed instant by instant for every
individual subject. After averaging the GFP values across all subjects, we plotted the group
means, as well as the standard errors of the mean (s.e.m), as functions of time as shown in Fig.
2.A. For both the LVF and RVF conditions, the group-averaged GFP waveforms showed a
generally consistent morphology, and three GFP peaks were observed at almost identical
latencies (75, 108 and 200 ms). This suggests that the retinal information from LVF and RVF
is processed with an equal speed via their respective cortical pathways.

According to the scenario illustrated in Fig. 1.A, we proceeded to examine when the separate
LVF and RVF processes reached the regions of anatomical convergence. That is to seek the
post-stimulus latencies in which the LVF- and RVF-elicited VEP signals exhibit highly similar
topographies. At all three peak latencies identified from Fig. 2.A, the group-averaged scalp
potential maps are shown in Fig. 2.B. At the two early latencies (75 and 108 ms), the LVF-
and RVF-elicited VEP responses were spatially distinct yet symmetric (CC=−0.09 and 0.41,
respectively). Such spatial patterns demonstrate a retinotopic relationship of the underlying
cortical generators symmetrically arranged within the right and left hemispheres, respectively.
In contrast, both VEP responses at 200 ms were highly consistent in terms of their spatial
patterns (CC=0.98) and absolute amplitudes (RD=0.02), and exhibited a bilaterally extended
distribution of negative potentials.
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We further measured the CC and RD between the LVF- and RVF-elicited VEP responses at
every time instant and for every individual subject. The CC and RD values were averaged
across subjects and plotted as functions of time, as shown in Fig. 2.C. Both the maximum CC
and the minimum RD were found around 200 ms. From 185 to 245 ms, the CC and RD values
were sustained at 0.88±0.03 and 0.05±0.01, respectively. These results suggest that the
spatiotemporal cortical activities responsible for the separate processing of the LVF and RVF
information are virtually identical during late visual processing. Interestingly, we also observed
an early increase in CC together with a decrease in RD around 50 ms.

We also analyzed the fMRI data to identify which regions are equally responsive to both LVF
and RVF, as opposed to those predominantly responsible for the contralateral hemifield. For
this purpose, the GLM analysis was performed based on the group-averaged fMRI data. We
used the “LVF plus RVF” contrast to identify the regions responding to either LVF or RVF.
As shown in the left panel of Fig. 3, such regions included bilateral areas located within the
lateral geniculate nuclei (LGN), striate (V1) and extrastriate cortex (higher-tier visual cortex).
Using the “LVF minus RVF” contrast, we found that only the striate cortex exhibited a
statistically significant difference in the BOLD fMRI response between the LVF and RVF
conditions, and that the striate cortex within both hemispheres demonstrated a dominant
response to contralateral stimuli (or contralateral dominance), as shown in the right panel of
Fig. 3. Combining the above fMRI mapping results, we can conclude that the bilateral
extrastriate visual areas equally respond to both contralateral and ipsilateral visual inputs.

Nonlinear Response to Bilateral Stimuli
We analyzed the VEP response linearity (or nonlinearity) by comparing the response to the
bilateral stimulus (denoted as BOTH) with the sum of the individual responses to the unilateral
stimulus components (denoted as SUM). We computed the GFP of BOTH and SUM for each
individual subject, and then averaged the GFP values across subjects. Fig. 4.A illustrates the
comparison between BOTH and SUM in terms of the group-averaged GFP waveforms. In
general, the GFP of BOTH was smaller than that of SUM. Such an under-summed response
to bilateral stimuli was most apparent after 200 ms since the stimulus onset. A paired t-test was
employed to further assess the statistical significance of the difference in GFP between BOTH
and SUM. As shown in Fig. 4.B, the t-test results indicate a sustained and significant difference
(p<0.05) from 185 to 350 ms. During an early period from 35 to 60 ms, the GFP of BOTH was
also significantly smaller than that of SUM.

At all three peak latencies (75, 112 and 200 ms) identified from Fig. 4.A, the group-averaged
scalp potential maps are displayed in Fig. 4.C. At the two early latencies (75 and 112 ms), the
topographies of BOTH and SUM were significantly correlated (CC=0.98) with almost identical
signal amplitudes. At the late latency (200 ms), BOTH and SUM still exhibited a similar spatial
pattern (CC=0.99); but the signal amplitudes of SUM were considerably larger than those of
BOTH. The group-averaged VEP topographies of BOTH and SUM were quantitatively
compared for every time point, resulting in the time courses of CC and RD as shown in Fig.
4.D. From 30 to 60 ms, we observed an increase in RD together with a decrease in CC. Smaller
changes in CC and RD were also observed around 95 ms and 130 ms. From 200 to 300 ms,
RD increased considerably even though CC remained close to 1 with a subtle decrease. After
300 ms, both RD and CC fluctuated over time. Collectively, these results suggest that the spatial
nonlinearity of the VEP response to bilateral stimuli occurs primarily during late visual
processing (after 200 ms), as well as in a relatively short period (before 60 ms) during early
visual processing.

To pinpoint such response nonlinearity to specific regions, we further extracted the nonlinear
VEP component by subtracting BOTH from SUM for every individual subject, and then
averaged the results across subjects. Fig. 5 shows the group-averaged results. We observed

Liu et al. Page 7

Neuroimage. Author manuscript; available in PMC 2010 July 15.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



two early components with peak latencies at 60 and 96 ms respectively, in addition to a
sustained late component from 160 to 290 ms with its peak at 235 ms. The scalp topographies
indicate focal positive potentials at the lateral occipital and posterior temporal regions (PO7
and PO8) around 60 ms; focal negative potentials at the medial occipital and posterior parietal
regions (Oz and POz) around 96 ms; and bilaterally extended negative potentials around 235
ms.

Similarly, the nonlinear fMRI responses to bilateral stimuli were examined through two
contrasts: “LVF+RVF–Both” and “L2R–Both”, where “L2R” stands for the interleaved
presentation of bilateral stimuli. Fig. 6 shows the t-statistic maps resulting from both contrasts.
Both maps exhibited consistent spatial distributions (as shown in Fig. 6.A), with a considerable
overlap at the medial, posterior and lateral occipital and inferior temporal areas (as shown in
Fig. 6.B). According to the scenario illustrated Fig. 1.B, these regions in overlap are likely
involved in the cortical processing of bilateral visual information. In light of our previous
theoretical results (Liu and He, 2008), both of these two contrasts led to the same quantification
of the nonlinear BOLD fMRI response to bilateral visual stimuli. Such a BOLD quantification,
in turn, reflects the time integral of the power of the nonlinear component in the neural response
to the bilateral visual stimuli.

Spatiotemporal Cortical Source Imaging
We further imaged the spatiotemporal cortical activities responsible for the unilateral visual
processing and bilateral visual integration through cortical current density (CCD)
reconstruction. The CCD reconstruction allowed us to pinpoint the VEP response at every time
point to specific brain locations. The fMRI response provided additional spatial constraints to
further improve the spatial specificity (Liu and He, 2008).

Fig. 7.A shows the CCD distributions reconstructed from the VEP responses to a LVF stimulus,
with or without incorporating the corresponding fMRI data. The imaged cortical activity at
early latencies was contralateral to the stimulus (i.e. within the right hemisphere). The
ipsilateral activations were mainly found at late latencies. During late visual processing, the
cortical activity was located more bilaterally rather than solely on the contralateral hemisphere.
Such a trend was consistently observed in both the EEG-alone and the fMRI-EEG-combined
imaging results, whereas the fMRI-EEG integrated analysis resulted in much higher spatial
specificity.

Fig. 7.B shows the CCD estimates based on the nonlinear VEP (or VEP-fMRI) responses.
Similar to Fig. 7.A, a general agreement was found between the CCD images obtained from
the EEG alone and the fMRI-EEG integration, whereas the latter ended up with more focal
activations and higher spatial resolution. During early processing of bilateral visual
information, cortical activities were found at the lateral occipito-temporal (LOT) areas around
50∼60 ms and at V1 around 70∼80 ms. After about 150 ms, the cortical activity spread out
onto more visual areas within the medial, dorsal and lateral occipital cortex as well as the
posterior parietal lobe. These results suggest the involvement of an extended network of visual
areas during late visual processing.

It is also noticeable that at late latencies, the cortical activities for processing bilateral stimuli
(Fig. 7.B) were similar to those for processing a unilateral stimulus (Fig. 7.A). This observation
confirms that the late visual processing acts upon the whole visual field and produces invariant
electrical responses independent of the stimulus location.
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Discussions
Hierarchical Visual Processing

The results suggest that the integrative processing of bilateral visual information primarily
takes place within the extrastriate regions during late visual processing. This finding is in line
with the hierarchical visual organization originally inferred from the intracranial recordings in
primates (Felleman and van Essen 1991). The hierarchical theory generally agrees with the
present study with noninvasive and multimodal imaging data obtained from healthy humans.
Specifically, the fMRI data suggest that the higher-tier extrastriate regions respond equally to
both LVF and RVF, as opposed to spatially specialized lower-tier striate regions that
predominantly respond to the contralateral hemifield. The VEP data suggest that the spatially
invariant and nonlinear responses within the higher-tier bilateral extrastriate regions primarily
occur during late visual processing (after 200 ms), whereas the retinotopic responses within
the lower-tier extrastriate regions primarily take place during early visual processing. Although
such a hierarchical visual processing is also implied by previous studies using fMRI data alone
(Tootell et al. 1998; Nelles et al. 2002), the present study with additional VEP data provides
more concrete evidence about the timing of the responses within multiple higher-tier and lower-
tier visual area.

Early Activations of the LOT Regions
The present study also reports early activations of the LOT regions, which may play an
important role in the integrative processing of bilateral visual inputs during early visual
processing. The spatially nonlinear VEP response to bilateral stimuli occurs as early as before
60 ms. This early nonlinear VEP response manifests itself as bilateral and focal potential
distributions around PO7 and PO8 on the scalp surface, and as bilateral and focal current density
distributions within the LOT cortex. Importantly, such LOT regions may represent the first
cortical substrates that merge the information across the visual hemifields, since the nonlinear
responses within the LOT regions take place earlier than most other higher-tier visual areas,
or even V1. According to the results reported in the present study as well as many previous
studies (e.g. Vanni et al. 2004; Di Russo et al. 2005), the visual-evoked V1 activity accounts
for the VEP component at 75 ms, which is later than the LOT response observed before 60 ms.

These early activated LOT regions may be further identified as the MT+ complex, which
encompasses both middle temporal (MT) and medial superior temporal (MST) areas (Hupé et
al. 1998; Buchner et al. 1997; Hupé et al. 2001; Barnikol et al. 2006; Vanni et al. 2004; Watson
et al. 1993; Dukelow et al. 2001; Nelles et al. 2002; Di Russo et al. 2005; Ffytche et al. 1995;
Nowak and Bullier 1997). The MT+ complex is located at the juncture of the ascending limb
of the inferior temporal sulcus and the lateral occipital sulcus (Watson et al. 1993; Dukelow
et al. 2001). Such an anatomical landmark generally agrees with the LOT locations identified
in the present study. In addition, neurons in the MT+ have been reported to have bilateral RF
and respond to some elementary visual stimuli similar as what we used in the present study
(Tootell et al. 1998; Buchner et al. 1997; Barnikol et al. 2006; Nelles et al. 2002; Di Russo et
al. 2005).

In fact, retinal outputs can project to bilateral MT+ areas by bypassing the V1 area via direct
connections from subcortical structures (Lamme and Roelfsema 2000; Barnikol et al. 2006;
Nowak and Bullier, 1997). Alternatively, the early MT+ activation may result from a very fast
feed-forward input from V1 through the magnocellular (Vanni et al. 2004) or koniocellular
pathway (Morand et al. 2000).
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Nonlinear Response within V1
Both our fMRI and VEP data indicate a nonlinear V1 response to bilateral stimuli. In addition,
we also observed an ipsilateral positive BOLD response at V1, with the absence of stimuli
from the contralateral hemifield but the presence of stimuli from the ipsilateral hemifield. These
results suggest that the neural activity within V1 may be influenced by ipsilateral visual inputs
in addition to inputs from the contralateral receptive field, even though the V1 response is
dominated by the contralateral visual field.

Several previous studies have found similar but not identical effects. For instance, Ban et al.
demonstrated using fMRI that the contextual information outside the traditional receptive field
may facilitate the responses at early visual areas including V1 (Ban et al. 2006). Tootell et al.
demonstrated a negative BOLD response to ipsilateral stimuli at V1 (Tootell et al. 1998).
Regardless of the facilitation (Ban et al. 2006, and the present study) or inhibition (Tootell et
al. 1998), all of these studies provide evidence against a seemingly over-simplified role of V1
as a lower-tier processing unit exclusively responsible to the contralateral visual field.

Furthermore, we may posit that the V1 activity modulated by visual context or involved in
global integration might arise from the feedback connections from the LOT regions (likely MT
+), which show responses (50∼60 ms) preceding the V1 response (around 75 ms) in the present
study. Hupé et al. also demonstrated such a possibility, by showing that neural responses at
V1, V2 and V3 can be modulated by the activity level at the MT+ area (Hupé et al. 1998; Hupé
et al. 2001).

Response Linearity or Nonlinearity
Extracting the spatially nonlinear components of visual evoked responses allows for the
isolation of brain signals associated with bilaterally integrative process from other independent
processes specialized for processing unilateral information. This provides an effective means
to investigate the locations and latencies of the cortical responses underlying the BVI. Without
performing this computation, the MT+ activity is much less observable, because it is temporally
overlapped with the emerging V1 activation.

Furthermore, the use of nonlinear VEP components for imaging the source activity related to
the BVI has the benefit of excluding both spatial and temporal interferences from other
irrelevant electrical activities. The ill-posedness of the EEG inverse problem results in cross-
talk among the current source estimates, particularly at neighboring locations (Dale et al.
2000; Liu et al. 2006a). Since most visual areas are closely clustered at the occipital lobe, the
accompanying unilaterally responsive cortical activities almost unavoidably introduce
spurious source estimates and false positive temporal correlation at other cortical regions.
Alternatively, linearly separating the under-summed VEP components removes the non-
integrative activities in the signal space. Since the head volume conductor model is a linear
quasi-static system, this procedure precludes the possibility of confounding cross-interference
among source estimates without affecting the locations and latencies of the cortical BVI
process. This procedure also points to an important distinction from other related electrical
source imaging studies with single vs. paired visual stimuli (Vanni et al. 2004; Steger et al.
2001).

fMRI-EEG Integration and Recording
In the present study, we use an fMRI-EEG integrated approach (Liu and He 2008) to image
the spatiotemporal activity underlying the bilateral visual integration. This approach is based
on a principled fMRI-EEG cross-modal relationship, and provides a mechanism to utilize the
information from both modalities.
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Simultaneous fMRI-EEG recording is desirable in some studies when the activity of interest
is not simply reproducible during separate sessions. This is true for studying epilepsy, sleep,
resting-state activities, or some high-level cognitive tasks. However, it is not always necessary
for studying some passive sensory evoked responses, as in the present study. One has to base
his/her choice on the reproducibility of the task (or stimulus) vs. the possible risk of dealing
with largely contaminated EEG data if recorded simultaneously with fMRI. This is in light of
the fact that regardless of the theoretical efficacy of artifact correction algorithms for post-
processing simultaneously recorded fMRI-EEG data, the outcome of these algorithms is
“artificial” and inevitably “worse” than the clear EEG data recorded in a shielded EEG room.
With the above considerations, we recorded EEG and fMRI signals through separate sessions
while using the same stimuli.

Conclusions
The cortical activity responsible for the integration of bilateral visual fields is characterized by
an equal response to both LVF and RVF and a nonlinear response to bilateral visual inputs.
These two features provide important clues to the timing and localization of the bilaterally
integrative cortical processes. In the present study, we analyzed the VEP and fMRI responses
to unilateral vs. bilateral stimuli. Based on the converging evidence from both the VEP and
fMRI data, we conclude that 1) the integrative processing of bilateral visual information
primarily occurs within the extrastriate regions during late visual processing (200 ms after the
stimulus onset), and that 2) the LOT and V1 areas may contribute to BVI during early visual
processing (around 60 ms and 100 ms, respectively).
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Fig. 1.
(A) Cortical areas involved in the processing of the bilateral visual stimuli are the regions of
convergence for two separate cortical pathways specialized to LVF and RVF, respectively. (B)
Cortical areas responsible for the integration of bilateral visual information are also
characterized by spatially nonlinear responses to bilateral visual stimuli. This means that within
such areas, the response to bilateral stimuli is different from the sum of the individual responses
to unilateral stimulus components. In this figure, a circle stands for a cortical visual area, and
the shaded area in the circle represents its visual receptive field.
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Fig. 2.
Comparison between the LVF- and RVF-elicited VEP responses (A) Group-averaged GFP
waveforms in response to the LVF (blue) and RVF (red) stimuli. (B) Group-averaged VEP
topographies at three GFP peak latencies (75, 108 and 200 ms). (C) Group-averaged CC and
RD between LVF and RVF. Error bars indicate the s.e.m across subjects. Time 0 represents
the stimulus onset.
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Fig. 3.
Group-averaged fMRI statistical maps contrasting “LVF+RVF” vs. rest (left) and LVF vs.
RVF (right). Color indicates the corresponding t statistic.
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Fig. 4.
Comparison between the VEP signals of SUM and BOTH (A) Group-averaged GFP
waveforms of SUM and BOTH. (B) Results of the paired t-test applied to the difference in
GFP between SUM and BOTH. Red dashed line indicates the significance level of 0.05. (C)
Group-averaged VEP topographies at three GFP peak latencies (75, 112 and 200 ms). (D) CC
and RD between the group-averaged VEP signals of SUM and BOTH. Error bars indicate the
s.e.m across subjects. Time 0 represents the stimulus onset.
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Fig. 5.
Nonlinear component of the VEP response to bilateral stimuli averaged across subjects. The
curve shows the GFP of the group-averaged nonlinear VEP response. The 2-D topographic
maps are shown at places close to several representative peak latencies.
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Fig. 6.
(A) For a representative subject (S1), the t-statistic maps of two different contrasts [“LVF
+RVF–Both” (left) and “L2R–Both” (right)] are shown in red-to-yellow and blue-to-green
respectively. (B) Two maps in (A) are overlaid on flattened cortical surfaces showing
consistency between them. Color indicates the corresponding t statistic.
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Fig. 7.
Spatiotemporal cortical activity underlying the unilateral visual processing (A) and the bilateral
visual integration (B), respectively. For both panels, images in the 1st row visualize the cortical
current density (CCD) estimates obtained by using the minimum norm algorithm based on the
VEP data, while those in the 2nd row visualize the fMRI-EEG integrated CCD imaging results.
This figure is based on a single subject’s data.
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