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#### Abstract

The human cerebral cortex is a highly convoluted structure composed of sulci and gyri, corresponding to the valleys and ridges of the cortical surface respectively. Automatic parcellation of the cortical surface into sulcal regions is of great importance in structural and functional mapping of the human brain. In this paper, a novel method is proposed for automatic cortical sulcal parcellation based on the geometric characteristics of cortical surface including its principal curvatures and principal directions. This method is composed of two major steps: 1) employing the hidden Markov random field model (HMRF) and the expectation maximization (EM) algorithm on the maximum principal curvatures of the cortical surface for sulcal region segmentation, and 2) using a principal direction flow field tracking method on the cortical surface for sulcal basin segmentation. The flow field is obtained by diffusing the principal direction field on the cortical surface mesh. A unique feature of this method is that the automatic sulcal parcellation process is quite robust and efficient, and is independent of any external guidance such as atlas-based warping. The method has been successfully applied to the inner cortical surfaces of twelve healthy human brain MR images. Both quantitative and qualitative evaluation results demonstrate the validity and efficiency of the proposed method.


## 1. Introduction

The human cerebral cortex is a highly convoluted and complex anatomical structure composed of sulci and gyri, corresponding to the valleys and ridges of the cortical surface representation respectively. Major cortical sulci and gyri are common anatomical landmarks in human brains, even though the precise pattern of sulci and gyri geometry could vary considerably across individuals (Ono et al., 1990). Thus, major cortical sulci and gyri have been extensively used for assisting deformable registration of human brain MR images (Thompson and Toga, 1996; Davatzikos, 1997; Collins et al., 1998; Vaillant and Davatzikos, 1999; Hellier and Barillot, 2003), analyzing the variation of healthy human brain (Mangin et al., 2004a; Mangin et al., 2004b; Fillard et al., 2007; Lohmann et al., 2008; Durrleman et al., 2007; Sun et al., 2007), as well as finding out the difference between normal brain and diseased ones (Ashburner et al., 2003). Since it is very time consuming to manually annotate sulci, even for experienced neuroanatomists, automatic sulci extraction and/or recognition has received increasing attention as a research goal in recent years. Therefore, a wide variety of automatic or semiautomatic methods have been proposed for extraction of sulci (Vaillant and Davatzikos, 1997; Le Goualher et al., 1997; Le Goualher et al., 1999; Zhou et al., 1999; Zeng et al., 1999; Lohmann and von Cramon, 2000; Rivière et al., 2002; Rettmann, et al., 2002; Yang and Kruggel, 2008) or sulcal fundi (Lohmann, 1998; Khaneja et al., 1998; Renault et al., 2000; Bartesaghi and Sapiro, 2001; Tao et al., 2002; Cachia et al., 2003; Lui et al., 2006; Kao et al., 2007; Tu et al., 2007; Shi et al., 2008; Li et al., 2008) either on volumetric MR images or reconstructed cortical surfaces. For example, Lohmann and Cramon 2000 developed a method
for sulcal basin segmentation on the human brain MR image using region growing method on sulcal depth map. Rettmann et al. 2002 proposed a method for segmentation of sulcal region and sulcal basin using the watershed algorithm (Vincent and Soille, 1991) on the geodesic depth map on the cortical surface. Yang and Kruggel 2008 also proposed a method for sulcal region segmentation using watershed-like growing method based on the geodesic depth and mean curvature map on the cortical surface. However, the watershed algorithms are inherently sensitive to noise, which usually results in over-segmentation. Therefore, the authors proposed to merge the over-segmentation results based on certain heuristic rules (Rettmann, et al., 2002; Yang and Kruggel, 2008). Recently, Shi et al. 2008 developed a method to partition the cortical surface into sulcal regions and gyral regions using the graph cuts method (Boykov and Kolmogorov, 2004) based on the mean curvature map.

In this paper, we present an original method for parcellation of the cortical surface into sulcal regions and corresponding sulcal basins based on the geometric characteristics of principal curvatures and principal directions. By definitions, sulcal regions are the buried regions surrounding sulcal space on cortical surfaces (Rettmann et al., 2002), while sulcal basins are the regions bounded by gyral crest lines which separate different basins. Thus, adjacent sulcal basins meet at the gyral crest lines on cortical surfaces (Lohmann and von Cramon, 2000). Figure 1 shows a 2D schematic illustration of sulcal regions and sulcal basins. Thus, a partition of the cortical surface into sulcal basins produces a complete parcellation of the cortical surface (Lohmann and von Cramon, 2000). The basic ideas of our method are twofold. Firstly, since the maximum principal curvatures are negative at sulcal regions and positive at gyral regions (note that in the paper we always adopt the outward-oriented normal field), we model the histogram distribution of maximum principal curvatures using finite mixture Gaussian model and employ the hidden Markov random field model (HMRF) and the expectation maximization (EM) algorithm (Zhang et al., 2001) on the maximum principal curvatures of the cortical surface for sulcal region segmentation. Secondly, as the principal directions corresponding to the maximum principal curvatures point either towards or away from sulcal regions at a surface vertex, we follow the principal directions or the opposite directions of principal directions to reach sulcal root regions, which are the bottoms of sulcal regions. The set of vertices that converge to the same sulcal root region are naturally grouped together. Thus, partition of the cortical surface into different sulcal basins is naturally achieved. Notably, the estimated principal direction might be noisy and unreliable at flat cortical areas where both of the two principal curvatures are very small. To deal with this issue, we design a novel principal direction field diffusion method on the triangularized cortical surface by solving a variational equation, in order to generate a smooth tangent flow field from existing noisy principal direction field.

The major contributions of this paper are threefold. Firstly, we extended the hidden Markov random field model and the expectation maximization (HMRF-EM) algorithm to triangularized cortical surfaces for the purpose of sulcal region segmentation based on maximum principal curvatures. Secondly, we designed a novel principal direction field diffusion method on the cortical surface to produce a smooth tangent flow field from noisy principal direction field. Finally, we developed a new method, called flow field tracking, for sulcal basin segmentation using the above generated tangent flow field. It should be noted that the methods of principal direction field diffusion and flow field tracking are not limited to the work on cortical surface presented in this paper, but could be potentially generalized for surface mesh segmentation in other applications.

## 2. Methods

Given a triangularized cortical surface, in general, our method for cortical sulcal parcellation consists of the following steps, as shown in Figure 2. Firstly, the principal curvatures and principal directions of each vertex on the cortical surface are estimated. Then, the HMRF-EM
framework is adopted to accomplish sulcal region segmentation on the cortical surface based on maximum principal curvatures. Afterwards, the principal direction field is diffused to produce a smooth tangent flow field on the cortical surface by solving a variational equation. Finally, the flow field tracking method is performed on the tangent flow field to partition the cortical surface into different sulcal basins. In subsequent sections, each step will be explained in detail.

### 2.1 Estimating principal curvatures and principal directions

The first step in our sulcal parcellation method is to estimate the principal curvatures and principal directions, since they are fundamental geometric properties for cortical surface analysis in our method. Curvatures, which represent how the normal direction changes from vertex to vertex, is the reciprocal of the circle that best approximates a normal patch of the surface in a given direction. However, due to the non-uniform distribution of the vertices and their neighborhoods in triangularized surfaces, it is not straightforward to estimate them accurately. A variety of methods have been proposed for estimating curvatures on the surface, including mean curvature, Gaussian curvature and principal curvatures. In our method, we adopt a robust and efficient finite difference approach to estimate the principal curvatures, the corresponding principal directions and curvature derivatives along with the principal directions (Rusinkiewicz, 2004). The basic idea of this method is as follows. Since the principal curvatures and principal directions at each vertex are the eigenvalues and eigenvectors of the Weingarten matrix of normal direction respectively, the Weingarten matrix in each triangle face is calculated first before estimating the Weingarten matrix at each vertex. Then, the Weingarten matrix at each vertex is computed as the weighted average in one ring of adjacent faces. More details are referred to Rusinkiewicz 2004.

For the purpose of sulcal region and sulcal basin segmentation, we are interested both in the maximum principal curvature, which is the principal curvature with the largest absolute value in the two principal curvatures and in its corresponding principal direction (maximum principal direction). The maximum principal curvature and its corresponding principal direction measure the maximum strength and its corresponding direction of the normal direction variation respectively. However, the maximum principal direction is not unique at each vertex, since the opposite direction of the maximum principal direction can also be considered as the maximum principal direction. In order to force the maximum principal directions uniformly point toward sulcal root regions, which are the regions with large negative maximum principal curvatures, we flip the corresponding principal direction to the opposite direction, if the directional derivative of maximum principal curvature along the corresponding principal direction is positive. As a result, the principal directions uniformly point toward the decreasing direction of maximum principal curvature. Figure 3 shows an example of the estimated maximum principal curvature and maximum principal direction on a cortical inner surface of a hemisphere. It is apparent that the maximum principal curvatures are large positive and negative values at gyral crown and sulcal root regions respectively. Meanwhile, the maximum principal directions point towards the sulcal root regions and away from the gyral crown regions.

### 2.2 Sulcal region segmentation based on the HMRF-EM

As mentioned before, e.g. in Figure 3, the maximum principal curvatures are negative at sulcal regions and positive at gyral regions. Therefore, we model the histogram distribution of maximum principal curvatures using finite mixture Gaussian model. Herein we employ the maximum principal curvature as a feature for sulcal region segmentation, rather than previously used mean curvature (Yang and Kruggel, 2008;Shi et al., 2008) or sulcal depth (Lohmann, 2000;Rettmann et al., 2002;Kao, et al., 2007;Yang and Kruggel, 2008). Our justification is as follows. Mean curvature is calculated as the average of the maximum and the minimum
principal curvatures. However, the minimum principal curvatures might be very small values at both, sulcal and gyral regions. Therefore, minimum principal curvatures might not be good features for distinguishing between sulcal regions and gyral regions. In comparison, the maximum principal curvatures are more discriminative than mean curvature for sulcal region segmentation. To demonstrate this point, Figure 4 shows an example of the histograms of maximum principal curvature and mean curvature of the same cortical surface shown in Figure 3 (a). Obviously, compared to the histogram distribution of mean curvature, which s more like a single Gaussian distribution (was also observed in Shi et al., 2008), it is much easier to determine the threshold for sulcal and gyral region segmentation from the histogram distribution of maximum principal curvature, which is observed as a distribution of two Gaussian mixtures. We did not adopt the sulcal depth as feature because: 1) the outer hull of cortical surface is not easy to define as the cortex could be concave; 2) both the sulcal regions and deep gyri in sulcal regions could be very deep, therefore, sulcal depth might not be able to distinguish them. In order to encode both statistical and spatial information into the Gaussian mixture model, we extended the hidden Markov random field and the expectation maximization framework, which is an elegant method originally developed for tissue segmentation in human brain MR volumetric images (Zhang et al., 2001), on cortical surfaces as follows.
$y_{i}$ is the maximum principal curvature value and $x_{i} \in\{0,1\}$ is the class label at vertex $i$, where 0 represents sulcal region and 1 represents gyral region. The problem of sulcal and gyral region segmentation is formulated as maximizing a posteriori (MAP) probability $P(X \mid Y)$, where $X=$ $\left(x_{1}, \ldots, x_{n}\right)$ and $Y=\left(y_{1}, \ldots, y_{n}\right)$ and $n$ is the total vertex number on the cortical surface. According to the Bayes theory and MAP criterion (Zhang et al., 2001), the segmentation problem can be re-formulated as seeking the true class label $\hat{X}=\left(\hat{x}_{1}, \ldots, \hat{x}_{n}\right)$, which satisfies:

$$
\begin{equation*}
\widehat{X}=\underset{x}{\arg \max _{x}\{P(Y \mid X) P(X)\}, ~} \tag{1}
\end{equation*}
$$

Given a label $x_{i}=l$, the observed values of $y_{i}$ follow a Gaussian distribution with the parameter $\theta=\left(\mu_{l}, \sigma_{l}\right)$. In the Gaussian hidden Markov random field (GHMRF) model, the distribution of $y_{i}$ dependent on the parameter $\theta$ and $X_{\mathrm{N}_{i}}$ is calculated as:

$$
\begin{equation*}
p\left(y_{i} \mid x_{N_{i}}, \theta\right)=\sum_{l \in L} g\left(y_{i} ; \theta_{l}\right) p\left(l \mid X_{N_{i}}\right) \tag{2}
\end{equation*}
$$

where $x_{N_{i}}$ is the set of neighborhood of vertex $i, L$ represents all of the possible labels and $g$ $\left(y_{i} ; \theta_{l}\right)$ is a Gaussian function:

$$
\begin{equation*}
g\left(y ; \theta_{l}\right)=\frac{1}{\sqrt{2 \pi \sigma_{l}^{2}}} \exp \left(-\frac{\left(y-\mu_{l}\right)^{2}}{2 \sigma_{l}^{2}}\right) \tag{3}
\end{equation*}
$$

According to the Hammersley-Clifford theorem (Besag, 1974; Geman and Geman, 1984), a Markov random field (MRF) can equivalently be characterized by a Gibbs distribution:

$$
\begin{equation*}
P(X)=Z^{-1} \exp (-U(X)) \tag{4}
\end{equation*}
$$

Where $Z$ is a normalizing constant and $U(X)$ is the energy function computed as the sum of clique potential of all possible cliques:

$$
\begin{equation*}
U(X)=\sum_{c \in C} V_{c}(X) \tag{5}
\end{equation*}
$$

where $V_{c}(X)$ is a clique potential, and $C$ represents all of the possible cliques. In the paper, a clique is defined as a vertex pair in which the vertices are neighbors and only cliques of a size up to two are considered, and the clique potential function is defined as:

$$
\begin{equation*}
V_{c}(X)=-\left\|v_{i}-v_{j}\right\|^{-1} \tag{6}
\end{equation*}
$$

where $v_{i}$ and $v_{j}$ are the spatial locations of a pair of vertex neighbors in a clique.
To estimate both of the class label and model parameters, we adopt the expectation maximization (EM) algorithm (Dempster et al., 1977). Basically, the EM algorithm is composed of two simultaneously running steps: estimate the unobservable data to form a complete data set using current parameters, and then estimate new parameters by maximizing the expected likelihood function for this complete data set. The HMRF-EM method for sulcal region segmentation on the cortical surface is summarized as follows:

1. Obtain the initial sulcal and gyral region segmentation results $X^{(0)}$ and estimate the initial model parameters $\theta^{(0)}$;
2. Estimate the class labels by MRF-MAP estimation

$$
X^{(\mathrm{t})}=\underset{\mathrm{x}}{\arg \max }\left\{\log P\left(Y \mid X, \theta^{(t)}\right)+\log P(X)\right\}
$$

3. Estimate the new model parameter $\theta^{(t+1)}$

$$
\begin{aligned}
& \mu_{l}^{(t+1)}=\frac{\sum_{i \in S} P^{(t)}\left(l \mid y_{i}\right) y_{i}}{\sum_{i \in S} P^{(t)}\left(l \mid y_{i}\right)} \\
& \left(\sigma_{l}^{(t+1)}\right)^{2}=\frac{\sum_{i \in S} P^{(t)}\left(l \mid y_{i}\right)\left(y_{i}-\mu_{l}\right)^{2}}{\sum_{i \in S} P^{(t)}\left(l \mid y_{i}\right)}
\end{aligned}
$$

Where $S$ indicates the set of all of the vertices on the cortical surface and the posterior distribution is calculated as

$$
P^{(t)}\left(l \mid y_{i}\right)=\frac{g^{(t)}\left(y_{i} ; \theta_{l}\right) \cdot P^{(t)}\left(l \mid x_{N_{i}}\right)}{p\left(y_{i}\right)}
$$

4. Replace $t$ with $t+1$ and repeat steps $2-3$ until the label change is small or enough iterations have been carried out.

To determine the initial parameters for the mixture Gaussian models and obtain the initial gyral and sulcal region segmentation results, we adopt the Otsu threshold method (Otsu, 1979), which maximizes the inter-class variance and minimizes the intra-class variance. To apply the Otsu method, we linearly scale the maximum principal curvatures into 256 bins to calculate the histogram of the maximum principal curvatures. Then, we smooth the histogram by
neighborhood weighted average. Finally, we use the Otsu method to determine the threshold for dividing gyral and sulcal regions. More details of the Otsu method are referred to (Otsu, 1979). The iterated conditional modes (ICM) (Besag, 1986) is employed for solving the equation in step 2 . Figure 5 shows an example of initial and final sulcal region segmentation results, in which the HMRF-EM method eliminates some noise and sharp boundaries in the initial sulcal basin segmentation result. It is evident that the HMRF-EM method achieves reasonably good sulcal region segmentation results. After sulcal region segmentation, we use connective component analysis on the extracted sulcal regions to label each connective sulcal region as a unique value, which will be further used for sulcal basin segmentation.

Notably, one characteristic of the HMRF-EM based sulcal region segmentation method is that it is able to handle deep gyri that connect two sulcal regions (Figure 6). This characteristic attributes to the adopted maximum principal curvature feature in the HMRF-EM method, because the deep gyri appear as areas of positive curvature in sulci (Cachia et al., 2003). Thus, the deep gyri will always be segmented as gyral regions in our method, provided the curvatures of deep gyral region are positive. However, this characteristic cannot be achieved by using the sulcal depth (Rettmann et al., 2002;Yang and Kruggel, 2008) as a feature, because both of the deep gyral regions and sulcal regions will be very deep. Figure 6 shows an example of sulcal region segmentation results around buried gyri. It can be seen that our proposed method can correctly extract the sulcal regions separated by deep gyri.

### 2.3 Principal direction field diffusion

After obtaining the sulcal regions, we adopt our recently developed methodology of flow field tracking (Li et al., 2007) for partitioning the cortical surface into sulcal basins. The central idea is as follows. As the estimated maximum principal directions point towards the maximum principal curvature decreasing directions and gyral crown regions and sulcal root regions have large positive and large negative maximum principal curvatures respectively, we follow the maximum principal directions from gyral crown regions until to sulcal root regions. The set of vertices converging to the same sulcal region are naturally grouped together, and thus we can segment the cortical surface into different sulcal basins. However, even with the state-of-theart method for principal curvatures and principal directions estimation, the principal directions might be noisy and unreliable at flat cortical areas, where both of the two principal curvatures are very small. To deal with this issue, inspired by the gradient vector diffusion method for intensity images (Xu and Prince, 1998; Li et al., 2007), we designed a novel principal direction field diffusion method on the triangularized cortical surface to produce a smooth tangent flow field from the noisy principal direction field. The essential idea of this principal direction field diffusion method is as follows. By solving a variational equation at sulcal root and gyral crown regions where at least one of the two principal curvatures is large, the produced flow field should be close to the original principal direction field. At other flat cortical regions, the produced flow field should vary smoothly.

Given a triangularized smooth cortical surface with the estimated maximum principal curvatures and maximum principal directions, the tangent flow field $\mathbf{v}(\mathbf{x})=(u(\mathbf{x}), v(\mathbf{x}), w(\mathbf{x}))$ in the world coordinate is defined as the solution that minimizes an energy function:

$$
\begin{equation*}
\varepsilon=\int_{\mathbf{x} \in S} \lambda|\nabla \mathbf{v}(\mathbf{x})|^{2}+f(\mathbf{x})|\mathbf{v}(x)-\mathbf{p}(\mathbf{x})|^{2} d \mathbf{x} \tag{7}
\end{equation*}
$$

with respect to: $\mathbf{v}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})=0$, where $\lambda$ is a weighting parameter and $\nabla$ is the gradient operator. $\mathbf{p}(\mathbf{x})$ is the maximum principal direction at vertex $\mathbf{x}$ and $f(\mathbf{x})$ is a monotonically increasing function of the magnitude of maximum principal curvature at vertex $\mathbf{x}$. In the paper, $f(\mathbf{x})$ is set to be: $f(\mathbf{x})=|c(\mathbf{x})|$, where $c(\mathbf{x})$ is the maximum principal curvature. Here, $\mathbf{n}(\mathbf{x})$ is the normal
vector at vertex $\mathbf{x}$, and $S$ indicates the set of all of the vertices on the cortical surface. The formula $\mathbf{v}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x})=0$ constrains the flow field in the tangent planes of the surface. According to the energy function at flat or uniform cortical regions, where the magnitudes of maximum principal curvatures are small, the energy is dominated by the first partial derivatives term to enforce that the flow field varies smoothly. While at regions with large magnitudes of maximum principal curvatures, corresponding to sulcal root and gyral crown regions with better reliability in the estimation of principal directions, the energy is dominated by the second term to enforce that the flow field is as close to the original principal direction field as possible. The parameter $\lambda$ determines the tradeoff between the first smoothing term and the second fidelity term. We set $\lambda$ as 0.1 in all of our experiments and the optimal setting of the parameter $\lambda$ will be investigated in our future research work.

To minimize the above energy function in Eq. (7), we use calculus of variation to obtain the following partial differential equation (PDE):

$$
\begin{equation*}
\lambda \nabla^{2} \mathbf{v}(\mathbf{x})-(\mathbf{v}(\mathbf{x})-\mathbf{p}(\mathbf{x})) f(\mathbf{x})=\mathbf{0} \tag{8}
\end{equation*}
$$

Above PDE is solved by treating $\mathbf{v}$ as a function of time:

$$
\begin{equation*}
\mathbf{v}_{t}(\mathbf{x}, t)=\lambda \nabla^{2} \mathbf{v}(\mathbf{x}, t)-(\mathbf{v}(\mathbf{x}, t)-\mathbf{p}(\mathbf{x})) f(\mathbf{x}) \tag{9}
\end{equation*}
$$

where $\mathbf{v}_{t}(\mathbf{x}, t)$ denotes the partial derivative of $\mathbf{v}(\mathbf{x}, t)$ with respect to time $t$. The equation can be further decoupled as:

$$
\begin{align*}
& u_{t}(\mathbf{x}, t)=\lambda \nabla^{2} u(\mathbf{x}, t)-\left(u(\mathbf{x}, t)-\mathbf{p}_{u}(\mathbf{x})\right) f(\mathbf{x}) \\
& v_{t}(\mathbf{x}, t)=\lambda \nabla^{2} v(\mathbf{x}, t)-\left(v(\mathbf{x}, t)-\mathbf{p}_{v}(\mathbf{x})\right) f(\mathbf{x}) \\
& w_{t}(\mathbf{x}, t)=\lambda \nabla^{2} w(\mathbf{x}, t)-\left(w(\mathbf{x}, t)-\mathbf{p}_{w}(\mathbf{x})\right) f(\mathbf{x}) \tag{10}
\end{align*}
$$

In the paper, we employed a method described in Wardetzky et al., 2007 to estimate the discrete Laplacian term $\nabla^{2} u(\mathbf{x})$ on the surface mesh as follows:

$$
\begin{equation*}
\nabla^{2} u(\mathbf{x})=\sum_{\mathbf{x}_{i}} w_{\mathrm{x}, \mathrm{x}_{i}}\left(u(\mathbf{x})-u\left(\mathbf{x}_{i}\right)\right) \tag{11}
\end{equation*}
$$

where $\mathbf{x}_{i}$ is the one-ring adjacent vertices of $\mathbf{x}$, and $w_{\mathrm{x}, \mathrm{x}_{i}}$ is the weighting coefficient calculated as the reciprocal of distance between vertex $\mathbf{x}$ and $\mathbf{x}_{i}$. Similarly, $\nabla^{2} v(\mathbf{x})$ and $\nabla^{2} w(\mathbf{x})$ is estimated in this manner.

The algorithm of principal direction field diffusion for producing smooth tangent flow field is summarized as follows:

1. According to $\mathbf{v}(\mathbf{x}, t)(t=0,1,2 \ldots)$, solve the decoupled PDE equations to obtain the diffused principal direction field $\mathbf{v}(\mathbf{x}, t+1)$;
2. Project $\mathbf{v}(\mathbf{x}, t+1)$ into the tangent plane;
3. Normalize the projected $\mathbf{v}(\mathbf{x}, t+1)$;
4. Replace $\mathbf{v}(\mathbf{x}, t)$ with the normalized and projected $\mathbf{v}(\mathbf{x}, t+1)$ and repeat steps $1-3$ until enough iterations have been carried out.

As an example, in Figure 7, we demonstrate a comparison between the original principal direction field and the flow field produced by the proposed principal direction field diffusion method on a cortical surface shown in Figure 3 (a). Apparently, in the diffused principal direction field, vectors flow much more smoothly from gyral crown regions towards sulcal root regions compared to the vectors in the original principal direction field. This elegant property greatly contributes to the success of the sulcal basin segmentation based on flow field tracking as described later.

To further demonstrate the validity of the principal direction field diffusion method, we have applied the method to a partially inflated cortical surface obtain by a method similar to (Tosun et al., 2004), since the behavior of the principal direction field can be easily observed in inflated cortical surface in contrast to the original complex convoluted cortical surface. Figure 8 shows a comparison between the original principal direction field (Fig. 8(b)) and the flow field produced by the proposed principal direction field diffusion method (Fig. 8 (c)) on a partially inflated cortical surface. Clearly, in the diffused principal direction field, vectors flow much more smoothly from gyral crown regions towards sulcal root regions.

### 2.4 Sulcal basin segmentation based on the flow field tracking

After the principal direction field diffusion, we adopt our recently developed flow field tracking method (Li et al., 2007) to partition the cortical surface into different sulcal basins. In the diffused principal direction field, the vectors on the tangent plane flow smoothly toward the sinks of the field, which correspond to sulcal root regions on the cortical surface. To follow the vectors until they stop at the sulcal root regions, the flow field tracking procedure on the cortical surface is performed as follows. From a given vertex $\mathbf{x}$ with the diffused principal direction $\mathbf{v}(\mathbf{x})$, the next vertex $\mathbf{x}^{\prime}$ that $\mathbf{x}$ flows through in the flow field is computed as:

$$
\begin{equation*}
\mathbf{x} \prime=\min _{\mathbf{x}_{i}}\left(\arccos \left\langle\mathbf{v}(\mathbf{x}) \cdot \frac{\overrightarrow{\mathbf{x x}_{i}}}{\left\|\overrightarrow{\mathbf{x x}_{i}}\right\|}\right)\right. \tag{12}
\end{equation*}
$$

where $\mathbf{x}_{i}$ is the one-ring adjacent vertices of $\mathbf{x}$. It means that the next vertex $\mathbf{x}^{\prime}$ is the vertex in the one-ring neighborhood of $\mathbf{x}$ which minimizes the angle between vector $\mathbf{v}(\mathbf{x})$ and the direction of edge $\overrightarrow{\mathrm{xx}}_{i}$. Figure 9 provides an illustration of how to determine the next vertex $\mathbf{x}^{\prime}$ that current vertex $\mathbf{x}$ flow through in the flow field.

The angle between these two consecutive vectors in the flow path is determined as:

$$
\begin{equation*}
\theta=\arccos \langle\mathbf{v}(\mathbf{x}) \cdot \mathbf{v}(\mathbf{x} \prime)\rangle \tag{13}
\end{equation*}
$$

When the angle between two consecutive vectors is less than $\pi / 2$ or the inner product between two consecutive vectors is positive, the flow tracking procedure continues. Otherwise, two consecutive vectors will point to each other and the inner product between them will be negative, which is a necessary condition for valley detection in the triangularized surface mesh (Thirion, 1996; Ohtake et al., 2004; Li et al., 2008), and the flow tracking procedure will be stopped. As a result, a sulcal root region is reached. In this way, the vectors at vertices along the flow tracking trajectory define a smooth path leading to a sulcal root region. The set of vertices, which flow to the same sulcal root region, are called the attraction basin of the sulcal root region. In practice, the partition of cortical surface into different sulcal basins can be achieved by starting this flow tracking procedure from each vertex on the cortical surface. All the vertices converging to the same attraction basin are grouped into the same sulcal basins. As all vertices are tracked independently, the sulcal basins can be of arbitrary shape. Figure 10 provides a comparison of the termination vertices on flow tracking trajectories before and
after principal direction diffusion on a cortical surface. For the convenience of inspection, Figure 10 also shows the termination vertices on inflated surfaces, which are generated via a method similar to (Tosun et al., 2004). Clearly, after the diffusion procedure, some noisy termination vertices of flow tracking at flat cortical regions are removed effectively. Meanwhile, the termination vertices at sulcal root regions are well preserved. This further demonstrates that the principal direction diffusion procedure is quite important for producing robust and reliable sulcal basin segmentation.

The flow field tracking procedure could be applied to each vertex on the cortical surface to achieve the sulcal basin segmentation. However, it is time-consuming to run the flow tracking procedure for every vertex. Actually, it is not necessary to apply the flow field tracking to the vertices that have already been on the flow trajectories of any previously passed vertices. Instead, these visited vertices can be directly associated with the sulcal root region to which the path flows. This improvement not only speeds up the method, but also yields reproducible segmentation results. Figure 11 shows an example of vector view of the flow field tracking result on a cortical surface, in which the set of vectors flowing to the same sulcal region are labeled with the same color.

The algorithm of the flow field tracking on the cortical surface is summarized as follows:

1. Start from a new vertex $\mathbf{x}$ (not passed on previous trajectories) as the initial vertex $\mathbf{x}^{0}$;
2. Obtain $\mathbf{x}^{n+1}(n=0,1,2 \ldots)$ using Eq. (12) and $\mathbf{x}^{n}$;
3. Calculate the angle $\theta_{n}$ of the diffused vectors between $\mathbf{x}^{n+1}$ and $\mathbf{x}^{n}$ with Eq (13). If $\theta_{n}$ is larger than $\pi / 2$, stop. Otherwise, if the $\mathbf{x}^{n+1}$ is already on a flow path, associate vertices from $\mathbf{x}^{0}$ to $\mathbf{x}^{n}$ to the corresponding termination vertex of $\mathbf{x}^{n+1}$, stop.
4. Replace $\mathbf{x}^{n}$ with $\mathbf{x}^{n+1}$. Return to step 2.

After applying the flow field tracking method to the cortical surface, we obtain a set of regions, in which each one corresponds to a sulcal region. However, due to the high complexity of cortical surface and inevitable numerical computation errors, we may have some very small regions. Thus, if necessary, we prune these small regions and combine them with adjacent regions. To perform the region merging, we build the region adjacent matrix to record the boundary strength between each pair of regions. The boundary strength is defined as the average maximum principal curvature of vertices on the boundary between two regions. If a region is very small, we combine this region to its adjacent region with the smallest boundary strength between them. Figure 12 shows an example of the final sulcal region and sulcal basin segmentation result on a cortical surface.

## 3. Results

In this section, a set of experiments are conducted to evaluate the proposed sulcal region and sulcal basin segmentation method. Unless otherwise specified, all the topologically correct and geometrically accurate cortical surfaces used in this section and in the whole paper were reconstructed by the BrainVISA software (Cointepas et al., 2001) using the method (Mangin, et al., 1995). The datasets we used were described in our previous publication in (Liu et al., 2006).

### 3.1 Visual evaluation

We have applied the method to T1 weighted MR images of twelve normal subjects. On average, the inner cortical surface of a hemisphere comprises around 25000 vertices and 50000 triangles. Figure 13 shows the sulcal region and sulcal basin segmentation results on the inner cortical
surfaces of the left hemisphere of the twelve subjects. It is striking that all of the twelve cortical surfaces are consistently segmented into anatomically meaningful sulcal regions and basins by the proposed method. For example, the segmentations of the central and superior temporal sulcal basins in these twelve subjects, represented by purple and green colors respectively, are quite visually reasonable. Currently, we have not reached the stage of automatic recognition of these segmented sulcal regions and basins yet. Thus, each sulcal region and basin in each subject is randomly assigned a color in Figure 13, except that the colors for the central and superior temporal sulcal regions and sulcal basins of these twelve subjects are interactively identified by experts for visualization purpose.

### 3.2 Quantitative evaluation

To quantitatively evaluate the sulcal region segmentation results, we use two metrics: the oversegmentation and under-segmentation, which were also adopted in (Yang and Kruggel, 2008) for validation of sulcal region segmentation. The over-segmentation denotes that a sulcal region has been wrongly separated into more than one sulcal region, compared to visual inspection by an expert. The under-segmentation denotes that multiple adjacent sulcal regions have not been appropriately divided. In this paper, we use three major sulci, including central, post-central and superior temporal sulci for validation. In the left hemispheres of the 12 subjects, all of the central and superior temporal sulcal regions are segmented correctly. Therefore, there is no over-segmentation and under-segmentation error. There exists only one over-segmentation error and one under-segmentation error in the post-central sulcal regions of the 12 hemispheres. Since the sulcal basins are extracted based on the sulcal regions and one sulcal basin corresponds to one sulcal region, we have the same performance for sulcal basin segmentation in these 12 subjects. In conclusion, those results indicate quite good performance of our sulcal region and sulcal basin segmentation method.

To further quantitatively evaluate the sulcal basin segmentation results, we have two experts who manually annotated the central sulcal basins, sylvian fissure and calcarine sulcal basins on the inner cortical surfaces of left hemispheres of the twelve subjects, and treat the manual segmentation as the standard. These three sulci were selected because they are quite stable across individuals, as recommended in (Van Essen, 2005). We applied the area overlap measurement between automatically extracted and manually labeled sulcal basins to validate the proposed method. The area overlap is defined as:

$$
\begin{equation*}
O\left(R_{a}, R_{m}\right)=\frac{S\left(R_{a} \cap R_{m}\right)}{\left(S\left(R_{a}\right)+S\left(R_{m}\right)\right) / 2} \tag{14}
\end{equation*}
$$

where $R_{a}$ is the automatically extracted sulcal basin and $R_{m}$ is the manually labeled sulcal basin. The $\cap$ operator takes the intersection of the two regions. $S($.$) is the area of the region. Table 1$ shows the details of the area overlap measurement for the central sulcal basins, sylvian fissure and calcarine sulcal basins on left hemispheres of the twelve subjects. The average area overlap of the three sulci for the twelve subjects is around 0.96 for both experts, indicating the relatively accurate performance of our sulcal basin segmentation method. Figure 14 shows an example of comparison of the automatically extracted and manually labeled central sulcal basins on a cortical surface.

### 3.3 Reproducibility

In order to evaluate the reproducibility of the proposed method, we employ simulated T1weighted normal brain images with different noise levels obtained from the BrainWeb website (Cocosco et al., 1997). We generated three simulated images with 1 mm slice thickness, $20 \%$ intensity non-uniformity, and $181 \times 217 \times 181$ voxel resolution. The noise levels of the three
images are set as $3 \%, 5 \%$ and $7 \%$, respectively. The topologically correct and geometrically accurate cortical surfaces, in this section, were generated by the method described in (Liu et al., 2004), which is a marching cubes (Lorensen and Cline, 1987) based method. As each simulated brain image has its own independently reconstructed cortical surface with different vertices and triangle faces, it is not convenient to evaluate the results using area overlap measurement. Instead, we calculated the area agreement of several major sulci, including central, post-central and superior temporal sulci on the inner cortical surface of left hemisphere between each pair of the images. The area agreement is computed as:

$$
\begin{equation*}
\mathrm{A}\left(S_{a}, S_{b}\right)=\left|1-\frac{\left|S_{a}-S_{b}\right|}{S_{a}+S_{b}}\right| \tag{15}
\end{equation*}
$$

where $S_{a}$ and $S_{b}$ refer to the areas of the sulcal basins or sulcal regions obtained by the proposed method on different images. This definition implies that similar segmentation result produces higher area agreement. Table 2 shows the detail results of area agreement measurement of three major sulci on the three simulated images. The average area agreement of the three sulci is very close to 1.0 , indicating the good reproducibility of our sulcal region and sulcal basin segmentation method. Figure 15 shows the three simulated images and their corresponding three major sulci segmentation results on the left hemispheres.

To further validate the reproducibility of the proposed method, we adopt the Alzheimer's Disease Neuroimaging Initiative (ADNI) dataset, in which each subject was scanned twice at the same times point. We randomly chose one subject, which is 86 years old male in normal control group, for validation. The subject was scanned on GE medical systems with the imaging protocol: slice thickness 1.20 mm , acquisition plane sagittal, matrix size $256 \times 256 \times 166$, pixel spacing $0.9375 \times 0.9375$. Table 3 shows the results of area agreement measurement of three major sulci on both hemispheres of the subject. The area agreements for the three sulci are consistently larger than 0.98 , indicating the good reproducibility of the proposed segmentation method. All those results also demonstrate that our sulcal segmentation method has good performance not only on cortical surfaces reconstructed by the BrainVISA, but also on the cortical surfaces reconstructed by other available software or methods, e.g., the methods in (Liu et al., 2004). Our future work involves investigating its performance on cortical surfaces reconstructed by other methods such as the ones in Dale et al., 1999, Shattuck and Leahy, 2002, and Han et al., 2004.

### 3.4 Comparison

To further evaluate and validate the proposed method, we compare our method with the watersheds based method described in Rettmann et al., 2002, in which the sulcal geodesic depth was adopted as the feature for sulcal segmentation. We chose the central sulcal basins on left hemispheres of the twelve subjects for comparison. We adjusted the merging parameters in the watersheds based method to ensure that there exists no over-segmentation error for the twelve central sulcal basins. Then, we compare the segmentation results with two manually annotated central sulcal basins by experts using area overlap measurement. The detailed comparison results are showed in Figure 16. For the watersheds based method, in comparison with both experts, the average area overlap for the twelve central sulcal basins is around 0.925. This result shows that the watersheds based method can achieve good segmentation results. However, considering the average area overlap of 0.96 in our method, the proposed method in this paper obtains better results than the watersheds based method. Also, the proposed method performs consistently better than the watersheds based method in all of the twelve subjects, as shown in Figure 16.

### 3.5 Implementation

Currently, our cortical sulcal parcellation method is implemented using the $\mathrm{C} / \mathrm{C}++$ programming language. On a typical Intel Core 21.86 GHz machine with 2GB memory, on average, it takes around 50 seconds to accomplish the sulcal region and sulcal basin segmentation on the inner cortical surface of a hemisphere. The running time might be further reduced significantly by code optimization in the future. The most time-consuming part in the method is the principal direction field diffusion step, which takes around 30 seconds out of 50 seconds. However, the implementation of this step might be optimized in the future to reduce the computing time.

## 4. Discussion and Conclusion

In this paper, a novel method for sulcal region and sulcal basin segmentation on the cortical surface is proposed. The method has been applied to twelve normal human brain MR images and three simulated human brain MR images. Our preliminary results in Section 3 demonstrate that the proposed method is able to segment sulcal region and sulcal basin on the cortical surface accurately and effectively.

In the literature, several methods have been proposed for sulcal region or sulcal basin segmentation. In comparison, our method uses both the maximum principal curvature and diffused maximum principal direction information in an effective way. Essentially, the principal direction field diffusion procedure propagates maximum principal direction from sulcal root and gyral crown regions, where the maximum principal directions are more reliable, to the areas with small maximum principal curvatures where the maximum principal directions tend to be noisy. As a result, the inherently noisy principal direction field is smoothed, while the diffused principal direction field still preserves the major geometric structural information of the principal direction field. This property greatly contributes to the success of the sulcal basin segmentation. Another difference of the proposed method compared to existing methods is that we adopt the maximum principal curvature rather than commonly used mean curvature (Yang and Kruggel, 2008; Shi et al., 2008). Our analysis and result demonstrates that the maximum principal curvature is a quite discriminative feature for sulcal region segmentation. As we mentioned before, one characteristic of the HMRF-EM based sulci segmentation method is that it is able to handle deep gyri that connect two different sulcal regions. However, there is one potential risk for the method. Some deep gyri might exist in a single sulcus, for example, a central sulcus contains a deep gyrus. In this situation, our method will extract the deep gyrus and interrupt the central sulcus into two parts. To further improve our method, we are currently working on automatic recognition of the segmented sulci, as the recognized sulci can guide us to effectively merge wrongly interrupted sulci.

Typically, adjacent sulci are separated by gyri or buried gyri. However, it is possible that some sulci are inherently connected together (Ono et al., 1990). Therefore, there are no gyri or buried gyri separating them. In this situation, two connected sulcal regions will be segmented as one sulcal region using the HMRF-EM method. Figure 17 shows an example of two sulcal regions (superior-frontal sulcus and precentral sulcus) connecting together, as highlighted by the orange arrow. Actually, this is a common problem faced by all existing methods for sulcal region segmentation. To deal with this problem, one might need to develop additional automatic methods or employ semi-automatic methods to interrupt wrongly connected sulci, e.g., that described in (Rettmann et al., 2005), which separates two connecting sulcal regions by generating a curve on the surface by the fast marching method on manifolds (Kimmel and Sethian, 1998).

An alternative approach for segmentation of cortical structures, e.g., sulci and gyri, is atlasbased warping, in which one-to-one correspondence between the subject image and an atlas is
determined by spatial registration methods (e.g., Thompson, 1996; Shen and Davatzikos, 2002; Liu et al., 2004). In these atlas-based warping methods, the labeled cortical structure in the atlas can be transformed into the subject image space (Shen and Davatzikos, 2002; Liu et al., 2004). However, due to the complexity and remarkable inter-individual variability of human cerebral cortex, spatial registration of human brain images still remains as a challenging and open problem (Mangin et al., 2004c), even though a wide variety of spatial registration methods have been developed in the literature (Bajcsy et al., 1983; Evans et al., 1991; Thirion et al., 1992; Gee et al., 1994; Collins et al., 1994; Wells et al., 1996; Sereno et al., 1996; Joshi et al., 1996; Christensen et al., 1996; Woods et al., 1998; Thirion, 1998; Van Essen et al., 1998; Rueckert et al., 1999; Fischl et al., 1999; Shen and Davatzikos, 2002; Fischl et al., 2002; Crum et al., 2003;). In particular, it is quite challenging to register or establish one-toone anatomical correspondence between different cortical folding patterns that are quite common in human cerebral cortex (Mangin et al., 2004c). Therefore, we hope that our proposed method for sulcal region and sulcal basin segmentation, in this paper, could serve as a preliminary step towards our ultimate goal of self-contained parcellation of the cerebral cortex into anatomically meaningful regions, without the need to perform inter-subject brain image registration. This self-contained cortical parcellation strategy will aim to develop a personalized brain coordinate system for each individual brain, while accounting for both brain variability and regularity. To reach such a goal, our future work includes the following steps. 1) Development of algorithms for automatic recognition of the segmented sulcal regions and basins. It has been reported in the literature that machine learning based method could achieve quite accurate recognition of brains structures (Lohmann and von Cramon, 2000; Fischl et al., 2004; Klein and Hirsch, 2005; Desikan et al., 2006). 2) Integration of cortical connectivity pattern information (Behrens et al., 2003; Perrin et al., 2008) for refinement of cortical parcellation. We expect that integration of brain connectivity pattern information inferred from diffusion tensor MR imaging data will contribute significantly to achieve more biologically meaningful parcellation of the cerebral cortex, as it was reported in (Passingham, et al., 2002) that each brain cytoarchitectonic area has a unique set of extrinsic inputs and outputs, and this is essential in determining the functions that the area can perform. 3) Integration of white matter parcellation (Maddah et al., 2008) with cortical parcellation. We expect that iterative and integrative parcellation of both white matter and cerebral cortex will help to reduce the discrepancy in their segmentation maps and refine the parcellation of the whole brain.

Our future work will also include further improvement and validation of the proposed method on more human subjects scanned in different imaging settings. The extracted sulcal regions and sulcal basins can be used to analyze the normal variability of cortical surfaces in different groups of normal subjects, or to analyze neuropathological changes in diseased groups, including cortical thickness, cortical area and cortical folding analysis in many neurological, neurodegenerative and neuropsychiatric diseases. Those quantitative cortical measurements can serve as imaging biomarkers for studies of brain development and brain aging, as well as for quantitation and prediction of brain disease progression.
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Figure 1.
A 2D schematic illustration of sulcal regions and sulcal basins. The red color parts indicate two sulcal regions. The blue and green parts represent two sulcal basins. As a result, partition of the cortical surface into sulcal basins provides a complete parcellation of the cortical surface (Lohmann and von Cramon, 2000).


Figure 2.
The flow chart of the proposed cortical sulcal parcellation method.


Figure 3.
An example of the estimated maximum principal curvatures and maximum principal directions on a cortical inner surface of a hemisphere. (a) is the maximal principal curvature of the surface. (b) is the maximum principal direction of the bounded rectangle surface region in blue in (a). Red color means large positive curvature value, while blue color represents large negative curvature value. Color bar is on the top.


Figure 4.
The histogram distributions of maximum principal curvature and mean curvature of the cortical surface as in Figure 3 (a). (a) is the histogram of maximum principal curvature; (b) is the histogram of mean curvature. It is apparent that the maximum principal curvature is more discriminative than mean curvature for distinguishing sulcal and gyral regions.


Figure 5.
An example of initial and final sulcal region segmentation results on a cortical inner surface of a hemisphere. (a) is the initial sulcal region segmentation result using Otsu method. (b) is the final sulcal region segmentation result using the HMRF-EM method. The red color regions represent the extracted sulcal regions. The yellow circles and black arrows highlight exemplar regions in which sulcal segmentation results are obviously improved by the HMRF-EM method.


Figure 6.
An example of a sulcal region segmentation result around a deep gyrus on a cortical inner surface of a hemisphere. (a) and (b) are the zoomed maximum principal curvature map and the sulcal region segmentation result in the cortical surface region bounded by the red rectangle in (c) respectively. (c) is the sulcal region segmentation results on the cortical surface, in which each color indicates one sulcal region.


Figure 7.
An example of principal direction field diffusion on a cortical region cropped from the cortical surface shown in Figure 3 (a). (a) is the original principal direction field. (b) is the diffused principal direction field. The green and orange arrows represent the original principal directions and diffused principal directions respectively. The yellow circles highlight two regions in which the vectors flow much more smoothly towards sulcal root regions in the diffused principal direction field compared to the vectors in the original principal direction field.


Figure 8.
An example of principal direction field diffusion on a partially inflated cortical surface. (a) is the partially inflated cortical surface. (b) is the original principal direction field in the bounded rectangular region in (a). (c) is the diffused principal direction field in the bounded rectangular region in (a). The green and orange arrows represent the original principal directions and diffused principal directions respectively.


Figure 9.
An illustration of how to determine the next vertex $\mathbf{x}^{\prime}$ that current vertex $\mathbf{x}$ flows through in the flow field. The red arrow is the flow vector at vertex $\mathbf{x}$, and the blue arrows represent the edges formed by vertex $\mathbf{x}$ and its adjacent vertices.


Figure 10.
A comparison of the termination vertices on flow tracking trajectories before and after principal direction field diffusion on a cortical inner surface. The top row images show the cortical surfaces and the bottom row images show the corresponding inflated surfaces. (a) is the maximum principal curvature map. The red color vertices in (b) and (c) are the set of termination vertices of flow tracking on the original principal direction field and the diffused principal direction field respectively. As we can see, after the diffusion procedure, some noisy flow tracking termination vertices at flat cortical regions are removed effectively, while the termination vertices at sulcal root regions are well preserved. This figure further demonstrates the necessity of the principal direction diffusion procedure.


Figure 11.
An example of vector view of the sulcal basin parcellation result on a cortical surface, in which the set of vectors in the same sulcal basin are randomly labeled with the same color. (a) is the vector view of sulcal basins segmentation result. (b) is the zoomed view of the bounded region in the orange rectangle in (a). As we can see, the flow field tracking method naturally partitions the cortical surface into different sulcal basins.


Figure 12.
An example of sulcal region and sulcal basin segmentation results on a cortical surface. (a) is the sulcal region segmentation result, in which each sulcal region is labeled with a unique color. (b) is the corresponding sulcal basin segmentation result. Some small regions have been merged into adjacent regions.



Figure 13.
Sulcal region and sulcal basin segmentation results on the cortical surface of the left hemispheres of twelve normal subjects. For each case, the top row image shows the sulcal region segmentation result, and the bottom row image shows the sulcal basin segmentation result. Each sulcal region and its corresponding sulcal basin are labeled with the same color in each cortical surface. It is noted that anatomically corresponding sulcal regions and sulcal basins in different cases may have different colors because the colors are randomly assigned, except the colors for the central and superior temporal sulcal regions and sulcal basins of these twelve subjects that are interactively identified by experts for visualization purpose.


Figure 14.
A comparison of the automatically extracted and the manually labeled left central sulcal basins on a cortical surface. (a) and (b) are the manually labeled sulcal basins by two experts. (c) is the automatically extracted sulcal basin by our proposed method. (d) is the automatically extracted sulcal basin by watersheds based method. (e) is the (c) overlaid on the cortical surface. (f) is the (d) overlaid on the cortical surface. As we can see, the automatically extracted and manually labeled sulcal basins are quite similar. The automatically extracted sulcal basin by our proposed method is slightly better than that of the watersheds based method. For more details, please see section 3.4.


Figure 15.
Three simulated T1 weighed human brain MR images and their corresponding sulcal basin segmentation results. The top row shows the simulated images with the noise levels of 3\%,5\% and $7 \%$, respectively. The bottom row shows the corresponding sulcal basin segmentation results. The red, green and yellow color regions represent central, post-central, superior temporal sulcal basins respectively.


Figure 16.
The comparison of area overlap measurement between the watersheds based method and our proposed method on twelve left central sulcal basins.


Figure 17.
An example of two sulcal regions connecting together on a cortical surface. The orange arrow points to the connecting sulcal regions.
The area overlap measurement of the central sulcal basins, sylvian fissure and calcarine sulcal basins on left hemispheres of the twelve subjects.

| Subject | Central <br> sulcal basin |  | Calcarine <br> sulcal basin |  | Sylvian <br> fissure |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Expert 1 | Expert 2 | Expert 1 | Expert 2 | Expert 1 | Expert 2 |
| 1 | 0.961 | 0.962 | 0.919 | 0.937 | 0.975 | 0.956 |
| 2 | 0.968 | 0.968 | 0.977 | 0.976 | 0.978 | 0.979 |
| 3 | 0.974 | 0.967 | 0.967 | 0.966 | 0.953 | 0.953 |
| 4 | 0.971 | 0.966 | 0.964 | 0.966 | 0.949 | 0.954 |
| 5 | 0.968 | 0.957 | 0.970 | 0.972 | 0.978 | 0.974 |
| 6 | 0.955 | 0.953 | 0.971 | 0.967 | 0.978 | 0.979 |
| 7 | 0.966 | 0.952 | 0.970 | 0.966 | 0.962 | 0.960 |
| 8 | 0.956 | 0.944 | 0.976 | 0.975 | 0.976 | 0.970 |
| 9 | 0.967 | 0.958 | 0.965 | 0.960 | 0.981 | 0.979 |
| 10 | 0.977 | 0.969 | 0.932 | 0.932 | 0.967 | 0.965 |
| 11 | 0.967 | 0.971 | 0.966 | 0.965 | 0.966 | 0.967 |
| 12 | 0.969 | 0.972 | 0.947 | 0.936 | 0.929 | 0.932 |
| Average | 0.967 | 0.962 | 0.960 | 0.960 | 0.966 | 0.964 |

The area agreement measurement of three selected sulci on the three simulated human brain MR images. Scan 1, 2 and 3 indicate the
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