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Abstract
Both the pre-supplementary motor area (preSMA) and the right inferior frontal gyrus (rIFG) are
important for stopping action outright. These regions are also engaged when preparing to stop. We
aimed to elucidate the roles of these regions by harnessing the high spatio-temporal resolution of
electrocorticography (ECoG), and by using a task that engages both preparing to stop and stopping
outright. First, we validated the task using fMRI in 16 healthy control participants to confirm that
both the preSMA and the rIFG were active. Next, we studied a rare patient with intracranial grid
coverage of both these regions, using macrostimulation, diffusion tractography, cortico-cortical
evoked potentials (CCEPs) and task-based ECoG. Macrostimulation of the preSMA induced
behavioral motor arrest. Diffusion tractography revealed a structural connection between the
preSMA and rIFG. CCEP analysis showed that stimulation of the preSMA evoked strong
potentials within 30 ms in rIFG. During the task, when preparing to stop, there was increased high
gamma amplitude (~70–250 Hz) in both regions, with preSMA preceding rIFG by ~750 ms. For
outright stopping there was also a high gamma amplitude increase in both regions, again with
preSMA preceding rIFG. Further, at the time of stopping, there was an increase in beta band
activity (~16 Hz) in both regions, with significantly stronger long-range coherence for successful
vs. unsuccessful stop trials. The results complement earlier reports of a structural/functional action
control network between the preSMA and rIFG. They go further by revealing between-region
timing differences in the high gamma band when preparing to stop and stopping outright. They
also reveal strong between-region coherence in the beta band when stopping is successful.
Implications for theories of action control are discussed.
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INTRODUCTION
Lesion studies and Transcranial Magnetic Stimulation show that stopping an initiated
response depends on the integrity of the right inferior frontal gyrus (rIFG) as well as the
presupplementary motor area (preSMA) (reviewed by Aron, 2010; Chambers et al., 2009;
Chikazoe, 2010; Levy and Wagner, 2011; Nachev et al., 2008). Additionally, diffusion
tensor imaging (DTI) tractography shows that the IFG and the preSMA are structurally
connected to one another, and to the basal ganglia, comprising a putative network for action
control (Aron et al., 2007; Ford et al., 2010; Forstmann et al., 2010; Johansen-Berg et al.,
2004). Electrophysiological studies have begun to characterize the neural communication
within this putative network, pointing to increased activity in the beta frequency band during
successful stopping (Kühn et al., 2004; Marco-Pallares et al., 2008; Swann et al., 2011;
Swann et al., 2009).

Yet, while the preSMA and the rIFG are key nodes of this putative network, their relative
functional roles in stopping are still unclear. For instance, it has been suggested that they
could both be important for inhibitory control, or one could be important in monitoring for
the stop signal and/or detecting conflict and another for implementing inhibitory control
(Duann et al., 2009; Hampshire et al., 2010; Mostofsky and Simmonds, 2008; Sharp et al.,
2010; Verbruggen et al., 2010). Notably, recent fMRI studies show that both regions are
active when preparing to stop, as well as during outright stopping (Chikazoe et al., 2009b;
Jahfari et al., 2009; Vink et al., 2005; Zandbelt and Vink, 2010). This raises the additional
possibility that one or both regions are involved in setting up the stopping network in
advance so that inhibitory control can subsequently be triggered when the stop signal is
detected. While we refer to this as `preparing to stop' we note that it could also be described
as increased response caution, favoring accuracy over speed, or proactive inhibitory control.
If the preSMA is important for setting up the stopping network, i.e. a task configuration role
(Rushworth et al., 2004) then it should be active soon after a cue that instructs the
participant that stopping is likely, and before the rIFG; whereas if the rIFG is important for
this function then the reverse timing relation should be observed. Testing this with fMRI is
difficult because of the poor temporal resolution. Instead, we studied a single, rare, patient
who had electrocorticography (ECoG) electrodes implanted over both the preSMA and the
rIFG.

We designed a new task to engage both preparing to stop and outright stopping (Figure 1).
Each trial began with a cue “Maybe Stop” or “No Stop” which was followed by a Go
stimulus and then, on Maybe Stop trials alone, this was sometimes followed by a stop signal.
By comparing Maybe Stop and No Stop trials we could examine the preparing-to-stop
process; while by comparing Maybe Stop successful stop vs. unsuccessful stop trials (or
Maybe Stop successful stop compared to Maybe Stop go trials or baseline) we could
examine outright stopping. We used fMRI in healthy young participants to confirm that this
task activated the preSMA and rIFG as expected.

In the patient we performed macrostimulation and DTI, and we collected cortico-cortical
evoked potentials (CCEP) and task-related ECoG. First, macrostimulation was applied
systematically to different electrode contacts in dorsal-medial frontal cortex while the
patient performed vocal or manual movements. We aimed to confirm prior reports that
macrostimulation of anterior SMA (preSMA) induces motor arrest (Fried et al., 1991;
Luders et al., 1988). Second, DTI was used to verify the connection between the preSMA
and the rIFG that has been established in normative populations (Aron et al., 2007; Ford et
al., 2010; Forstmann et al., 2010; Johansen-Berg et al., 2004). Third, we evaluated task-
independent functional connectivity between the preSMA and the rIFG using CCEPs
(Matsumoto et al., 2007; Matsumoto et al., 2004). By stimulating different dorsomedial
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contacts (in a pair-wise fashion) we could `map' the spatial and temporal responses in the
right lateral frontal cortex. We were interested in determining whether CCEPs from specific
preSMA electrodes elicited short-latency responses within specific rIFG electrodes. Finally,
we recorded ECoG while the patient performed the Maybe Stop/No Stop task.

For preparing to stop (time-locked to the cue) we anticipated high gamma amplitude
changes in both rIFG and preSMA since fMRI studies of preparing-to-stop have shown
BOLD signal increases in both these regions (Chikazoe et al., 2009b; Jahfari et al., 2009;
Vink et al., 2005; Zandbelt and Vink, 2010), and high gamma increases are associated with
the BOLD signal (Conner et al., 2011; Logothetis et al., 2001; Scheeringa et al., 2011). Our
observations go beyond previous reports by identifying when these regions are involved in
preparing to stop, which could help differentiate their roles.

For outright stopping (time-locked to the stop signal) we aimed to examine both high
gamma and beta band activity. High gamma activity was anticipated in both regions since
they show BOLD signal increases for stopping, and, as described earlier, high gamma
increases are associated with the BOLD signal (Conner et al., 2011; Logothetis et al., 2001;
Scheeringa et al., 2011). We also expected an increase in beta band amplitude over rIFG for
successful vs. unsuccessful stop trials based on our earlier report (Swann et al., 2009). We
also predicted that there would be beta band increases in the preSMA, given the evidence for
involvement of this region in response control and its structural connectivity to rIFG.
Further, we planned to examine beta band coherence between the preSMA and the rIFG.
Coherence is a measure of functional connectivity thought to reflect communication
between brain areas (Fries, 2005). If beta band coherence between the preSMA and the rIFG
is important for successful stopping then it should be stronger on successful than
unsuccessful stop trials.

METHODS
Experiment 1: fMRI in healthy adults

Participants—Sixteen young adults (8 female, 18–28 years old) were recruited from the
local community. All participants provided written consent in accordance with the Internal
Review Board of the University of California at San Diego. They received monetary
compensation.

Task—An event-related Maybe Stop (MS) / No Stop (NS) task was used (see Figure 1A).
On each trial, a cue was presented in the center of the screen for 1 sec. The cue was either
the words “Maybe Stop” (red on a black background) or “No Stop” (green on a black
background) equiprobably. A go signal (white arrow) followed the cue. Participants made
right index or left index finger presses in response to rightward and leftward pointing arrows
as quickly as possible. In the MS condition, a beep (stop signal) followed the go signal, on
50% of trials, with a variable delay. Participants were instructed to withhold responses when
the stop signal occurred. In order to achieve 50% stopping accuracy, the stop signal delay
was dynamically changed based on behavior (for full details of the procedure see Aron and
Poldrack, 2006). The initial stop signal delay was 150 ms. The response window was 1
second and the inter-trial-interval was jittered between 1.5–5 seconds. Five participants
performed two blocks of the task and 10 participants performed one block of the task
(because of limited scanning time). Each block included 20 MS_Go trials, 20 MS_Stop trials
and 40 NS_Go trials. Participants were practiced on the task initially before entering the
scanner and were encouraged to respond quickly on go trials and to do their best to stop their
response on stop trials.
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MRI data collection—MRI data were acquired with a 3T GE SIGNA HDX scanner with
an eight channel head coil at the UCSD Center for functional MRI. A high-resolution T1 3D
FSPGR scan was acquired for the purpose of registration (slice thickness, 1 mm; TR, 7.8
seconds; TE, 3 seconds; matrix, 192 × 192; FOV, 256; 172 sagittal slices, voxel size 1.3 ×
1.3 × 1 mm3). Each functional scan comprised 180 T2*-weighted echo planar images (slice
thickness, 4 mm; TR, 2 seconds; TE, 30 ms; flip angle, 90°; matrix, 64×64; FOV, 200; 32
axial slices, voxel size 3.1 × 3.1 × 4 mm3).

Behavioral Analysis—We calculated mean RT and accuracy for each of MS_Go and
NS_Go trials; the average stop signal delay (after staircase convergence); and stop signal
reaction time (SSRT) (for details see Aron and Poldrack, 2006).

Functional MRI data preprocessing and analysis—MRI data were processed using
the FSL software library (www.fmrib.ox.ac.uk/fsl). The functional series were aligned to
compensate for small head movements. A two-step registration procedure was applied
whereby the EPI images were first registered to the participant's own T1 image, then
normalized to the MNI152 template using 12-parameter affine registration. All data were
spatially smoothed with a Gaussian kernel of 5 mm at full-width half-maximum and were
high-pass filtered at 66 s.

Five regressors were defined for each scan for each participant: NS_Go (correct NS go
trials), MS_Go (correct MS go trials), MS_SS (MS successful stop trials), MS_US (MS
unsuccessful stop trials), and Others (i.e. incorrect go trials or omissions on go trials). The
regressors were modeled at the onset of the Go stimulus, and they were convolved with a
canonical hemodynamic response function. For each participant and each scan, we generated
the two main contrasts of interest: i.e. MS_Go vs. NS_Go (preparing to stop) and, i.e.
MS_SS vs. MS_Go (outright stopping).

Functional MRI data processing was carried out using FEAT (FMRI Expert Analysis Tool)
version 5.98. Higher-level analysis was performed by first doing fixed-effects across scans
for each participant (for the participants who had two scans), followed by a random-effects
analysis across all participants for each of the two contrasts. Higher-level analysis was
carried out using FLAME (FMRIB's Local Analysis of Mixed Effects) stage 1 (Beckmann et
al., 2003; Woolrich, 2008; Woolrich et al., 2004). Activations were corrected for multiple
comparisons at z>2.3, p<0.05 whole-brain cluster corrected.

Experiment 2: Case study
Participant—The participant was a 27 year old, right-handed, male undergoing evaluation
for possible resective surgery to treat medically intractable epilepsy. He was enrolled into
the study after providing informed consent according to a protocol at the University of
Texas at Houston Medical School's committee for protection of human participants. We note
that the locus of his epileptic activity was subsequently determined to not include either the
preSMA or the IFG. Besides the epilepsy, this patient was judged to be neurologically
normal. Formal neuropsychological testing revealed a verbal IQ of 106 and a performance
IQ of 118.

Subdural electrode placement and localization—The electrode localization
methodology and recording strategies used were similar to those previously described
(Khursheed et al., 2011; Swann et al., 2009; Tertel et al., 2010). Briefly, subdural electrodes
spaced 1 cm apart were implanted (Tandon, 2008). A post-operative CT scan was co-
registered with pre-implantation MRI. Subdural electrodes were localized on the CT scan,
projected onto a cortical surface model generated in FreeSurfer (Dale et al., 1999), and
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visualized with SUMA software as spheres (Saad et al., 2003). These locations were verified
using intra-operative photographs. Electrodes were then given anatomical labels, in semi-
automated fashion, using a FreeSurfer parcellation scheme.

Macrostimulation procedure—Macrostimulation was carried out to localize functional
zones prior to resection for epilepsy. A balanced faradic current was delivered at 50 Hz
using a S88 Grass stimulator that generates trains of biphasic rectangular waves (Grass
technologies, West Warwick, Rhode Island). The duration of each wave was 500 μs, and
these were delivered in trains of 3–5 second duration via two contacts located on the cortical
surface during performance of simple motor or verbal tasks described below. Current
strength ranged from 1 – 10 mA, determined by overt phenomenology or the induction of
after discharges in the concurrent ECoG (Tandon, 2008). To assess the impact on motor
function, the patient was asked to open and close his hands rapidly (as if making a symbol
for a flashing light) and articulation was assessed by asking him to recite the letters of the
alphabet and to read from a card held about 20 inches in front of him.

DTI acquisition and analysis—DTI was acquired on a 3T whole-body MR scanner
(Philips Medical Systems, Bothell WA) equipped with an eight channel SENSE head coil.
One B0 (non-diffusion weighted) image volume and diffusion weighted images were
collected with the Philips 32-directions diffusion encoding scheme (high angular resolution)
with the “gradient overplus” option. Seventy axial slices were acquired with 1.75 mm pixels,
2 mm slice thickness, and a maximum b-value of 800 s/mm2. Individual diffusion-weighted
images volumes were realigned to the participant's skull-stripped anatomical MRI, and a
single-model diffusion tensor was computed. Deterministic fiber tracking was performed
with DTIQuery using the streamline tracking algorithm (STT) with optimal parameters
(Akers et al., 2005; Sherbondy et al., 2005): path step size (in millimeters)=1.0, seed point
spacing (in millimeters)=2.0, FA termination threshold=0.15, angle termination threshold (in
degrees)=45, min pathway length (in millimeters)=5.0, and max pathway length (in
millimeters)=300.0, and Euler's Method for STT numerical integration. We placed 1 cm
wide cuboids (with minimal overlap) over each of the dorsomedial electrodes as seeds for
the deterministic generation of tracts to remote regions. All connections to the opposite
hemisphere were eliminated.

CCEP acquisition and analysis—Adjoining electrode pairs in the inter-hemispheric
electrode array were stimulated in bipolar fashion using single pulses (10 mA, 500 μs, 1 Hz
for 50 seconds – total of 50 pulses for each pair), delivered by a Grass Stimulator.
Concurrent ECoG was performed at 1000 Hz. All channels were referenced to an average of
all intracranial electrodes except the stimulating electrodes, and electrodes within 2 cm from
the site of stimulation, which served to eliminate effects of the stimulation artifact. The 50
epochs were time-locked, averaged and displayed as traces of the mean +/− 3 SEM. These
tracings were compared to a baseline artifact-free ECoG trace (>60 sec long) acquired
separately during the same recording session with the patient awake and at rest. Channels
with significant (p<0.001) shifts from baseline with a maximum peak >150mV were
identified for subsequent analysis using a t-test. We only included responses of latency >10
ms (to exclude stimulus artifact) and <30 ms (to eliminate indirect connections), and with
amplitude <200 mV (to exclude direct current spread). The peak amplitude and time to peak
for the CCEPs were computed for each recording channel. To depict the CCEPs graphically,
spheroids whose size and color were dependent on the amplitude and latency of the CCEP,
were generated and overlaid onto the cortical surface.

ECoG paradigm, data acquisition and analysis—The patient performed the MS/NS
task described in Experiment 1 with four differences. First, the response window was
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slightly longer: 1.5 seconds instead of 1 second to allow for slower responses from the
patient if necessary. Second, the inter-trial interval was randomly varied from 1 to 1.4
second (in intervals of 100 ms) (instead of the longer ITI necessary for fMRI). Third, the
patient was asked to respond using his left hand (index or middle finger), so we could
sample ECoG from right primary motor cortex. (Note that this change is unlikely to change
the results related to the stopping network since its right-laterality seems to be independent
of hand used (Chambers et al., 2006; Konishi et al., 1998; Swann et al., 2009).) Fourth, the
patient completed 7 blocks (96 trials each) of the task (since more trials are necessary for
ECoG compared to fMRI).

Data were collected using an EEG 1100 Neurofax clinical Nihon Koden acquisition system
recorded at 1000 Hz sampling rate. Trial onsets for the behavioral task were sent to the
ECoG data acquisition computer via transistor–transistor logic pulses. Behavioral responses
were recorded via button responses made with the patient's left hand, on a keyboard. All data
were digitally re-referenced to a common average. This excluded channels with artifact or
frequent ictal activity.

The ECoG analysis was nearly identical to our previous report (Swann et al., 2009). In brief,
the data were filtered into 128 frequencies ranging from 2.5 to 250 Hz using a Gabor
wavelet procedure. The filtered data were then epoched according to events of interest and
averaged across trials. Analysis was time-locked to either the MS/NS cue or the stop signal.
Note that for the MS/NS go comparison, the NS_Go trials were twice as frequent as
MS_Go, so we randomly sub-sampled NS_Go trials to balance trial numbers. Omitting this
step did not change the results. A baseline correction with a baseline period of 500 ms in the
middle of the inter-trial interval was applied. Finally, the analytic amplitude for conditions
relative to baseline were converted to z-scores using a permutation-based method with event
indices randomly offset. To calculate z-scores for between condition comparisons (i.e.
MS_Go compared to NS_Go or MS_SS to MS_US), a permutation-based, label-swapping,
method was used. Where indicated, a “false discovery rate” (FDR) correction was applied to
correct for multiple comparisons. For a given electrode, values for all time-points,
frequencies, and conditions were considered for calculation of the FDR-corrected threshold.
For further details see previous reports (Canolty et al., 2007; Swann et al., 2009).

In addition, because of previous research highlighting low frequency activity and its
potential role in the network properties of these regions during stopping (Fries, 2005; Kühn
et al., 2004; Swann et al., 2011; Swann et al., 2009), an additional analysis was conducted to
closely examine low-frequency amplitude changes for rIFG and preSMA, as well as low-
frequency coherence between these two regions for stop trials (time-locked to the stop
signal). The amplitude changes were calculated in the same manner as described above
except here with a prestimulus baseline of −500 to 0 ms relative to the stop signal, to more
clearly visualize the instantaneous, task-related amplitude changes. Coherence is a measure
of event-related amplitude and phase, which is thought to reflect functional connectivity,
especially at low frequencies (Fries, 2005). It was computed using the corresponding auto-
spectra and cross-spectra and ensemble averaging across trials as shown below.

Here x and y refer to data from 2 channels. N is the number of trials and Wx(t,f) is the
complex analytic signal (dependant on time (t) and frequency (f)) obtained from filtering.
Significance was calculated using procedures analogous to the event-related amplitude
differences. For conditions relative to baseline z-scores were derived from a distribution
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created using 10000 iterations of mean coherence values time-locked to random events.
Between conditions (MS_SS vs MS_US) z-scores were calculated using a permutation
method where a distribution of differences was created using the label swapping procedure.

RESULTS
Experiment 1: fMRI study in healthy adults

Behavioral data—RT for MS_Go trials was 533 ms and for NS_Go trials was 404 ms and
this was a significant difference, t(15)=5.86, p<0.001, Table 1. This shows that participants
were using the MS cue to prepare to stop (c.f.Chikazoe et al., 2009b; Jahfari et al., 2009).
SSRT was estimated at 182 ± 50 ms. However, because of limited stop trials for some
subjects (who only performed one block of the task), SSD values did not always have time
to dynamically adjust to a 50% probability of stopping. Thus SSRT may not have been
estimated very accurately for some subjects.

Functional MRI
Preparing to stop: The contrast of MS_Go vs. NS_Go revealed significant activation of the
preSMA and the rIFG, as well as other regions of prefrontal cortex and the parietal and
temporal lobe in both hemispheres (z>2.3, p<0.05 whole-brain corrected, see Figure 1B, see
Supplementary Table 1 for full details). Because reaction times differed for these two
conditions the effect of RT variance on the brain activation was also examined by including
an additional regressor of RT. Significant activations in the preSMA and the rIFG in the
contrast of MS_Go versus NS_Go were still observed (z>2.3, p<0.05, cluster corrected).
These results are similar to other studies using tasks that examine preparing to stop
(Chikazoe et al., 2009b; Jahfari et al., 2009; Vink et al., 2005; Zandbelt and Vink, 2010). No
significant activation was found for the contrast of NS_Go vs. MS_Go.

Outright Stopping: The contrast of MS_SS vs. MS_Go revealed significant activation of a
predominantly right hemisphere network including the rIFG, parietal cortex, auditory cortex
and other regions (z>2.3, p<0.05 whole-brain corrected, see Figure 1C and Supplementary
Table 2 for full details). The activation pattern was consistent with prior studies of standard
stop signal and Go/NoGo tasks (Aron et al., 2007; Aron and Poldrack, 2006; Cai and Leung,
2009; Chevrier et al., 2007; Garavan et al., 1999; Kenner et al., 2010; Konishi et al., 1998;
Leung and Cai, 2007; Rubia et al., 2003; Xue et al., 2008). However, whereas those studies
showed preSMA activation during outright stopping, here it was not detected, even when
using a small volume correction for the anatomically defined preSMA region, and even with
a lower threshold (z=1.6). A difference between the current task and those studies was that
here outright stopping occurred in the context of preparing to stop. However, another study
that examined preparing to stop, did show preSMA activation for outright stopping
(Chikazoe et al. 2009). In that study, though, there was a 25% chance of a stop signal given
a cue that stopping may occur, whereas here the probability was 50%. Thus, participants
might have been in a greater state of stopping readiness in this paradigm, even on MS_Go
trials, which could reduce the MS_SS vs. MS_Go difference, at least for preSMA. Another
possibility is that we may have been under-powered, perhaps due to low-trial numbers, to
see preSMA activation, especially if it is a subtle effect. Regardless, the current results
establish for this particular behavioral paradigm that both the preSMA and the rIFG are
activated when preparing to stop, and, that consistent with prior studies, the rIFG is activated
for stopping outright.

Experiment 2: Case study
Behavior—Mean RT was 618 ms for MS_Go trials and 491 ms for NS_Go trials and this
was a significant difference, t(334) = 6.38, p<.001, Table 1. The average SSD was 379 ms
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and SSRT was 239 ms. These values are comparable with the healthy adults in Experiment 1
and indicate that the patient performed the task well.

Macrostimulation results—Macrostimulation was carried out for all the dorsomedial
frontal electrodes (entire inter-hemispheric grid, IH 1–20, see Figure 2) in a pair-wise
bipolar fashion (e.g. inter-hemispheric electrodes (IH) 11 and 12). We found that stimulation
at electrodes IH 1, 2, 3, 11, and 12 produced `motor arrest' (Table 2). Electrodes 11 and 12
in particular were the only pair to show a bilateral cessation of movement. These findings
are consistent with previous macrostimulation studies that identified the anterior SMA along
with the rIFG as “negative motor regions” (Fried et al., 1991; Luders et al., 1988). Given
that stimulation at contacts 3,4 and 12,13 led to other effects, the electrodes that can be most
clearly characterized as belonging to the pre-SMA were electrodes IH 1,2, and 11, with
IH11 showing the most complete (bilateral) response characteristic of the anterior SMA/
preSMA region (Fried et al., 1991; Luders et al., 1988). All of these electrodes were within
the posterior preSMA, as localized by FreeSurfer parcellation (see Figure 2 for locations)
(Picard and Strick, 2003). Therefore, we focus on electrode IH11 for further analyses
(talaraich coordinates: 0, 12, 51, see Supplementary Figure 1).

DTI—Deterministic tractography using cuboid seeds placed on electrode locations
corresponding to the pre-SMA (i.e. IH 1, 2 and 11, 12) (Picard and Strick, 2003), revealed
independent projections from the preSMA to the lateral prefrontal cortex, the midbrain, the
medial prefrontal cortex and the medial parietal lobe. Strikingly, the connection to the lateral
prefrontal cortex was specifically to the IFG. Moreover, the electrodes that corresponded to
this connection most closely were IH11 (IH = inter-hemispheric) and LF16/15 (LF = lateral
frontal) (Figure 3A and see Supplementary Table 3 for additional tract information and
Supplementary Figure 2 for additional electrode locations). Although a white matter
connection between the preSMA and the rIFG has previously been revealed by probabilistic
tractography (Aron et al., 2007; Ford et al., 2010; Forstmann et al., 2010; Johansen-Berg et
al., 2004) the current finding provides greater spatial specificity, and links structure and
function in the same patient. Electrode IH11 was a contact at which macrostimulation
induced motor arrest, and, as we show below, LF16 is the IFG electrode with both the
clearest evoked potentials (when IH11 is stimulated) and the strongest ECoG responses
during task performance.

CCEPs—Low frequency stimulation of the inter-hemispheric electrodes (IH 1–20) was
carried out with concurrent high frequency sampling (1000 Hz) of the entire intracranial
array to examine the (functional) electro-physiologic projections from preSMA. We were
particularly interested in the connections to the lateral frontal cortex. To identify `direct'
connections, we restricted ourselves to evoked changes occurring within the first 30 ms
(Matsumoto et al., 2007; Matsumoto et al., 2004). These direct CCEPs were found to occur
in the immediate neighborhood of the stimulating electrodes (presumably mediated by U
fibers) but also remotely, in the lateral frontal lobe. The frontal lobe responses were centered
in the posterior inferior frontal gyrus (LF 9, 10, 15, 16), in the lateral premotor cortex (LF 3)
and in the middle frontal gyrus (LF1) (See Figure 3B and Supplementary Figure 3 for an
example CCEP trace). No other brain regions showed such large, rapid responses (i.e.
greater than 100 mV, within 30 ms). (For full details on the CCEP values for all channels,
including those outside the lateral frontal regions, see Supplementary Table 3 and
Supplementary Figure 2 for additional electrode locations). These findings provide
functional connectivity evidence to corroborate the structural connection between the
preSMA and the IFG. Importantly, the locations of the CCEPs in the lateral frontal cortex
were remarkably spatially specific and corresponded well with the tract termination in rIFG
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revealed by the DTI (i.e. LF16/15 see above) and with the ECoG results during task
performance (LF16 see below).

ECoG—In Supplementary Figures 4–7 we show results from all electrodes in the
anatomically defined preSMA and rIFG regions, however, in light of the above DTI and
CCEP results, here we focus specifically on IH11 (preSMA) and LF16 (rIFG).

Preparing to stop: preSMA and rIFG: For the preSMA, time-locked to the MS or NS cue,
there was an increase in high gamma band activity for both MS and NS trials (~70–250 Hz)
relative to baseline (the inter-trial interval) (Figure 4). This increase began (defined as the
point where the high gamma power first became significantly greater than baseline) after the
MS or NS cue and approximately 500 ms before the Go stimulus (arrow) was presented
(p<0.05 FDR corrected). The high gamma amplitude increase was much larger for MS_Go
than NS_Go (p<0.05 FDR corrected), although this difference did not reach significance
until after the Go stimulus.

For the rIFG, time-locked to the MS or NS cue, there was again an increase in high gamma
band activity for each trial type. However, the above-baseline increase began about 250 ms
after the Go cue, and the MS-NS difference did not emerge until about 500 ms later, around
the time of movement onset (p<0.05 FDR corrected).

Thus, there was an increase in high gamma amplitude, more so for MS_Go than NS_Go
trials, in both the preSMA and the rIFG, with the preSMA response began between the cue
and the go stimulus and preceding the rIFG response. We note that high gamma band
activity likely indicates local neuronal activity in each region (Conner et al., 2011; Crone et
al., 1998; Edwards et al., 2005; Logothetis et al., 2001; Miller et al., 2007a; Miller et al.,
2007b; Ray et al., 2008; Scheeringa et al., 2011). This provides complementary evidence to
the fMRI findings in Experiment 1 of preSMA and rIFG activity for preparing to stop.
However, it goes further by providing information about the relative timing of engagement
of these regions. The significance of preSMA activity preceding rIFG when preparing to
stop will be discussed below in relation to theories of action control.

Outright Stopping: preSMA and rIFG: While the high gamma band frequency points to
neural activity within a region, lower frequencies may be important for long-distance
communication between regions (Fries, 2005; van Elswijk et al., 2010; Womelsdorf et al.,
2007). Prior research has implicated the beta band (13–30 Hz) as a candidate for
communication in a putative prefrontal cortex/basal-ganglia network for action control
(Kühn et al., 2004; Swann et al., 2011; Swann et al., 2009). Our earlier ECoG study
specifically reported increases in the beta band in the rIFG when responses were stopped
(Swann et al., 2009). Here we aimed to (1) replicate this finding in a new patient (and with a
new task), (2) examine if beta amplitude also increases in the preSMA when stopping occurs
and (3) determine if there is coherence between the rIFG and the preSMA during stopping in
the beta band. Because we had this specific a-priori hypothesis, based on these previous
studies, we did not apply a FDR correction for these results.

Time-locked to the stop signal, beta amplitude increases (~16 Hz) were indeed observed in
both preSMA and rIFG beginning shortly after the stop signal (each region p<0.01,
uncorrected, see Figure 5), compared to a pre-stimulus baseline (−500 to 0 ms relative to the
stop signal). The beta response in rIFG was greater for MS_SS compared to MS_US trials
(p<0.05, uncorrected, see Figure 5). Although this is similar to prior results (Swann et al.,
2009) it is a more subtle effect, perhaps because of the increased expectation of stopping in
this paradigm relative to the standard stopping paradigm (here p(stop|MS cue) was 50%,
whereas p(stop) in the standard paradigm is usually ~25–33%). Unlike the rIFG, the
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comparison of MS_SS vs. MS_US was not significant for the preSMA. Also evident in
Figure 5 are differences in other frequency bands implicated in cognitive control, such as
theta (Cavanagh et al., 2009; Luu et al., 2004; Marco-Pallares et al., 2008; Trujillo and
Allen, 2007). Such findings are candidates for future exploration, however, because this was
a relatively weak effect for which we did not have an a-priori hypothesis, we do not discuss
it further here.

Thus, the response in the rIFG replicates our earlier results (Swann et al., 2009), and also
shows a similar increase in beta band activity for the preSMA following the stop signal (and
before SSRT), though there was not a significant difference for successful and unsuccessful
stop trials for this region. [Note that there were also high gamma amplitude increases for
outright stopping for both regions – these results are shown in the section below].

We examined task-related coherence between the preSMA and rIFG for MS_SS and
MS_US trials. There was a significant increase in coherence in the beta band after the stop
signal, but before SSRT elapsed, for MS_SS trials (p<0.01, uncorrected, see Figure 5), but
not for MS_US trials. The difference in coherence between MS_SS and MS_US trials in the
beta band was also significant (p<0.01, uncorrected, see Figure 5). Examination of phase lag
can theoretically inform the directionality of the interaction, but in this case, the phase delay
was near zero, suggesting overall network synchrony or that both regions may be driven by
a third, unmeasured, region(s) (potentially the subthalamic nucleus) (Swann et al., 2011).

Taken together, these observations provide further evidence that the preSMA and the rIFG
make up a structurally and physiologically connected circuit that is engaged in a task-related
fashion.

Outright Stopping: the wider cortical network: To provide a fuller picture of the relative
timing of preSMA and the rIFG, as well as other regions of putative interest for stopping
such as the temporo-parietal junction (Corbetta and Shulman, 2002), the superior parietal
region (Corbetta and Shulman, 2002), the auditory cortex, the middle frontal gyrus, and M1
(Swann et al., 2009) we examined high gamma activity for all electrodes in the right lateral
cortex and the dorsomedial region. We focused on the period of 150 ms before the stop
signal to 250 ms after it. Average high gamma (100 Hz) amplitude expressed as a z-score
was calculated for MS_SS trials compared to baseline (the inter-trial interval) for each 50
ms time window. Significant responses (p<0.01, FDR corrected) are shown in Figure 6.

The middle frontal gyrus showed sustained activity across the trial. This could reflect
working memory for the stopping rule (Goldman-Rakic, 1990; Muller and Knight, 2006;
Olesen et al., 2004; Petrides, 2000). The intra-parietal sulcus/superior parietal lobe was
active early in the trial, prior to stop signal onset, perhaps related to a putative role in top-
down attention (Corbetta and Shulman, 2002)(See Supplementary Figure 8 for more detail
and examination of this region during preparing to stop). In the more ventral region of the
temporo-parietal junction there was, by contrast, activity following the stop signal, in line
with its hypothesized role in bottom-up driven attention (Corbetta and Shulman, 2002) (See
Supplementary Figure 9 for more detail and examination of this region during preparing to
stop). Finally, both the (right) primary motor and primary auditory areas were active as
would be expected with a task involving left hand responses and an auditory stop signal.

This analysis provides a map of the disseminated components of the stopping network and
also complements the earlier results with the preSMA and rIFG (see Figure 5). The preSMA
was significantly active as far back as 150 to 100 ms before the stop signal, with very strong
activation occurring 50 to 0 ms prior to the stop signal and maintained past the estimated
point at which SSRT elapses. By contrast, the rIFG was weakly active 100 to 50 ms before
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the stop signal, but did not become strongly active until about 50 to 100 ms after the stop
signal, peaking between 100 and 150 ms, and then maintaining activation past the estimated
SSRT.

DISCUSSION
We aimed to clarify the roles of the preSMA and the rIFG in action control. We designed a
novel prepare-to-stop and outright-stop task, validated it with fMRI in healthy controls, and
then examined ECoG during this task for a single rare patient with subdural coverage of the
preSMA and rIFG. In healthy young controls fMRI showed that both the preSMA and the
rIFG were more active for MS_Go compared to NS_Go trials – i.e. in preparation for
stopping. By contrast, the rIFG alone was significantly active when comparing MS_SS and
MS_Go trials – i.e. for outright stopping. We used the same behavioral paradigm in a single
rare patient with intracranial grid coverage of both regions. In addition to task-related ECoG
this patient was evaluated using several other methods. First, macrostimulation in the
dorsomedial grid showed that only stimulation of the preSMA induced motor arrest. This
method pointed especially to preSMA contact IH11. Second, deterministic tractography
revealed that contact IH11 in particular had a projection to the rIFG region, with the
correspondence closest to electrode LF16/15. Third, low intensity stimulation combined
with simultaneous recording from all contacts showed that stimulation at IH11/12 induced
CCEPs within 30 ms in rIFG, with LF16 showing one of the strongest responses. Together
these results point to a structurally and functionally connected circuit between the preSMA
and rIFG, and they specifically identify IH11 and LF16 as electrodes of interest for task-
related ECoG. Examining these electrodes for preparing to stop showed high gamma
amplitude increases with preSMA's activity preceding that of rIFG. For outright stopping
high gamma amplitude changes were again detected and again these changes occurred
earlier for preSMA compared to rIFG. Furthermore, beta amplitude increases were also
observed following the stop signal with greater coherence between the two regions when
stopping was successful compared to when it was unsuccessful.

Preparing to stop and stopping outright: implications for theories of action control
For preparing to stop the ECoG results were mainly consistent with the fMRI results in
healthy controls. There was an increase in high gamma activity, the frequency most closely
associated with the BOLD signal (Conner et al., 2011; Logothetis et al., 2001; Scheeringa et
al., 2011), for MS_Go vs. NS_Go trials in both the preSMA and the rIFG. Importantly, for
MS_Go trials the preSMA response occurred even before the Go stimulus while the rIFG
response began only after the Go stimulus – thus the preSMA preceded the rIFG. This
timing difference speaks to different possible roles for each of these regions during action
control. Since the preSMA was active early on and temporally nonspecifically, we speculate
that it translates the stopping rule into the action system, and prepares other nodes in the
`network' to perform action control (Rushworth et al., 2004). Within this network the rIFG
may implement the action control by `putting the brakes' on behavior (Jahfari et al., 2009).
Such an account is in line with its observed activation around the response time. Thus rIFG
may play an inhibitory control role in slowing down response emission on a MS trial, and
stopping the response outright on stop trials, perhaps via connections with the STN (Kühn et
al., 2004; Swann et al., 2011; Swann et al., 2009). This interpretation of relative roles for
preSMA and IFG fits a recent TMS study of action control on switch trials (Neubert et al.,
2010). While their task differs from our own, it likely contains an `outright stopping'
component as the ongoing action is canceled in favor of an alternative one. The results
showed that preSMA was engaged 125 ms after a switch signal while the rIFG was engaged
at 175 ms. Further, disruption of preSMA with rTMS affected the functional connectivity
between the rIFG and M1. These results, like our own, are consistent with the possibility
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that the preSMA plays a general task-configuration role by mediating rIFG function in
action control.

A contrasting account argues that the rIFG is important for attentional monitoring/detection
(Hampshire et al., 2010; Sharp et al., 2010) while the preSMA implements inhibitory control
(Duann et al., 2009; Mostofsky and Simmonds, 2008; Sharp et al., 2010). It is possible that
the early preSMA engagement reflects `setting up the inhibitory control' (the gamma
response) and that rIFG monitors for the stop signal (gamma response) and detects it (beta
response) and then conveys this information to the preSMA (coherent beta activity) which
implements inhibitory control (beta response). However, the timing of action control in
Neubert et al (2010) speaks against this account, and we also note that TMS (Verbruggen et
al., 2010) and fMRI studies (Boehler et al., 2010; Cai and Leung, 2011; Chikazoe et al.,
2009a) suggest that the rIFG plays an inhibitory control role in addition to an attentional
one. Indeed, the presence of beta amplitude increases around the time of stopping in both
regions argues against an attentional orienting role alone for the rIFG.

The coincident beta activity and coherence in both regions also suggests a third possibility:
that inhibitory control is not implemented by the rIFG or the preSMA, but, rather, by the
network as a whole including the basal ganglia (Kühn et al., 2004; Swann et al., 2011;
Swann et al., 2009). Recently we reported that experimentally-induced modulation of the
basal ganglia (specifically the subthalamic nucleus) alters the cortical signature of stopping
in the beta band (Swann et al., 2011). This suggests that the beta band is important for long-
distance communication between frontal cortex and the basal ganglia when stopping is
needed, a notion supported by other observations of cortical-basal ganglia phase
relationships in the beta band (Fogelson et al., 2006; Sharott et al., 2005). The current results
are compatible with this `wider network' view because there was coherent activity in the
beta band for the preSMA and the rIFG, more so on successful stop trials, without clear
phase-lag differences.

A fourth possibility, also related to the wider network account, is that stopping is
implemented by the basal ganglia, perhaps specifically the subthalamic nucleus, and this
drives strong synchronization of beta activity within an overall connected preSMA/IFG/STN
network – i.e. the apparent coherence between the preSMA and rIFG may not reflect direct
communication so much as the influence of a third (potentially subcortical) source. Clearly
further research is required to tease apart these different theories of action control in relation
to the different `nodes' in this network.

The limitations of a single patient
As the ECoG study was based on a single, rare, patient (with both dorsomedial and right
lateral coverage), we are mindful that it is important to replicate these findings using ECoG,
MEG or other approaches and also to show that activity at the observed times is causally
important for behavior (e.g. using disruptive techniques such as TMS). Nevertheless, the
results in the patient show strong cross method consistency. There were tight relationships
for the preSMA/rIFG network with macrostimulation, CCEP, DTI and ECoG – something
that would difficult to establish in a group study without all these methodologies. They are
also consistent with the fMRI study in the 16 healthy participants performing the same task.
Taken together, the results provide further evidence for a structurally and functionally
connected network between the preSMA and the rIFG. They also go further than extant
reports in providing key information about the relative timing of preSMA and rIFG when
preparing to stop, and also about the coherence between these regions when outright
stopping is required.
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Summary and Conclusions
We show that macrostimulation of a particular locus in the preSMA induced motor arrest;
that lower intensity stimulation at this locus led to evoked responses at a specific locus in the
rIFG within 30 ms, and that both of these loci were connected by white matter. Further, we
showed, in the same patient, that these nodes of the structural/functional network were also
specifically engaged during task performance. The response at the preSMA preceded the
rIFG when preparing to stop. This is consistent with the theory that that the preSMA plays a
task-configuration function (e.g. to prepare the brain's network to stop) while the rIFG is
important for monitoring for the environmental need to stop and/or implementing inhibitory
control. When the stop signal occurred both the preSMA and the rIFG showed responses in
the beta band – a good candidate for inter-regional communication, and there was strong
coherence between these regions. We speculate that the different activity patterns in high
frequency (gamma) vs. lower frequency (beta) could reflect differences in recruitment of
individual regions and network properties, with higher frequencies being associated with
local neural activity and lower ones with long distance communication (Crone et al., 1998;
Edwards et al., 2005; Fries, 2005; Miller et al., 2007a; Miller et al., 2007b; Ray et al., 2008).
These results for outright stopping suggest that either these two regions work together to
achieve inhibitory control, or that inhibitory control is implemented via another node, such
as the basal ganglia, with subsequent synchronization of the overall connected network.
While the current results cannot clearly adjudicate between these different theories of action
control, they provide novel information about the relative timing of recruitment of the
preSMA and the rIFG and functional connectivity between them.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Highlights

- We used fMRI in healthy adults and multiple methods in a single epilepsy
patient.

- We studied the presupplementary motor area and right inferior frontal gyrus.

- The preSMA and rIFG are structurally and functionally connected.

- Gamma activity in preSMA occurs before rIFG in anticipation of action
control.

- Beta-band coherence between preSMA and rIFG occurs during action
control.
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Figure 1.
A. Task. Each trial began with a cue (“Maybe Stop” or “No Stop”). Then, a left or right
arrow (go signal) followed. Participants were instructed to quickly respond. On half the
“Maybe Stop” trials, a beep (stop signal) was presented shortly after the go signal.
Participants were instructed to try to inhibit their response when the beep was presented. B.
Brain activation for preparing to stop. The contrast is MS_Go vs. NS_Go (z>2.3, p<0.05
cluster corrected); C. Brain activation for outright stopping. The contrast is MS_SS vs.
MS_Go (z>2.3, p<0.05 cluster corrected).
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Figure 2.
Electrode locations for all electrodes in the preSMA and rIFG regions. IH =
interhemispheric, LF = lateral frontal.
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Figure 3.
A. Diffusion Tensor Imaging. Ipsilateral tracts between the preSMA and the right lateral
frontal cortex are shown (only fibers with a mean FA value of greater than 4 and a length >
20 mm were displayed). Note that IH11 (preSMA) specifically connects to LF16 (rIFG). B.
Cortico-cortical Evoked Potentials. Evoked potentials occurring within 30 ms following
stimulation of the IH electrodes overlying pre-SMA. Responses to 50 epochs were averaged
and are diagrammatically represented for each stimulating pair. Stimulating electrodes are
black, electrodes with no CCEPs are white. CCEP magnitude (peak) is represented by the
size and the time to peak of the CCEP is represented by the color of the spheroids placed at
site of the electrodes. Distinct and spatially specific responses were noted in rIFG and MFG
with pre-SMA stimulation.
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Figure 4.
ECoG: Preparing to stop for preSMA and rIFG. Gamma amplitude increases in preSMA
precede those in rIFG. Zero ms is the time of the MS/NS cue and 1000 ms is the time of the
go signal (indicated by the solid black line). The dotted line indicates mean RT. Z-scored
amplitude is expressed in color. All results significant at p<0.05, FDR corrected are outlined
(black indicates significance in positive direction, red indicates negative direction). Average
amplitude for gamma (90–130 Hz) is shown plotted over time in the bottom row.
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Figure 5.
ECoG: Outright stopping for preSMA and rIFG. There are beta amplitude increases in both
regions following the stop signal. Additionally, coherence between the two is greater for
successful compared to unsuccessful stopping. Zero ms is the time of the stop signal
(indicated by the solid black line). The dotted line indicated SSRT. For the top 2 rows, Z-
scored amplitude is expressed in color. All results that are significant (p<0.01, uncorrected,
for the conditions relative to baseline and p<0.05 uncorrected for the difference) are outlined
(black indicates significance in positive direction, red indicates negative direction). For the
bottom row Z-scored coherence values are expressed in color. All results that are significant
(p<0.01, uncorrected) are outlined (black indicates significance in positive direction, red
indicates negative direction).
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Figure 6.
ECoG: Outright stopping for the wider cortical network in the gamma band. Average high
gamma (100 Hz) amplitudes (z-scored) are shown in color (red for increases relative to
baseline, blue for decreases) for sequential 50 ms windows with 0 ms corresponding to the
stop signal. Only values significant at p<0.01 FDR corrected are shown. Electrodes for
which no data were available are indicated with a black circle.
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Table 1

Behavioral results.

Exp 1 fMRI: Mean (SD) Exp 2 ECoG: Mean (SD)

NS_Go ACC (%) 98.6 (1.8) 94 (N/A)

NS_Go RT (ms) 404 (42) 491 (138)

MS_Go ACC (%) 98.1 (3.6) 93 (N/A)

MS_Go RT (ms) 533 (91) 618 (225)

MS_Stop ACC (%) 69.9 (9.1) 49 (N/A)

MS_Stop SSD (ms) 281 (80) 379 (84)

MS_Stop SSRT (ms) 182 (50) 239 (N/A)

MS = Maybe Stop; NS = No Stop; ACC = Accuracy; SSD = stop signal delay; SSRT = Stop signal reaction time.
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Table 2

Macrostimulation results.

Electrode Pairs Current Behavioral effects

IH 1–2 3 Cessation of coordinated movement & articulation

IH 2–3 4 Cessation of coordinated movement & articulation

IH 3–4 5 Left leg flexion

IH 4–5, 5–6, 6–7, 7–8 10 No change

IH 8–9, 9–10 8 Visual hallucination: a pulsating phosphene in left inferior quadrant

IH 11–12 8 Cessation of coordinated movement (bilaterally) & articulation

IH 12–13 3 Left leg flexion

IH 13–14 4 Left arm and leg flexion and adduction

IH 14–15 4 Left arm abduction

IH 15–16 4 Left head versive movement, followed by whole body version

IH 16–17, 17–18, 18–19, 19–20 10 No change

The patient was tested at (i) rest (ii) while performing rapid hand closure and opening (such as making a signal for a flashing light) (iii) reading
aloud and reciting the English alphabet. Channels shown in bold correspond to the anatomically defined preSMA. Current is in milliamperes, IH =
interhemispheric electrodes (see Figure 2 for locations)
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