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Abstract

We present a finite element modeling (FEM) implementation for solving the

forward problem in electroencephalography (EEG). The solution is based on

Helmholtz’s principle of reciprocity which allows for dramatically reduced com-

putational time when constructing the leadfield matrix. The approach was

validated using a 4-shell spherical model and shown to perform comparably

with two current state-of-the-art alternatives (OpenMEEG for boundary ele-

ment modeling and SimBio for finite element modeling).

We applied the method to real human brain MRI data and created a model

with five tissue types: white matter, grey matter, cerebrospinal fluid, skull, and

scalp. By calculating conductivity tensors from diffusion-weighted MR images,

we also demonstrate one of the main benefits of FEM: the ability to include

anisotropic conductivities within the head model. Root-mean square devia-

tion between the standard leadfield and the leadfield including white-matter

anisotropy showed that ignoring the directional conductivity of white matter

fiber tracts leads to orientation-specific errors in the forward model.

Realistic head models are necessary for precise source localization in indi-

viduals. Our approach is fast, accurate, open-source and freely available online.
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Introduction

Identifying the sources of neuronal activity is a key step in many studies

using electroencephalography (EEG) or magnetoencephalography (MEG). The

problem itself is ill-posed as there can be an infinite number of solutions de-

scribing the origin of the neural activity that has been recorded [1]. There are

two problems to solve if one wants to identify the location of neuronal activity

from a set of electrode recordings. The first is known as the forward problem,

and its basis is building an electromagnetic model of the subject’s head. Once

this is created, one can attempt to identify neural sources by solving the inverse

problem. The inverse problem is essentially an optimization problem, where the

procedure is to work backwards from the scalp recordings in order to identify one

or more current dipoles which best explain the acquired data. In this paper we

focus on the forward problem, which has not been given a great deal of attention

in neuroimaging. Despite many published studies demonstrating high-quality

head models and forward modeling approaches [2, 3, 4, 5, 6, 7, 8], most func-

tional neuroimaging studies still rely on relatively poor quality electromagnetic

head models when performing source localization.

There are generally three types of head modeling methods. The first and

easiest is the simplification of the head to a spherical model. The second, and

most common, is boundary element modeling (BEM), in which distinct shells

of the head are meshed as two-dimensional surfaces and the volume in between

them is treated as distinct tissue types (e.g. BEM meshes may represent the in-

ner and outer borders of the skull). The third is finite element modeling (FEM),

which operates similarly to boundary element modeling with the exception that

meshes are constructed in three dimensions (e.g. using tetrahedra).

Researchers have learned to avoid oversimplified spherical head models, and

most now use boundary element solutions built-in to packages like SPM [9],

NFT [10], MNE [11, 12], and OpenMEEG [13]. Boundary element models are

known to perform quickly and with high accuracy, though they suffer some

drawbacks due to their geometric limitations. Simply put, these methods fail

in situations with complex geometries. Their largest fault is that they assume

isotropic conductivity within all regions of each tissue type, an assumption that

is well known to be incorrect [13]. Although efforts have been made to include
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anisotropic conductivity into BEM methods [14], it is technically very challeng-

ing.

Approaches for solving the forward problem aim to create what is known

as a leadfield matrix. The leadfield matrix allows for the computation of the

potential distribution on the sensors from a current source (e.g. synchronously

firing neurons) placed inside the brain. The relationship between the leadfield

matrix (L) and the remainder of the system can be written as:

Φ = L · j + n (1)

Where Φ is the recorded sensor potential, j is the neural source represented

as a current dipole, and n represents the noise in the system. An analytical

solution has been derived for obtaining the potential distribution on the surface

of an ellipsoid given an arbitrarily located current dipole [15, 16, 17]. The

analytical approach is used as the ground truth when testing new methods.

The most common approach to computing the leadfield, known as the direct

method, is to place several thousand current dipoles in the brain within the cor-

tical ribbon, oriented tangentially to the white matter surface. For each dipole,

the scalp potential is obtained by solving the forward problem. The leadfield

matrix is then created from the chosen dipole positions and the calculated sen-

sor potentials. Realistic finite element (FE) models of the human head require

hundreds of thousands of elements to provide accurate solutions. Due to the

high mesh complexity, the typical direct method for computing the leadfield

matrix becomes unreasonably slow for finite element models. To overcome this,

alternative methods for calculating the leadfield matrix, such as the adjoint[18],

subtraction [19, 20], and reciprocity [21, 22] approaches have been devised. The

approach taken here was derived from Helmholtz’s principle of reciprocity and

first applied to EEG by Rush and Driscoll [1, 21]. Reciprocity explains that the

roles of the dipole and sensor can be reversed, compared to the direct method. A

full leadfield matrix can be created by applying current between each sensor and

a ground electrode, and storing the electric field induced in each element of the

head model. In this framework only M−1 iterations of the forward problem are

necessary to create a leadfield matrix, where M is the number of sensors. The

direct method, in contrast, requires thousands of iterations to create a leadfield
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from a dense array of sources. A number of previous studies have demonstrated

the use of reciprocity for FEM solutions [22, 2, 3, 7]. This article draws heavily

on the work of Weinstein et al. for its basis [22].

It is well known that white matter fiber structures in the human brain

are highly directional (i.e. anisotropic) in both their structure and properties.

Diffusion-weighted imaging (DWI) allows for the quantification and modeling

of water movement within tissues and can be used to compute the anisotropy

profile of brain structures (e.g. by fitting a tensor at each voxel) [23]. It has also

been established that through a remapping of the tensor’s eigenvalues, electri-

cal conductivity can be approximated from the water diffusion tensor [24]. This

allows finite element models to include local information about the conductivity

of the tissues which boundary element methods are incapable of integrating.

To our knowledge there is currently only one freely available solution for re-

alistic FEM forward modeling - NeuroFEM, part of SimBio [25]. The developers

of NeuroFEM have created a number of forward solvers and efforts are under-

way to bring an easily accessible wrapper to MATLAB through integration with

Fieldtrip [26]. The installation and use NeuroFEM remains complex, though,

as it must be compiled directly by the user, and this is often non-trivial on mod-

ern operating systems. SimBio also relies on many outdated file formats which

makes interoperability difficult. There is also no standard or reproducible mesh-

ing procedure available in SimBio; in recent publications skin and skull meshing

has been performed, at least in part, using commercial software [8, 27].

We therefore aimed to create an alternative toolbox for accurate and fast

subject-specific finite element modeling in EEG studies. The approach was

evaluated using a four-shell spherical model and real data from a human subject.

We have developed our software in the open under a free software license and

welcome contributions from the community (see Technical Details).

Methods

We have split the methods section into three parts. The first describes our

implementation and approach to calculating the leadfield matrix. The second

section describes our evaluation of the approach against the analytical solution
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using a four-shell spherical model. The third section details our tests with real-

world MRI and DWI data.

Finite element reciprocity solution

In neuroscience patches of active cortex are often approximated as dipo-

lar current sources with extremely small distances between their poles. These

equivalent current dipoles have three-dimensional orientations and units of cur-

rent times length (A · m). The reciprocity principle explains that in order to

identify the voltage (φ) difference between any two points resulting from a sin-

gle current dipole (j), it is sufficient to know the electric field (E) at the dipole

location produced by injecting a known current (I) through two points (A,B).

φA − φB =
E · j
I

(2)

This allows us to switch the role of the dipoles and sensors compared to the

typical direct method. We place surface leads on the scalp and calculate the

electric field in each element of the grey matter. Given a dipole location and

orientation, using Equation 2 will provide us with each sensor potential, relative

to a ground electrode.

The forward problem is redefined for each source electrode and the FEM

calculations are performed using GetDP with the Galerkin approach. In-depth

mathematical details can be found in the Supplementary Material. The current

density, electric field, and potential are calculated at each element. The process

of creating and comparing the leadfield matrix, in practice, is as follows:

1. An arbitrary ground electrode is chosen by the user.

2. A unit current source is defined at one of the (non-ground) sensor loca-

tions.

3. The induced electric field in each element of the 3D mesh is calculated

with GetDP

4. Steps 2 and 3 are repeated for all non-ground sensors. The electric field

vector for each element is stored and these rows are later stacked to create

the leadfield matrix defined in Equation 3.

5. To calculate the potential on the sensors from a dipole at any given lo-

cation, one must first identify the mesh element (N) closest to the dipole
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location. The potential at each sensor caused by a dipole in that element

is the dot product of the dipole orientation vector (jN ) and the leadfield

vector (LN ) for the element (see Equation 1).

Once the leadfield is pre-computed, it is trivial to calculate the sensor po-

tential produced by a dipole in any element.


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1 L1,y

1 L1,z
1 · · · LN,x
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2

...
...

...
...

...
...

...
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M
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
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j1,z

...

jN,x

jN,y

jN,z


=


Φ1

Φ2

...

ΦM

 (3)

The benefits of reciprocity are clear, as the forward problem need only be

solved M − 1 times, where M is the number of EEG electrodes. In comparison,

the standard direct method requires a dense array (usually thousands) of dipole

sources (and independent calculations) throughout the grey matter.

Validation in a spherical model

In this section we compare our implementation with two other freely available

solvers, OpenMEEG and SimBio. We calculate two parameters: the relative

difference and relative magnitude. These parameters are used to describe the

error between the numerically calculated solution and the analytically derived

solution. The relative difference measure (RDM) is defined as:

RDM(Φ̃,Φa) = || Φ̃

||Φ̃||
− Φa

||Φa||
|| (4)

Where Φ̃ represents the potential on the electrodes computed numerically,

and Φa is the analytically calculated potential. The relative magnitude (MAG)

between these values is calculated using Equation 5:

MAG(Φ̃,Φa) =
||Φ̃||
||Φa||

(5)
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In these equations the norm (||Φ||) indicates the Euclidean (`2) norm over

the recorded electrode measurements. Relative difference in magnitude (RDM)

is better the closer it is to zero, whereas relative magnitude (MAG) should as

close as possible to 1.

Four spherical 2D meshes were created in Gmsh and volumetric meshes were

created between them. Volumes between the shells were considered to represent,

from inside outward, (i) brain, (ii) cerebrospinal fluid, (iii) skull, and (iv) skin.

The characteristic length of the triangular and tetrahedral elements was 3 mm

in the brain and 7 mm in the cerebrospinal fluid, skull, and skin. In total the

mesh contained 52,510 nodes and 336,000 elements. The same volumetric mesh

was used for simulations performed in SimBio.

Electrode locations were selected by creating a unit icosahedron, scaling

the vertex locations by the radius of the sphere (100 mm), and selecting the

closest tetrahedra of the spherical mesh. The number of electrodes depends

on the number of vertices in the icosahedron, which in this case was 42. The

spherical model is shown in Figure 1 and the conductivity values used can be

found in Table 1. A matching spherical boundary element model was created in

OpenMEEG [13] and the leadfield was calculated. The boundary element model

had 42 nodes and 80 triangles per spherical shell, for a total of 168 nodes and

320 elements. To enable comparison with the analytical solution, the leadfields

from OpenMEEG and SimBio were re-referenced by subtracting the value at

the user-selected ground electrode from all other electrode potentials. Probe

dipoles were placed at distances 4 mm apart from the centre of the sphere up

to the boundary between brain and CSF, oriented outwards, for a total of 22

probe positions. The RDM and MAG were calculated for OpenMEEG, SimBio,

and our implementation.

Application to real data

Participants Written informed consent was obtained from our subject in

accordance with the Declaration of Helsinki. The Ethics Committee of the Uni-

versity of Liège approved the study. Data used in the Supplementary Material

was acquired at the University of Tübingen and is freely available online [28].

Images were acquired on a 3 T head-only MR scanner (Magnetom Allegra,

Siemens Medical Solutions, Erlangen, Germany) operated with an 8-channel
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head coil. Diffusion-weighted (DW) images were acquired with a twice-refocused

spin-echo sequence with EPI readout at two distinct b-values (b=1000, b=2500

s/mm2) along 120 encoding gradients that were uniformly distributed in space

by an electrostatic repulsion approach [29]. This sequence is designed specifi-

cally to reduce the distortions induced by eddy currents in the diffusion-weighted

images [30]. For the purposes of motion correction, 22 unweighted (b=0) vol-

umes, interleaved with the DW images, were acquired. Volumes were acquired

with a repetition time (TR) of 6800 ms, an echo time (TE) of 91 ms, and a

field-of-view (FOV) of 211 mm2. Maximum slew rate was 400 mT/(m/ms) and

maximum gradient amplitude was 40 mT/m. No parallel imaging techniques

were used. The multi-channel head coil was used to increase the signal-to-noise

ratio, and not the speed of the acquisition. Volumes were acquired with a 6/8

partial Fourier factor. Voxels were isotropic with dimensions of 2.4 x 2.4 x 2.4

mm3 and volumes were acquired in 54 transverse slices using an 88 x 88 voxel

matrix. A high-resolution T1-weighted image was also acquired for each subject

(3D modified driven equilibrium Fourier transform, repetition time = 7.92 ms,

echo time = 2.4 ms, inversion time = 910 ms, flip angle = 15◦, field of view =

256 x 224 x 176 mm3, 1 mm isotropic spatial resolution).

Interleaved unweighted images from the diffusion sequence were realigned

to the first unweighted volume with a rigid body transformation using SPM8

(Wellcome Trust Centre for Neuroimaging, UCL, UK). Registration was per-

formed (rigid, mutual information) between the first unweighted volume and

each of the interleaved unweighted volumes (e.g. register b03 to b01). The

translation and rotation values between b01 and b022 were linearly interpolated

and applied to the weighted volumes. This put all the weighted images in align-

ment with the first b0 volume without the contrast problems of co-registering

weighted and unweighted images. Diffusion gradient vectors were rotated ac-

cordingly [31]. For each diffusion-weighted volume, a non-local mean filter was

applied [32] and noise was corrected using power image correction adapted for

multi-coil acquisitions [33]. No further corrections were applied to correct for

eddy current-induced distortions in the diffusion-weighted volumes because the

diffusion sequence did a sufficient job of suppressing them. Diffusion analysis

in this study was performed exclusively on the volumes acquired at b=1000
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s/mm2.

T1-weighted structural meshing The structural meshing pipeline is an

evolution of the “mri2mesh” Unix shell script provided in the Simulation of Non-

invasive Brain Stimulation (SimNIBS, http://simnibs.org/) package [28]. The

workflow begins with automated whole-brain segmentation of Freesurfer [34]. It

relies on MeshFix [35] for repairing, dilating, merging, smoothing, remeshing,

and otherwise modifying surface meshes of the various sections of the brain.

Broadly, the segmented regions of grey matter, white matter, cerebrospinal fluid,

skull, and skin are meshed in two dimensions and refined so that there are no

intersections between the meshes of each tissue type. These 2D meshes are then

processed using Gmsh [36] and used to create distinct 3D volume meshes for

each tissue compartment. The FEM node closest to each of the EEG electrodes

was obtained by computing the Euclidean distance between the sensor location

and the nodes of the scalp mesh. Electrodes were saved in the Gmsh mesh

file as new distinct physical volumes, so that they could be assigned as current

sources during the forward modeling. Figure 2 shows the surface and volumetric

meshes created for our subject alongside the original T1. The whole-head mesh

contained 857,011 nodes and 5,916,850 tetrahedral elements.

Mapping conductivity tensors Tensors were fit at each voxel using linear

least squares as implemented in the FMRIB Software Library [37] build 504. A

fractional anisotropy map was generated and linear registration was performed

to align the FA to the T1-weighted structural image. The tensors were then

registered to the structural image using the calculated transformation matrix

and rotated accordingly. Diffusion tensor eigenvalues were remapped to produce

conductivity tensors [38] using functions from Dipy [39]. The primary eigenvec-

tors and mean conductivity map were assessed to check that the tensors had

proper orientation and magnitude.

In order to include the diffusion tensors in the finite element structural

model, the centroid of all tetrahedrons in the white matter 3D mesh were

computed, and their location in the volumetric conductivity tensor data was

obtained. If the centroid of the element was within a voxel, and that voxel

had a fractional anisotropy greater than or equal to 0.1, then the tensor within

that voxel was assigned to the element. The fractional anisotropy threshold is
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used solely to prevent inconsequential tensors from being included, and not to

create a white matter mask. White matter elements whose centroids did not

lie in a voxel (e.g. due to differing fields-of-view between the T1 and the DWI)

were assigned isotropic conductivity values of 0.33 S/m. A coronal slice of the

head model including the primary eigenvectors of the conductivity tensor can be

found in Figure 3. The full conductivity tensor is taken into account within the

finite element model calculations, not just the anisotropy or principal direction.

In Table 4 we recorded the clock time and disk usage required to process the

described subject. These calculations were performed on a quad-core Xeon 2.6

GHz with 16 GB of RAM. The pipelines were run serially using a single CPU,

and the total processing time was roughly 24 hours.

Isotropic vs. Anisotropic conductivity Two leadfields were created:

one with isotropic conductivity (Liso) within the white matter and another

incorporating the conductivity tensors described above (Laniso). These two

leadfields were compared by computing the root mean square deviation (RMSD)

between the leadfield components, for each sensor-sink pair, in every element

(N) of the grey matter. The RMSD was computed for each direction (i) of

the electric field, because we felt averaging would ignore clear directional effects

induced by the brain’s white matter structure. The reader should recall that M

is list of EEG sensors.

RMSDN,i =

√∑
M (LN,i

iso − L
N,i
aniso)2

||LN,i
iso ||

(6)

This provides a method for visualizing the spatial distribution of the effects

of anisotropic white matter conductivity on the leadfield matrix. Areas of high

RMSD may be prone to source reconstruction errors in studies where isotropic

conductivity is assumed.

Residual function mapping We further tested our forward model by

calculating single-dipole residual fields for both the isotropic and anisotropic

leadfields. The residual function relays the misfit between the scalp potential

obtained from a pre-specified dipole and the potential that would be produced

if optimally oriented dipoles were placed in each element.

First, a current dipole is placed inside one element and the “measured” scalp

potential is obtained (Φ). Within each element, any dipole (j) will produce a
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scalp potential (Φ̂) that can be derived from the pre-computed leadfield (L):

Lj = Φ̂ (7)

The optimal location of a single dipole can be found by minimization of the

residual function (R):

R = (Φ̂− Φ)
T

(Φ̂− Φ) (8)

If Φ̂ is set to the measured potential (Φ), the best moment of this dipole is

given by Equation 9.

j = L+Φ (9)

Where L+ represents the Moore-Penrose pseudo-inverse (L+ = (LTL)
−1
LT )

of the leadfield matrix. Since the optimal orientation can be calculated in this

manner, the residual can be calculated as:

R = Φ̂T [I − LL+]Φ̂ (10)

The location of the global minimum of the residual function reflects the best

guess for the position of the dipole within the mesh.

Results

The relative difference (RDM) and relative magnitude (MAG) between our

method and the analytical solution across the 22 tested dipole positions can be

found in Figure 5. Summary statistics calculated from these data points are

available in Table 2.

We found that both our implementation and that of SimBio provide more

spatially stable and accurate solutions than the boundary element approach

available in OpenMEEG. At locations near the tissue boundaries (< 15 mm) the

OpenMEEG solution differed substantially (RDM > 0.05) from the analytical

solution, whereas both FEM approaches remained relatively accurate (RDM <

0.02). SimBio appears to be the most accurate approach overall as it marginally

outperforms our implementation on both RDM and MAG.

11



Notable jaggedness is present in the RDM and MAG plots for the GetDP

solution. This is because probe dipoles are snapped into the closest mesh ele-

ments (by Euclidean distance) in order to calculate the potential at the sensors.

SimBio and OpenMEEG, in contrast, provide continuous solutions. This issue

can be mitigated by reducing the characteristic length of the mesh elements (i.e.

increasing mesh resolution) or widening the probe dipole sampling distance to

a value larger than the characteristic length of the elements. In this case, we

chose to place dipoles every 4 mm because our tetrahedra were defined with

characteristic lengths of 3 mm.

In the human brain model, the incorporation of DWI-derived conductivity

tensors substantially influenced the leadfield matrices that were created. The

influence of incorporating anisotropic conductivity information into the leadfield

matrix was most pronounced in regions connected by large fiber bundles. As

shown in Figure 6, we found that the root mean squared deviation (RMSD)

between the “isotropic” and “anisotropic” leadfields followed the pattern of

major fiber tracts in the brain. Along the left-right axis (x direction), the largest

RMSD between isotropic and anisotropic leadfields was found in grey matter

regions connected by the corpus callosum. RMSD in the left-right axis was

also particularly high in the precuneus and occipital lobe. Along the anterior-

posterior axis (y direction), the largest RMSD was found near the anterior and

posterior cingulate. Along the inferior-superior axis (z direction), the largest

RMSD was found near the corticospinal tracts at both the mesencephalic and

cortical levels. The left-right RMSD showed the highest mean (0.378) and widest

deviation (0.237) between the isotropic and aniostropic leadfields, likely due to

the influence of the corpus callosum. The influence of anisotropy, measured as

the mean degree of error between leadfields, was smallest along the inferior-

superior axis (0.295). Table 3 shows the influence of anisotropy by direction.

In Figure 7 the residual function fields for a dipole in the left superior frontal

lobe are shown. The residual function in the leadfield with isotropic conductivity

showed a wider distribution of low residual values throughout the brain and

across hemispheres compared to the more realistic anisotropic head model. This

lack of specificity in the isotropic head model is likely to result in errors when

attempting to localize sources using an inverse solver.
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Discussion

Here we have demonstrated a solution for calculating the EEG leadfield ma-

trix using realistic, heterogeneous, and anisotropically conducting head models.

The accuracy of the current forward modeling method was validated by its agree-

ment with the analytical solution in a four-shell spherical model. The approach

was found to be perform better than the current state-of-the-art symmetric BEM

approach (OpenMEEG) and marginally worse than the only other available

FEM implementation (SimBio). The ability to take into account anisotropic

conductivity information was demonstrated with real human MRI data.

Two recent simulation studies have extended simple three-compartment head

models to complex six-compartment models step-by-step to study the effects of

modeling various aspects of the human head [8, 27]. Both studies also included

anisotropic conductivity information derived from diffusion tensors. They found

that anisotropic conductivity information has a strong effect on the EEG/MEG

forward model, second only to the effect of including a separate CSF compart-

ment and including distinct compartments for both grey and white matter [8].

It has now been established that current flows in the brain (e.g. following

transcranial direct current stimulation) along trajectories parallel to the primary

direction of the fiber tracts [4, 27]. Sources located deep in the brain, as well

as those bordering strongly anisotropic tissue, are misrepresented in EEG local-

ization when neglecting the effects of white matter anisotropy [4]. One recent

study that included an inverse analysis found that sulcal sources localized in

EEG studies may be mislocalized outside of the sulci if white matter anisotropy

is neglected [6]. The dipole shift for these sources tended to be parallel to the

principal direction of the nearby white matter. An earlier study estimated that

ignoring white matter anisotropy could lead to dipole localization errors greater

than 10 mm on average [3]. Our results show strong errors in the leadfield

nearby large white matter tracts. Deviation between leadfields in all directions

were more pronounced in sulci than gyri, reaffirming previously reported results

[6]. Anisotropic conductivity information should not be ignored in neural source

imaging studies.

While we have not yet integrated our approach with available inverse solvers,

we have shown that our forward model is stable and accurate. The meshing
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pipelines provided here may also prove useful for other types of finite-element

simulations, such as those evaluating neurotrauma mechanics [40]. The finite

element solution used during leadfield creation may also be adaptable for other

types of simulations, such as the modeling of transcranial direct current stimula-

tion. At present the toolbox is incapable of producing magnetoencephalography

(MEG) leadfield matrices. Reciprocity solutions for MEG leadfields have been

previously demonstrated [41], however, and this framework could be extended

to allow for their creation.

Our approach contains many advantages over other competing methods.

Whereas boundary element methods are usually restricted to nested shells [42],

finite element methods allow for complex geometry in the head models. This

means that an individual head model could be created, for example, for a patient

with a hole, fracture, or implant in their skull. Furthermore, our FE mesh is of

higher quality than many previous studies, as we use an unstructured tetrahedral

mesh, rather than structured hexahedral grids (used in e.g. [27, 6]). This

allows us to refine the mesh for more realistic calculations within highly curved

regions of the brain. It may also be beneficial to implement anisotropy-adaptive

mesh generation [43]. The non-uniformly tessellated mesh also sets the FEM

approach apart from finite difference methods (FDM). One such finite difference

reciprocity method has recently been demonstrated, though the publication only

reports results in a head model with four distinct tissue types, and does not

include realistic directional conductivity information [44].

There is one major electromagnetic property of the human head that we

have overlooked in this study: the conductivity profile of the skull. Errors in

skull segmentation are known to cause substantial issues in source localization

[45]. The skull is actually composed of three layers: one layer of spongy bone

encased by two layers of more compact bone, each with distinct conductivities

[46]. Furthermore, it contains some air cavities (e.g. near the sinuses), and varies

in thickness around the head [47]. It is also well known that the skull conducts

faster radially than tangentially, leading to a smearing effect on the recorded

scalp EEG [48]. It has recently been shown, however, that geometrical modeling

errors of the skull have a larger effect on electromagnetic source localization

than the conductivity model assigned to the skull region(s) [49]. At present our
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implementation uses a simple single-shell skull with an isotropic conductivity

of 0.0042 S/m (roughly 1/80th that of the grey matter) [48]. Segmenting the

skull into three compartments is difficult from T1-weighted MR images and

additional sequences may be necessary. Future avenues for reducing localization

error by improving the skull model are (i) including a three-layer model, and

(ii) including tensor-based anisotropy measures based on radial and tangential

skull conductivity measurements.

Skull and CSF segmentation guided by T1 and T2-weighted MRI is avail-

able in the processing pipelines (using BET [50, 51]), though they were not

demonstrated specifically here. A comparison of FE models generated from

a single T1-weighted image and an optimal set of four images (T1, T2, and

fat-suppressed T1/T2 images) is available in the Supplementary Information.

Qualitatively, the optimal set of images allows for more accurate segmentation,

but the mesh generated from a single T1 image does appear to be of sufficient

quality.

The primary disadvantage of our implementation versus those currently in

use is the computational requirements and data storage cost. It is clear from

our study and others, though, that accuracy in the conductivity model used

for forward modeling is imperative for realistic source localization. Data stor-

age issues for the triangular surface meshes may be mitigated in the future by

incorporating entropy-reduction techniques and entropy encoding. One such

available option is the OpenCTM format [52], which can losslessly encode trian-

gular meshes to 5-6% of their size in the commonly used Standard Tessellation

Language (STL) mesh format.

This work is a suitable basis for future finite element electromagnetic mod-

eling studies of the human head. It performs quickly and with better accu-

racy than the current state-of-the-art boundary element modeling approach,

and proves more stable near tissue boundaries. Its accuracy was found to be

comparable to that of SimBio, a mature package for electromagnetic finite ele-

ment modeling. Future work should interface this forward modeling approach

with common EEG inverse solvers so the FEM approach becomes more widely

adopted.
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Technical Details

The source code behind this manuscript is available at the online repository

service Github (https://CyclotronResearchCentre.github.io/forward/, GNU

GPL v2 software license). Minimum recommended system requirements are a

quad-core 2.0 GHz processor and 4 GB of RAM. Dependencies are Nipype [53],

Dipy [39], the FMRIB Software Library [37], Gmsh [36], and GetDP [54]. The

MRI data for the example subject demonstrated in this manuscript is automat-

ically downloaded when running any of the examples in the software package.

Input data files for the software are high-quality T1-weighted magnetic res-

onance images. T1-weighted images should have previously been segmented

using FreeSurfer[34], and the subject’s white matter surfaces, pial surfaces,

bias-corrected T1-weighted image, and segmented ROI map (using FreeSurfer-

ColorLUT labelling) should be available. If available, the pipelines will accept

an additional T2-weighted image, or a set of four images (T1, T2 and fat-

suppressed T1 and T2-weighted images), as in SimNIBS [28]. The tool will also

accept diffusion-weighted images so that conductivity tensors can be derived for

the subject. Diffusion preprocessing (e.g. correction for subject motion, eddy

current-induced distortions, and table vibrations) should be performed prior to

using the pipelines.

Primary output files are the leadfield matrix and volumetric head mesh

(Gmsh MSH). The leadfield, which can become several hundred megabytes,

depending on the mesh complexity, is stored as an HDF5 data file (The HDF

Group. Hierarchical data format version 5, 2000-2010. http://www.hdfgroup.

org/HDF5). Other outputs are the surface meshes of the skin, skull, cere-

brospinal fluid, ventricles, grey matter, and white matter. Volumetric masks

of the segmented structures are also provided in the NIfTI-1 data format. Part

of this work included migrating the SimNIBS meshing scripts to use Nipype [53].

The provenance tracking in Nipype allows users to easily stop and restart the

pipelines without any fear of lost data. This is enormously helpful for using and

improving long-running, complex pipelines. Furthermore, Nipype allows jobs to

be executed on distributed systems, such as cloud processing services, as well as

locally on multi-core systems. The meshes created from the structural meshing

pipeline can also be easily re-used in SimNIBS, if desired. If multimodal meshes
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are to be included in place of the T1-derived mesh (e.g. the skull segmented

from a CT scan), they must be centered at the RAS center (i.e. right, anterior,

and superior are the positive x, y, and z directions) of the T1 image used for

segmentation. The source code contains Gmsh example scripts for manually

creating the 3D mesh file.
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Figure Legends

Tables

Table 1: Conductivity values and radii of the 4-shell spherical model.

Shell Radius (mm) Conductivity (S/m)

Brain 85 0.33

Cerebrospinal Fluid 88 1.79

Skull 92 0.0042

Skin 100 0.33

Table 2: Summary statistics of RDM and MAG

Method RDM MAG

GetDP 0.013 (0.003) 1.033 (0.060)

OpenMEEG 0.125 (0.408) 1.345 (2.400)

SimBio 0.008 (0.002) 1.018 (0.031)

Summary of RDM and MAG values across varying dipole depths in the

spherical model. Values represent mean (standard deviation) See Figure 5.
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Figure 1: Spherical mesh example. A.) Sphere mesh geometry: Four-shell mesh including

brain, CSF, skull, and scalp. B.) Potential distribution across the sphere (V): Single solution

of the forward problem. Low potential is found at the sink electrode, and high potential

is found at the current source. C.) Current density distribution (A/m2), D.) Electric field

distribution (Volts/m). Colours in C and D are on a logarithmic scale.

Table 3: Summary statistics of RMSD between isotropic and anisotropic leadfields

Direction RMSD

Left-Right (X) 0.378 (0.237)

Anterior-Posterior (Y) 0.312 (0.188)

Inferior-Superior (Z) 0.295 (0.191)

Average 0.328 (0.125)

Summary of root mean squared deviation between leadfields created from

meshes with isotropic white matter conductivity and anisotropic white matter

conductivity tensors. Values represent mean (standard deviation) See Figure 6.

25



Figure 2: Human head model. A.) T1-weighted MRI image for our subject. B.) Surface

meshes: The head model output from the structural meshing pipeline consists of several 2D

shells representing the grey matter, white matter, cerebellum, ventricles, CSF, scalp, and

skin. C.) 3D volume meshes. Volumetric meshes representing scalp (light blue), skull (bright

yellow), ventricles (blue), cerebrospinal fluid (green), grey matter (orange), white matter (light

green), and cerebellum (yellow) are created from the 2D shells.

Figure 3: Coronal slice of head model. Primary eigenvectors of the conductivity tensor

are shown within the white matter. The 3D grey matter (orange), cerebrospinal fluid (green),

ventricles (blue), skull (yellow), and scalp (light blue) meshes are also shown.
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Figure 4: Whole-head example A.) Head model geometry: Four-shell mesh including brain,

CSF, skull, and scalp. B.) Potential distribution throughout the head (V). C.) Current density

distribution (A/m2). D.) Electric field distribution (V/m). Colours in C and D are on a

logarithmic scale.
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Figure 5: Accuracy comparison between forward modeling methods. Comparison

between the relative difference measure (RDM) and relative magnitude (MAG) for our FEM

reciprocity implementation (in blue), the FEM solution implemented in NeuroFEM/SimBio

(in red), and the symmetric BEM solution implemented in OpenMEEG [13] (in green). The

horizontal pink dashed line shows the analytical solution. Vertical black dashed lines show

the boundaries between tissue shells.

Figure 6: Root mean square deviation between leadfields created with and without

white matter conductivity tensors. Leadfield root mean square deviation maps show the

influence of including white matter conductivity tensors on the created leadfield matrices.

Colour is on a logarithmic scale.

28



Figure 7: Single-dipole residual fields Residual field for A.) the leadfield with isotropic

WM conductivity, and B.) the leadfield including realistic WM conductivity tensors. The

residual field is calculated by placing a single dipole within the mesh, and then obtaining the

difference between the scalp potential produced by this dipole, and the potential produced

by an optimal dipole placed in each other element, individually. The minimum of this field

represents the dipole position. As shown by the pink arrows, the residual minima bleed

further into the opposite hemisphere within the isotropic leadfield, compared to the more

realistic conductivity model.

Table 4: Computational cost and storage required for each step.

Task Time (HH:MM:SS) Disk Usage (GB)

Initial reconstruction 14:16:16 0.4

Structural meshing 04:05:11 2.4

Diffusion tensor processing 00:36:35 0.9

Electrode incorporation 00:01:00 0.6

Leadfield creation 04:21:17 19.5

Total 23:20:19 23.8

Initial reconstruction was performed with FreeSurfer 5.3 using the ”recon-all”

command with the option ”–autorecon-all”
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