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Abstract

Efficient speech perception requires the mapping of highly variable acoustic signals to distinct 

phonetic categories. How the brain overcomes this many-to-one mapping problem has remained 

unresolved. To infer the cortical location, latency, and dependency on attention of categorical 

speech sound representations in the human brain, we measured stimulus-specific adaptation of 

neuromagnetic responses to sounds from a phonetic continuum. The participants attended to the 

sounds while performing a non-phonetic listening task and, in a separate recording condition, 

ignored the sounds while watching a silent film. Neural adaptation indicative of phoneme category 

selectivity was found only during the attentive condition in the pars opercularis (POp) of the left 

inferior frontal gyrus, where the degree of selectivity correlated with the ability of the participants 

to categorize the phonetic stimuli. Importantly, these category-specific representations were 

activated at an early latency of 115–140 ms, which is compatible with the speed of perceptual 

phonetic categorization. Further, concurrent functional connectivity was observed between POp 

and posterior auditory cortical areas. These novel findings suggest that when humans attend to 

speech, the left POp mediates phonetic categorization through integration of auditory and motor 

information via the dorsal auditory stream.
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1 Introduction

Phonemes, the elementary units of speech, greatly vary in their acoustic structure when 

produced by different speakers in different contexts. The brain therefore faces a fundamental 

challenge of mapping highly variable acoustic signals to distinct phonetic categories. 

Although categorical perception of speech sounds is well documented, it remains unresolved 

how the brain accomplishes this many-to-one mapping. Specifically, it is unclear which 

cortical areas exhibit categorical speech processing and at what latencies from sound onset 

this occurs.

Current theories postulate that speech is cortically processed by parallel ventral and dorsal 

auditory streams (Rauschecker, 1998a, b; Wise, 2003; Hickok and Poeppel, 2007; 

Rauschecker and Scott, 2009). The ventral stream, involving superior-to-middle temporal 

areas and terminating in pars triangularis (PTr; roughly corresponding to Brodmann area 

[BA] 45) of the inferior frontal gyrus (IFG), has been suggested to process speech signals for 

comprehension, whereas the dorsal stream, projecting from auditory cortex via the 

temporoparietal junction to premotor cortex (PMC) and pars opercularis (POp; BA 44) of 

IFG, has been proposed to mediate a mapping between auditory and articulatory-motor 

representations (Rauschecker, 2011). Given that each human has a repertoire of potential 

speech gestures which is less variable than the mass of acoustic speech signals one has to 

categorize (Liberman et al., 1967; Liberman and Mattingly, 1985), it can be hypothesized 

that categorical speech representations (CSR) are found in the speech-motor areas (e.g. POp/

PMC) and that they guide speech categorization via the dorsal stream.

The sensorimotor nature of speech processing is supported by empirical findings whereby 

disrupting speech-motor areas with transcranial magnetic stimulation (TMS) impairs speech 

sound discrimination or categorization (Meister et al., 2007; Möttönen and Watkins, 2009; 

Sato et al., 2009; D’Ausilio et al., 2012; Grabski et al., 2013). Furthermore, stimulus-

specific adaptation (SSA) of functional magnetic resonance imaging (fMRI) signals revealed 

CSR in the left PMC (Chevillet et al., 2013), POp (Myers et al., 2009; Lee et al., 2012) and 

anterior insula (aINS) (Myers et al., 2009). Importantly, the categorical processing in these 

fMRI studies was task-independent, as subjects engaged in a listening task wherein phoneme 

category information was irrelevant.

Lower-level phonological processing areas in temporal and parietal lobes have also been 

implicated in categorical speech processing. FMRI-adaptation revealed CSR in the left 

supramarginal gyrus (SMG) when the auditory input was attended to (Raizada and Poldrack, 

2007). However, re-analysis of these same data with multivariate rather than univariate 

techniques revealed CSR in POp, rather than in SMG, with the discrepancy supposedly due 

to different spatial scales of cortical representations in different dorsal-stream areas (Lee et 

al., 2012). A further fMRI-adaptation experiment where subjects watched a film without the 

soundtrack and were under instruction to ignore the sounds found CSR in the left superior 

temporal sulcus (STS) (Joanisse et al., 2007). Electrocorticographic (ECoG) recordings from 

the posterior superior temporal gyrus (STG) revealed CSR during passive listening to speech 

sounds with small acoustic differences (Chang et al., 2010). The left mSTS was associated 

with phonemic perception being more strongly activated by familiar speech sounds than 
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acoustically (i.e. spectro-temporally) matched non-phonemic sounds (Liebenthal et al., 

2005). Further, a study using combined fMRI and electroencephalography (EEG) suggested 

that categorization of highly familiar (e.g. native) and newly acquired speech sounds rely on 

long-term representations in mSTS and short-term representations in pSTS, respectively 

(Liebenthal et al., 2010). Another fMRI-study identified category-selective responses to 

speech sounds in anterior superior temporal regions (Leaver and Rauschecker, 2010). In line 

with these findings, a recent meta-analysis localized invariant phoneme representations 

consistently in anterior-to-mid STG (DeWitt and Rauschecker, 2012).

As evidence for categorical perception of phonemes has been found both within the ventral 

and dorsal streams, it seems plausible that invariant representations are formed 

independently based on both spectro-temporal and articulatory-motor information (for 

review, see Rauschecker, 2012). An intriguing question is what determines the engagement 

of the two respective streams in speech categorization. Previous research has proposed a 

modulatory role for the dorsal stream in speech perception, particularly in the learning of 

new sound categories (Liebenthal et al., 2010), under adverse listening conditions (Osnes et 

al., 2011; Du et al., 2014), or during sublexical tasks, such as syllable discrimination 

(Hickok and Poeppel, 2007). However, none of these conditions were present in the above-

mentioned studies reporting CSR in the dorsal stream areas, which raises the possibility that 

the discrepant results between the ventral and dorsal stream involvement in speech 

categorization could be explained by differences in allocation of auditory attention. In 

support of this interpretation, a recent study using TMS and magnetoencephalography 

(MEG) demonstrated that the involvement of articulatory-motor areas in the early (<100 ms) 

processing of acoustic-phonetic features of speech depended on attention, while the longer-

latency auditory-motor interaction (>170 ms) occurred even when the subjects were under 

instruction to ignore the sounds and to focus on watching a silent film (Möttönen et al., 

2014).

Here, we used SSA and cortically-constrained MEG source estimates to infer the location, 

latency, and attention-dependence of CSR. Sounds from a phonetic continuum were 

presented to participants while they were performing a non-phonetic listening task and, in a 

separate passive recording condition, ignoring the sounds while watching a film without the 

soundtrack. The following questions were addressed: Are CSR observed in speech-motor 

areas regardless of auditory attention? Is the latency of CSR compatible with the proposal 

that phonological categories are accessed ~150 ms after sound onset (Salmelin, 2007)? Does 

the neural selectivity underlying CSR correlate with behavioral categorization?

2 Materials and Methods

2.1 Participants

All 22 subjects were right-handed and reported neither a history of hearing problems nor 

neurological illnesses. MEG data from four subjects were excluded from analyses due to 

poor a signal-to-noise ratio (SNR). This resulted in a final sample of 18 subjects (6 females; 

age mean ± SD = 25.3 ± 4.0, range 21–38 years). The experiment was approved by the 

Coordinating Ethics Committee of the Hospital District of Helsinki and Uusimaa, Finland.
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2.2 Stimuli

The present study utilized the same stimulus material as that in Chevillet et al. (2013), that 

is, a place-of-articulation continuum between the natural utterances /da/ and /ga/ (Fig. 1). 

Place-of-articulation refers to the point of maximum obstruction in the vocal tract in the 

articulation of a consonant. The stimuli were produced with the STRAIGHT toolbox 

(Kawahara and Matsui, 2003) for MATLAB (MathWorks), which allows for the parametric 

manipulating of the acoustic and acoustic-phonetic structure of natural voice recordings. The 

natural utterances were taken from recordings provided by Shannon et al. (1999). Two 

phonetic continua (or “morphlines”) were generated at 0.5% intervals between the /da/ 

and /ga/ prototypes: one for a male voice and the other for a female voice. Morphed stimuli 

were generated up to 25% beyond each natural utterance (i.e. from −25% /ga/ to 

+125% /ga/), for a total of 301 stimuli per morphline. The stimuli created beyond the natural 

utterances were qualitatively assessed to ensure their intelligibility and behaviorally verified 

in a categorization test (described below). All stimuli were resampled to 48 kHz, trimmed to 

300-ms duration, and root-mean-square normalized in amplitude. A linear amplitude ramp 

of 10-ms duration was applied to sound offsets to avoid auditory artefacts. Amplitude ramps 

were not applied to sound onsets so as to avoid interfering with the natural features of the 

consonant sound.

2.3 Discrimination behavior

Prior to brain imaging, the subjects completed a discrimination test to identify individual 

category boundaries. The discrimination thresholds of the subjects were measured at 10% 

intervals along both male and female voice continua. The adaptive staircase algorithm 

QUEST (Watson and Pelli, 1983), implemented in MATLAB using the Psychophysics 

Toolbox (Brainard, 1997; Pelli, 1997), was used to adjust the difference between paired 

stimuli based on subject performance. This allowed the measurement of the just-noticeable 

difference (JND) at each location (for both morph directions), which is known to have its 

minimum value at category boundaries. To diminish the risk that the subjects would 

categorize the sounds during MEG, the task on each trial was to report as quickly and 

accurately as they could whether the two sounds were exactly the same or in any way 

different without assigning them to a specific phonetic category. A maximum period of 3 

seconds was allowed for a response before the next trial started. In half of the trials, the 

paired stimuli were identical and in the other half they were different from each other. Of the 

pairs where the stimuli differed from each other, half represented a displacement in one 

direction along the continuum, and the other half a displacement in the opposing direction. 

In total, 560 trials were presented, with 20 conditions (10% intervals from 0 to 90% with 

displacements toward 100%, and 10% intervals from 10 to 100% with displacement toward 

0%) and 28 trials per condition.

2.4 Categorization behavior

After brain imaging, the subjects were asked to categorize the auditory stimuli along both 

morphlines to confirm the location of their individual category boundary as well as to 

measure its sharpness. Categorization was tested at 10% intervals from −25% (i.e. 25% 

past /da/ away from /ga/) to +125% (25% past /ga/ away from /da/). On each trial, the 
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subject was presented with a single sound and given up to 3 seconds to indicate as quickly 

and accurately as possible whether s/he had heard /da/ or /ga/. Each subject completed 15 

runs of 20 trials per condition, for a total of 300 trials per morphline. The resulting data were 

fitted with subject-specific sigmoidal functions to estimate boundary locations as well as 

boundary sharpness. The sigmoid was given by the generalized logistic curve:

f(x) = 1
1 + e− x − α /β ,

where x is the location along the morph line, α is the location of the boundary along the 

morph line, and 1/β is the steepness of the boundary (with lower values of β resulting in 

sharper boundaries).

2.5 MEG paradigm

To infer neuronal stimulus selectivity, the SSA paradigm was used. In SSA, two stimuli – an 

adaptor and a probe – are presented in succession in each trial, and the similarity between 

the two stimuli is varied between trials to investigate neuronal tuning along the dimensions 

of interest (Butler, 1972). In this setup, the attenuation of the response to the probe reflects 

the overlap between the neural populations responding to the adaptor and the probe, 

respectively. In the present study, the silent interval between the adaptor and the probe was 

500 ms and the interval between successive adaptor-probe pairs varied randomly and 

uniformly in the 5–7 second range. For each subject, four sounds along the morphline were 

selected on an individual basis according to the pre-imaging behavioral discrimination test. 

These sounds were combined into the following four adaptor-probe pairs defined by the 

acoustic-phonetic change and the phoneme category change between the adaptor and the 

probe: (1) identical sounds (ID), (2) 33% acoustic-phonetic difference, same category (33S), 

(3) 33% acoustic-phonetic difference, different category (33D), and (4) 67% acoustic-

phonetic difference, different category (67D) (Fig. 1). Thus, any difference in adaptation 

between 33S and 33D, which were equalized with regard to acoustic-phonetic dissimilarity, 

can be attributed to an explicit representation of the phoneme categories.

Brain regions containing category-selective neurons should show larger adaptation (i.e. 

reductions of the probe response in relation to the adaptor response) in the 33S trials than in 

the 33D trials, as the stimuli in each pair in the latter condition would activate different 

neuronal populations, whereas the same neuronal populations would be activated in the 

former condition. In this way, SSA enables the dissociation of phoneme category selectivity 

from mere tuning to acoustic-phonetic differences. On the one hand, category-selective 

neurons respond similarly to dissimilar stimuli from the same category but differently to 

similar stimuli belonging to different categories (Freedman et al., 2003; Jiang et al., 2007). 

On the other hand, in the case of tuning to acoustic-phonetic differences, neuronal responses 

gradually drop off with acoustic dissimilarity, without the sharp transition at the category 

boundary that is the hallmark of perceptual categorization. Morphlines were extended 

beyond the prototypes (25% in each direction) so that the actual stimuli used to create the 

stimulus pairs for each subject would span 100% of the difference between /da/ and /ga/ but 

could be shifted so that they were centered at the category boundary for each subject.
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To observe responses independent of overt phoneme categorization, the subjects were 

scanned while they performed an attention-demanding distractor task for which phoneme 

category information was irrelevant (from here on referred to as the ATTEND condition). 

For this reason, each presented sound in a pair persisted 30 ms longer in one ear than in the 

other. In ATTEND, the subject was asked to listen out for these offsets and to report whether 

the two sounds in the pair persisted longer in either the same ear or in different ears. The 

reporting was done by pressing a button either with the left or right hand, indicating either 

“same” or “different”. To disentangle activation resulting from categorical decisions from 

that associated with categorical motor activity (i.e. to average out the motor responses), the 

label of the left- and right-hand side responses alternated on each run (i.e. whether left-hand 

side response indicated “same” or “different”). For controlling the effect of attention, the 

subjects were additionally scanned while they watched a film without soundtrack (a wildlife 

documentary) and were under instruction to ignore the sounds (from here on referred to as 

the IGNORE condition). To diminish the possibility that data obtained in the IGNORE 

condition could be partly contaminated by prior exposure of the stimuli, the interval between 

the discrimination test and brain imaging was at least two days and on average 21 days.

Both ATTEND and IGNORE conditions comprised 512 trials (128 for each adaptor-probe 

pair). The trial order was randomized and the number of presentations between all stimuli 

was equalized. With an average 6-s trial duration, the measurement time per condition 

totaled ~51 min, which was divided into eight ~6.4-min blocks to prevent fatigue. The 

measurements were divided over two days (one condition per day), with the order 

counterbalanced across subjects. The auditory stimuli were delivered through insert 

earphones (Etymotic Research Inc., IL, USA), comprising plastic tubing and earplugs, with 

the sound level set at 65 dB.

2.6 MEG data acquisition and preprocessing

The MEG data were acquired with a whole-head 306-channel neuromagnetometer 

(VectorView, Elekta-Neuromag, Helsinki, Finland) of the MEG Core of Aalto 

NeuroImaging infrastructure at Aalto University. The device was situated in a magnetically 

shielded room, with a three-layer μ-metal and aluminum cover to attenuate effects of outside 

magnetic fields. An additional active noise-cancelation system was used. Before each MEG 

recording session, the locations of five head-position indicator (HPI) coils attached to the 

scalp were recorded with respect to three anatomical landmark points (the nasion and two 

preauricular points) using a 3-D digitizer (Isotrak, Polhemus, Colchester, VT). Additional 

scalp surface points (~30) were digitized to facilitate the coregistration with anatomical 

magnetic resonance (MR) images. Vertical and horizontal electro-oculograms (EOG) were 

used to detect eye blinks and movements. The MEG signals were band-pass filtered at 0.03–

330 Hz and digitized at 1 kHz sampling frequency. To compensate for the MEG signal 

changes due to movements, the head position of the subject was continuously tracked during 

the data acquisition by exciting the HPI coils at high frequencies (290–330 Hz).

During preprocessing, external noise was suppressed and head movements (estimated 

continuously at 200-ms intervals) were compensated using the signal-space separation 

method (Taulu and Simola, 2006) (Maxfilter, Elekta-Neuromag, Helsinki, Finland). MEG 
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signals time-locked to the onset of the stimuli were averaged across trials for each condition. 

Amplitudes were measured with respect to a 200-ms pre-adaptor baseline. Trials where the 

MEG gradiometer, MEG magnetometer, or EOG channel peak-to-peak amplitude exceeded 

3000 fT/cm, 4000 fT, or 150 μV, respectively, were rejected from the average. For each 

subject, more than 100 trials per adaptor-probe pair and per condition were included in the 

analyses. The averaged signals were band-pass filtered between 1 and 40 Hz.

2.7 Structural magnetic resonance imaging (MRI)

The individual MR images were acquired with a 3T scanner (Magnetom Skyra, Siemens) of 

the AMI Centre of Aalto NeuroImaging infrastructure at Aalto University. Coregistration 

between MEG data and MRIs was done by identifying the fiducial point locations in the 

MRIs. FreeSurfer software was used to reconstruct the cortical mantle from the MRI data 

(Dale et al., 1999; Fischl et al., 1999a).

2.8 MEG source estimation

The source currents were estimated at each cortical location by computing a depth-weighted 

minimum-norm estimate (MNE) (Hämäläinen and Ilmoniemi, 1994; Lin et al., 2006b). The 

MNE solution does not represent true brain activation but rather recovers a source 

distribution with minimum overall power that is consistent with the measured MEG signals. 

The forward solutions for all source locations were computed using a single-compartment 

boundary-element model (BEM) based on the information from individual structural MRIs 

and MEG sensor locations (Hämäläinen and Sarvas, 1989). The cortical surface of each 

subject was decimated to ca. 7000 source locations per hemisphere with an average 5-mm 

spacing between adjacent locations. A noise covariance matrix was estimated from 200-ms 

pre-adaptor stimulus baselines of the raw MEG data. Activity at each source location was 

estimated for each time point of the evoked response using an inverse operator computed 

from the forward solution and the noise covariance matrix. The source orientations were 

controlled with a loose orientation constraint (Lin et al., 2006a). In addition to MNEs, 

dynamic statistical parametric map (dSPM) estimates were generated (Dale et al., 2000). As 

a measure of signal-to-noise (derived through normalizing the MNE by the noise sensitivity 

at each cortical location), dSPM indicates the locations where MNE amplitudes are above 

noise level. Since individual MRI could not be obtained for one subject, a FreeSurfer 

average brain was used as a surrogate in this subject (by aligning the individual fiducial 

points to the fiducial points of the average head).

2.9 Spatiotemporal cluster analysis of evoked responses

Source analysis of evoked responses was conducted with a nonparametric randomization test 

based on spatiotemporal clustering (Maris and Oostenveld, 2007). The data were 

downsampled to 200 Hz and the individual cortical surfaces were morphed to a FreeSurfer 

average brain with 10242 dipoles per hemisphere (Fischl et al., 1999b). The medial wall of 

the cerebral cortex, as defined by an automatic parcellation (Desikan et al., 2006), was 

excluded from the analysis due to low SNR. To quantify the SSA effect, the adaptor-probe 

reduction rate R (i.e. strength of adaptation) was defined for a 500-ms time window as R = 

[adaptor response - probe response] / adaptor response.
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A t-value was calculated for each data point (i.e. dipole/time point) for the given contrast 

between pairing conditions with a two-sided paired-samples t-test. All data points with p-

value < 0.05 (uncorrected for multiple comparisons) were clustered on the basis of spatial 

and temporal adjacency. Cluster-level statistics were calculated by summing the t-values 

within every cluster and the maximum of the cluster-level statistics was used as the actual 

test statistic. A reference distribution of test statistics was produced by taking a thousand 

random partitions of the combined data across the conditions and calculating a test statistic 

for each partition. A multiple-comparisons-corrected cluster p-value was obtained by 

comparing the test statistic of the contrast of interest against the reference distribution. The 

null hypothesis of no difference between the conditions was rejected if p-value < 0.05. The 

analysis was performed in five consecutive 100-ms time windows starting from the probe 

onset and implemented with the MNE-Python toolbox (Gramfort et al., 2013; Gramfort et 

al., 2014).

For any observed cluster, a paired-samples t-test was conducted to reveal the differences in 

the reduction rates between the adaptor-probe pairs. The reduction rates were obtained by 

first morphing the observed cluster onto the individual cortical surface (Fischl et al., 1999c), 

extracting time courses by averaging over the source locations within the region of the 

cluster, averaging the time courses over the temporal extent of the cluster with respect to 

both adaptor and probe onsets, and finally calculating the adaptor-probe reduction rate as 

described above.

For any observed cluster exhibiting phoneme category selectivity, a correlation test was 

conducted to examine whether subjects who exhibited better behavioral categorization 

performance also exhibited stronger neural selectivity to phoneme categories. The 

behavioral categorization performance was measured after the scanning in a categorization 

test and quantified as the sharpness of category boundary (see Materials and Methods; Fig. 

2). The selectivity to phoneme categories was quantified as the percent change between the 

reduction rates in 33S and 33D (i.e. [R33S - R33D] / R33S). The reduction rates were obtained 

as in the paired-samples t-test (described in section 4.9). The Spearman rank correlation test 

was applied to examine the level of correlation.

2.10 Connectivity analysis

For estimating inter-areal connectivity, the phase slope index (PSI; Nolte et al., 2008) was 

computed from single-trial MNEs. PSI is based on the notions that the imaginary part of the 

coherency/cross-spectrum is insensitive to false connectivity caused by volume conduction 

(Nolte et al., 2004) and that the direction of information flow can be derived from the slope 

of the phase of the cross-spectrum. Accounting for the inevitable delay when distinct brain 

areas interact through a physical medium, PSI provides a robust measure of effective 

connectivity insensitive to common challenges in MEG connectivity analyses, such as low 

SNR and signal mixing due to volume conduction. MNE inverse solutions were first 

computed for all (max 512) artefact-free epochs (−200–500 ms with respect to adaptor 

onset) in the ATTEND condition. For estimating the cross-spectra, the epochs were then 

filtered with the continuous Morlet wavelet transform between 8–40 Hz with 4 Hz steps 
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(with the wavelet width linearly increasing from 1.5 to 7.5 cycles for the lowest to the 

highest frequency).

Since PSI is a signed quantity, indicating both the connectivity strength as well as the 

direction of information flow, the null hypothesis is simply that the values are drawn from a 

zero-mean distribution (Haufe et al., 2013). The statistical significance was determined with 

a nonparametric permutation test based on spatiotemporal clustering (Maris and Oostenveld, 

2007). A t-value was first calculated for each PSI (i.e. to test whether the mean differs from 

0) and all PSIs with p-value < 0.05 (uncorrected for multiple comparisons) were then 

clustered on the basis of spatial and temporal adjacency. Cluster-level statistics were 

calculated by summing the t-values within every obtained cluster and the maximum of the 

cluster-level statistics was used as the actual test statistic. A reference distribution of test 

statistics was produced by calculating a test statistic for one thousand random partitions of 

the data. A multiple-comparisons-corrected cluster p-value was obtained by comparing the 

test statistic against the reference distribution, with the null hypothesis that the mean equals 

zero rejected if p-value < 0.05.

PSIs were calculated between any observed speech-selective cluster and all other source 

locations (excluding the medial wall). Individual seed regions-of-interest (ROIs) were 

defined by first morphing the clusters onto the individual cortical surface and then applying 

functional constraints by selecting the sources within the clusters where the individual dSPM 

values exceeded a threshold of 6 (F-statistic) at any time within 500 ms after adaptor onset. 

Seed time courses were obtained by averaging across source locations within the seed ROI. 

Only the radial components of the seed time courses were kept and, depending on source 

orientation, sign-flips were applied to reduce signal cancellations. The analysis was 

performed with the MNE-Python toolbox (Gramfort et al., 2013; Gramfort et al., 2014).

3 Results

3.1 Behavior

The syllable discrimination test showed clear minima in the JND for morph differences in 

each direction for all subjects. The category boundary was inferred to be halfway between 

the two smallest JND measurements (one in each direction). The explicit phoneme category 

boundary measured in the syllable categorization test conformed with the JND minima (Fig. 

2). During the MEG scanning, the average performance in the non-phonetic listening task of 

the ATTEND condition across subjects was 84.8% (ID: 84.7 %, 33S: 85.2%, 33D: 85.4%, 

67D: 84.0%; with no statistically significant differences between the pairing conditions), 

indicating that the task was demanding and therefore minimized the chance that the subjects 

covertly categorized the stimuli in addition to performing the task. The long response times 

in this task (mean ± SD, all: 1267 ± 293 ms, ID: 1222 ± 280 ms, 33S: 1271 ± 312 ms, 33D: 

1286 ± 313 ms, 67D: 1305 ± 330 ms) in this task further validate its difficulty. The response 

times for ID were shorter than for 33S, 33D, or 67D (ID vs. 33S: t(17) = 3.20, p < 0.05; ID 

vs. 33D: t(17) = 3.99, p < 0.001; ID vs. 67D: t(17) = 4.28, p < 0.001). No statistically 

significant differences were observed between any other pairing conditions.
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3.2 Spatiotemporal cluster analysis of evoked responses

3.2.1 Selectivity for phoneme category—In the ATTEND condition, the contrast 

33S > 33D, indicative of phoneme category selectivity, yielded one cluster involving parts of 

the left aINS and POp (115–140 ms, p < 0.05; Fig. 3). Paired-samples t-tests revealed 

stronger release from adaptation in 33D compared to 33S (t(17) = 3.41, p < 0.01) as well as 

in ID compared to 33D (t(17) = 2.59, p < 0.05) and in 33S compared to 67D (t(17) = 2.17, p < 

0.05). The contrast yielded no significant clusters in the IGNORE condition.

3.2.2 Selectivity for acoustic-phonetic features regardless of phoneme 
category—Sharp acoustic-phonetic selectivity (i.e. 3*ID > 33S + 33D + 67D) was found in 

the ATTEND condition in an area involving parts of the left aSTG and pINS (235–275 ms, p 
< 0.05; Fig. 3). Paired-samples t-test showed that the release from adaptation in 33S, 33D, 

and 67D were each significantly stronger than that in ID (33S vs. ID: t(17) = 2.77, p < 0.05; 

33D vs. ID: t(17) = 3.13, p < 0.01; 67D vs. ID: t(17) = 3.87, p < 0.01). Two clusters exhibited 

broad acoustic-phonetic selectivity (i.e. ID + 33S + 33D > 3*67D) in the ATTEND 
condition: one in the left anterior temporal cortex (300–400 ms, p < 0.01; t-test, 67D vs. ID: 

t(17) = 2.16, p < 0.05; 67D vs. 33S: t(17) = 2.58, p < 0.05; 67D vs. 33D: t(17) = 2.23, p < 0.05) 

and the other in the left posterior temporal cortex (300–345 ms, p < 0.05; t-test, 67D vs. 33S: 

t(17) = 2.23, p < 0.05; Fig. 3).

Broad acoustic-phonetic selectivity was found also in the IGNORE condition, with one 

cluster located in the left middle temporal cortex (315–400 ms, p < 0.05; t-test, 67D vs. ID: 

t(17) = 2.37, p < 0.05; 67D vs. 33S: t(17) = 4.11, p < 0.001; 67D vs. 33D: t(17) = 3.41, p < 
0.01) and another in the left posterior temporal cortex (300–400 ms, p < 0.01; t-test, 67D vs. 
ID: t(17) = 2.25, p < 0.05; 67D vs. 33S: t(17) = 2.15, p < 0.05; 67D vs. 33D: t(17) = 2.64, p < 
0.05; Fig. 3). Sharp acoustic-phonetic selectivity was not found in the IGNORE condition.

3.3 Correlation between neural phoneme category selectivity and behavioral phoneme 
categorization

A significant positive correlation was found between the individual degree of phoneme 

category selectivity in the left aINS/POp and the ability to categorize the phonetic stimuli 

(Spearman r = 0.61, p < 0.05; Fig. 4). The categorization ability was measured behaviorally 

after brain imaging in a syllable categorization test (see section 2.4). Two outliers were 

removed from the analysis.

3.4 The effect of attending vs. ignoring the auditory input to speech processing

As differential results were obtained between the ATTEND and IGNORE conditions, an 

additional analysis was performed to examine the differences in the processing of speech 

sounds when the auditory input was attended vs. ignored. The stimulus categories were first 

combined into one category and responses between ATTEND and IGNORE conditions were 

contrasted in five consecutive 100-ms time windows starting from the adaptor (not probe) 

onset (and therefore being unaffected by the repetition suppression). The contrast yielded 

five clusters, all indicating stronger responses in the ATTEND condition (Fig. 5): (1) ~ left 

IFG (120–170 ms, p < 0.05), (2) ~ left IFG / PMC (200–300 ms, p < 0.01), (3) ~ right PMC / 

middle frontal gyrus (200–300 ms, p < 0.05), (4) ~ right inferior temporoparietal cortex 
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(200–300 ms, p < 0.05), and (5) ~ left dorsal PMC / superior parietal cortex (300–400 ms, p 
< 0.05).

3.5 Effective connectivity during speech processing

Connectivity tests were conducted to determine the cortical areas to which the speech-

selective areas are effectively connected. The analysis was restricted to the range 100–400 

ms after adaptor sound onset and performed in 100-ms time windows. In the 120–170 ms 

range, the speech-selective region in the posterior temporal cortex showed significant 

connectivity with an area involving the left POp and PMC (p < 0.05; Fig. 6). The direction 

of information flow was estimated as going from the posterior temporal cortex to POp/PMC. 

No significant connectivity was found with respect to any other speech-selective cluster.

4 Discussion

The present study investigated which cortical areas support categorical speech processing, at 

what latencies from sound onset such processing occurs, and whether it depends on auditory 

attention. MEG was recorded while participants, presented with paired sounds from a 

phonetic continuum, (1) engaged in an attention-demanding listening task wherein phoneme 

category information was irrelevant and (2) ignored the same sounds while watching a film 

without the soundtrack. Recent findings imply that frontal premotor structures, and more 

generally the dorsal auditory stream, support speech categorization (e.g. Alho et al., 2012; 

Chevillet et al., 2013; Alho et al., 2014). The results presented here corroborate these 

findings, revealing CSR in left inferior frontal areas. For the first time, our findings show 

that these category-specific representations are activated at early latencies (115–140 ms), 

compatible with the known speed of perceptual phonetic categorization (Salmelin, 2007; 

Bidelman et al., 2013). As further novel findings, we observed that these representations 

depend on auditory attention, correlate with the participants’ ability to categorize the 

phonetic stimuli, and show concurrent functional connectivity with left posterior auditory 

cortical areas.

4.1 Neural selectivity for phoneme category in POp

Phoneme category selectivity was found in a left-hemisphere area involving POp and aINS 

(Fig. 3). The effect was present only when attention was directed to the auditory input, not 

when the subjects ignored the sounds while watching a silent film. Importantly, as the task in 

the attention condition diverted attention from the phonetic features, the observed category 

selectivity can still be considered task-independent. The relatively early latency of the effect 

(<140 ms) is in agreement with the proposal that access to phonological categories occurs at 

~150 ms after stimulus onset (Salmelin, 2007) and suggests that these representations might 

drive the categorization.

Our findings are consistent with previous fMRI-adaptation studies showing CSR in speech-

motor areas when the paradigm required attention to the auditory input (Chevillet et al., 

2013; Lee et al., 2012; Myers et al., 2009), but not when the auditory input was ignored 

(Joanisse et al., 2007). A recent MEG study reported adaptation effects indicative of CSR in 

the left pSTS/pSTG between 430–500 ms after sound onset (Altmann et al., 2014). However, 
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the participants were actively discriminating the sounds, which may explain the discrepancy 

with our results, considering that the left STG is more strongly activated in sublexical speech 

perception experiments where participants engage in an active decision task compared to 

passive listening or non-phonetic listening tasks (Turkeltaub and Coslett, 2010). Also, due to 

the long latency of CSR in Altmann et al. (2014), the study does not decisively answer the 

question which cortical region(s) drive the categorization rather than reflect CSR as a result 

of projections from other regions. The latter is a concern especially in view of the fact that 

late evoked responses (>200 ms) seem to depend on cortical feedback connections (Garrido 

et al., 2007).

In interpreting the results, it has to be considered that in case any covert phonetic 

categorization occurred in the ATTEND condition, the discrimination of within-category 

sounds (33S) would presumably be more difficult than that of between-category sounds 

(33D), therefore making it possible that the differential activity in POp and aINS observed in 

the 33S vs. 33D contrast represents a difference in the engagement of executive functions 

rather than processing of phoneme categories per se. However, this alternative interpretation 

is refuted by the apparent difficulty of the non-phonetic duration discrimination task in the 

ATTEND condition (as reflected in the hit rate and response times, see section 3.1) together 

with the fact that no differences were observed in the performance (i.e. hit rate or response 

times) between the 33S and 33D sound pairs in this task. Further, the early latency (115–140 

ms) makes it unlikely that the difference between 33S and 33D could reflect any 

postperceptual processes, such as response selection or decision making.

Supporting the attention-dependence of the early premotor contribution to speech 

processing, we observed stronger responses to speech sounds in the left IFG between 120–

170 ms in the ATTEND compared to the IGNORE condition (Fig. 5). Previous studies have 

reported similar findings; for example, a recent TMS-MEG study demonstrated that 

involvement of articulatory motor areas in the early processing of acoustic-phonetic features 

of speech depended on auditory attention, whereas longer-latency auditory-motor interaction 

(>170 ms) occurred even when the subjects were told to ignore the sounds and to focus on 

watching a silent film (Möttönen et al., 2014). Another study showed that the IFG was 

engaged in the processing of degraded speech only when the subjects were attending to the 

stimulation (Wild et al., 2012). A potential confounding factor that needs to be 

acknowledged in the present ATTEND vs. IGNORE comparison is the acquisition of the 

data for these conditions on different days. The acquisition on separate days was deemed 

necessary to avoid subject fatigue (potentially compromising the data quality) resulting from 

overly long recording sessions. Any day-to-day fluctuation in responses within subjects 

should have increased noise and thus reduced possibility to observe significant effects. 

However, the high replicability of MEG responses (Hari and Parkkonen, 2008; Nenonen et 

al., 2010) together with the interference elimination and motion correction used in the 

present study mitigates this concern.

4.2 Neural selectivity for acoustic-phonetic features in temporal cortex

Selectivity to acoustic-phonetic features (without category-boundary effects) was found in 

the left temporal cortex (Fig. 3). An area just anterior to the auditory core (Heschl’s gyrus) 
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exhibited sharp acoustic-phonetic selectivity (i.e. release from adaptation for all except 

identical sounds). This finding is compatible with a previous fMRI-adaptation study 

showing acoustic-phonetic selectivity in an anterior region of auditory cortex (Chevillet et 

al., 2013) and with findings showing sharper tuning to sound frequency in anterior than in 

posterior auditory cortical areas (Jääskeläinen et al., 2004). However, similarly to the 

observed phoneme category selectivity, the effect was present only when the auditory input 

was attended to, therefore further highlighting the importance of auditory attention in the 

early processing of speech stimuli. Broad acoustic-phonetic selectivity (i.e. release from 

adaptation only in 67D) was observed, regardless of attention to the auditory input, in 

extensive lateral temporal lobe areas, involving parts of STG, STS, middle temporal gyrus, 

and inferior temporal sulcus. When interpreting the source localization of MEG signals, one 

has to take into account the selective sensitivity of MEG to sulcal sources (although see 

Hillebrand and Barnes, 2002).

Together, these results are consistent with studies indicating that phonetic recognition occurs 

in left anterolateral superior temporal cortex (i.e. the ventral auditory stream) (Binder et al., 

2000; Scott et al., 2000; Leaver and Rauschecker, 2010; DeWitt and Rauschecker, 2012). 

Our findings also support a functional distinction between temporal and frontal areas, in that 

temporal areas exhibit sensitivity to acoustic variation both within and between phonetic 

categories, whereas frontal areas show selectivity to phoneme category with insensitivity to 

within-category acoustic variation (e.g. Myers, 2007; Myers et al., 2009).

4.3 Correlation between neural phoneme category selectivity and behavioral 
categorization

The phoneme category selectivity found in our MEG measurements was positively 

correlated with performance in a categorization test conducted after the MEG session (Fig. 

4), thus implying that the underlying neural tuning properties predict behavioral phoneme 

categorization performance. Similarly, Chevillet et al. (2013) reported a correlation between 

behavioral categorization and neural phoneme category selectivity in the left PMC (located 

adjacent to POp). These results are in agreement with TMS studies demonstrating that 

disturbing the speech-motor system impairs speech sound discrimination (Meister et al., 

2007; Möttönen and Watkins, 2009; Sato et al., 2009; D’Ausilio et al., 2012; Grabski et al., 

2013) as well as with our recent MEG studies showing that speech categorization during 

scanning correlates positively with left PMC response amplitudes (Alho et al., 2012) and 

with functional connectivity strength between left PMC and auditory cortex (Alho et al., 

2014). Even though the present effect was located in the aINS and POp instead of the 

adjacent PMC (the site of stimulation in the abovementioned TMS-studies), these frontal 

regions are considered to be parts of the same articulatory network (e.g. Hickok and 

Poeppel, 2007). Further, modeling of TMS-pulse generated cortical currents has shown that 

the effects of TMS are more widespread on the cortical surface than has traditionally been 

believed (Ahveninen et al., 2013).

4.4 Effective connection from posterior temporal lobe to POp

Directed functional connectivity was observed from the left posterior temporal lobe to 

POp/PMC between 120–170 ms after sound onset (Fig. 6). We interpret this to reflect the 
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engagement of the dorsal auditory stream during speech processing and, consequently, the 

observed CSR in POp to reflect the result of sensorimotor integration whereby speech 

sounds are mapped onto the motor articulations likely to have produced them. This 

interpretation is supported by combined fMRI and diffusion tensor imaging (DTI) studies 

demonstrating a dorsal connection from posterior superior temporal cortex to POp (BA 44) 

and PMC (Frey et al., 2008; Frey et al., 2014), which supports sensorimotor mapping of 

sound-to-articulation, while a ventral pathway connects the anterior superior temporal cortex 

with PTr (BA 45) (Frey et al., 2008) and may be responsible for sound-to-meaning mapping. 

Also, a recent study using combined electrical microstimulation and fMRI to investigate 

primate frontotemporal effective connectivity found that while stimulating the frontal 

operculum (corresponding to human PTr and pars orbitalis of IFG) activated the anterior 

temporal lobe, stimulation of the more dorsal area F5 (corresponding to human POp and 

ventral PMC) activated more posterior temporal areas (Petkov et al., 2015).

Thus, a possible scenario to account for the present findings is that the CSR in POp 

constrain the acoustic-phonetic interpretation of the phonetic continuum into discrete 

categories via feedforward and feedback connections between auditory and premotor areas 

(Callan et al., 2004; Davis and Johnsrude, 2007; Hickok and Poeppel, 2007; Rauschecker 

and Scott, 2009; Rauschecker, 2011; Schwartz et al., 2012; Bornkessel-Schlesewsky et al., 

2015).

In addition to POp, we found CSR also in aINS, which has long been implicated in 

articulatory planning (Dronkers, 1996), auditory processing of vocalizations (Sander and 

Scheich, 2005; Remedios et al., 2009), as well as integration of auditory and motor 

information (Mutschler et al., 2009). Thus, the present data help to reinvigorate the view that 

the insular cortex represents an important, yet often overlooked, brain region involved in 

speech processing (Ardila et al., 2014; Oh et al., 2014).

4.5 Conclusions

Our results are very clear in identifying the left POp as the most distinct brain region for 

phoneme categorization. Indeed, the left POp exhibited early-latency (115–140 ms) 

phoneme category selectivity that was positively correlated with behavioral phonetic 

categorization. Taking advantage of our recording techniques, this finding demonstrates - for 

the first time - phoneme-category specific responses in the left POp that occurs early enough 

to coincide with phonetic perception. Furthermore, concurrent functional connectivity was 

observed between the left POp and posterior auditory cortical areas, which implies that 

phoneme category invariance arises from dorsal-stream-mediated integration of auditory and 

motor information. At the same time, due to its proximity with PTr (BA 45), which 

constitutes the endpoint of the auditory ventral stream, POp (BA 44) is in an excellent 

position to enable the transformation between an articulatory and a phonological code in the 

inferior frontal gyrus, as previously proposed by Rauschecker and Scott (2009). Finally, as 

an additional novel result, we found that the category-specific representations in the left POp 

depend on auditory attention.
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Figure 1: 
Examples of the auditory stimuli (displayed as spectrograms) and adaptor-probe pairs used 

in the MEG experiment. The anchor points for mapping from one stimulus to the other are 

denoted with circles (o). The arrows show how the stimuli were paired to probe selectivity to 

acoustic-phonetic features and to phoneme categories: ID, identical sounds; 33S, 33% 

acoustic-phonetic difference and same category; 33D, 33% acoustic-phonetic difference and 

different category; 67D, 67% acoustic-phonetic difference and different category. Modified 

from Chevillet et al. (2013).
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Figure 2: 
Group average results from the syllable discrimination and categorization tasks. The JND 

was measured at 10 percentage intervals along each morphline (male and female voice) both 

toward /ga/ (red curve) and toward /da/ (blue curve). The halfway point between the minima 

of the two curves predicts the category boundary, measured in a separate categorization test 

(black curve). Error bars indicate SEM.
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Figure 3: 
Neural selectivity for phoneme category and acoustic-phonetic features determined with 

spatiotemporal cluster analysis and visualized on the left-hemisphere inflated surface. The 

bar charts show the reduction rates for the four adaptor-probe pairs as well as the t-tests for 

the differences between these rates. The color coding indicates the temporal extent of the 

clusters, error bars indicate SEM, and asterisks indicate significant differences (*p<0.05, 

**p<0.01, ***p<0.001). ID, identical sounds; 33S, same category with 33% acoustic-

phonetic difference; 33D, different category with 33% acoustic-phonetic difference; 67D, 

different category with 67% acoustic-phonetic difference.
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Figure 4: 
Positive correlation between behavioral phoneme categorization and neural phoneme 

category selectivity in the left aINS/POp. Behavioral phoneme categorization was 

determined as category boundary sharpness, which was measured after scanning during a 

syllable categorization test (see section 2.4 and Fig. 2). The measurements were averaged 

over the male and female voice continua, and normalized. The level of neural phoneme 

category selectivity was quantified by the percent change in reduction rates between 33S and 

33D. The r and p denote the Spearman rank correlation coefficient and the corresponding p-

value, respectively. Black line represents the regression line.
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Figure 5: 
Stronger responses to speech sounds when the auditory input was attended to vs. ignored. 

The analysis was performed with spatiotemporal clustering and visualized on the left-

hemisphere inflated surface. The color coding indicates the temporal extent of the clusters. 

The time ranges indicate analysis time windows after the onset of the adaptor sound.
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Figure 6: 
Connectivity between the speech-selective cluster in the posterior temporal cortex (green 

circle) and the rest of the cortex during processing of speech sounds in the ATTEND 

condition. The observed positive PSIs indicate that information is flowing from the seed ROI 

to the cluster (arrow). The color coding indicates the temporal extent of the cluster, and the 

time ranges indicate latencies after sound onset. MTG, middle temporal gyrus; PMC, 

premotor cortex; POp, pars opercularis (of the inferior frontal gyrus); STG, superior 

temporal gyrus; STS, superior temporal sulcus.
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