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ABSTRACT

Multivariate pattern analysis (MVPA) in fMRI has been used to extract information from distributed cortical
activation patterns, which may go undetected in conventional univariate analysis. However, little is known
about the physical and physiological underpinnings of MVPA in fMRI as well as about the effect of spatial
smoothing on its performance. Several studies have addressed these issues, but their investigation was limited
to the visual cortex at 3 T with conflicting results. Here, we used ultra-high field (7 T) fMRI to investigate the
effect of spatial resolution and smoothing on decoding of speech content (vowels) and speaker identity from au-
ditory cortical responses. To that end, we acquired high-resolution (1.1 mm isotropic) fMRI data and additionally
reconstructed them at 2.2 and 3.3 mm in-plane spatial resolutions from the original k-space data. Furthermore,
the data at each resolution were spatially smoothed with different 3D Gaussian kernel sizes (i.e. no smoothing or
1.1, 2.2, 3.3, 4.4, or 8.8 mm kernels). For all spatial resolutions and smoothing kernels, we demonstrate the
feasibility of decoding speech content (vowel) and speaker identity at 7 T using support vector machine
(SVM) MVPA. In addition, we found that high spatial frequencies are informative for vowel decoding and that
the relative contribution of high and low spatial frequencies is different across the two decoding tasks. Moderate
smoothing (up to 2.2 mm) improved the accuracies for both decoding of vowels and speakers, possibly due to
reduction of noise (e.g. residual motion artifacts or instrument noise) while still preserving information at high
spatial frequency. In summary, our results show that — even with the same stimuli and within the same brain

areas - the optimal spatial resolution for MVPA in fMRI depends on the specific decoding task of interest.

© 2016 Elsevier Inc. All rights reserved.

Introduction

Functional magnetic resonance imaging (fMRI) is currently the most
popular non-invasive method to investigate human brain structure and
function. It indirectly measures neural activity primarily via the blood
oxygenation level-dependent (BOLD) effect. Standard univariate statis-
tical analysis (i.e. general linear model (GLM) analysis) of the task-
based fMRI data has been utilized to detect voxel-wise differences of
BOLD activation levels and, thus, to infer which brain areas are involved
in a certain task. In recent years, multivariate pattern analysis (MVPA)
has been used in fMRI to extract information from spatially distributed
activation patterns, which may go undetected in conventional univari-
ate analysis. Reliable decoding of information from fMRI data acquired
at 3 T has been demonstrated from activation patterns in different
brain areas (Haxby et al., 2001; Cox and Savoy, 2003; Haynes and
Rees, 2005; Kamitani and Tong, 2005; Kriegeskorte and Bandettini,
2007; Formisano et al., 2008). Different biophysical hypotheses have
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been proposed to explain the ability of MVPA on fMRI data to detect
information inaccessible with GLM. It has been suggested that MVPA
is sensitive to information encoded at the sub-millimeter scale of
neuronal functional columns. Such information, even if sampled at the
lower resolution of standard fMRI voxel sizes (e.g. 3 x 3 x 3 mm?>),
may be accessible by MVPA due to local variations and irregularities in
the columnar organization, resulting in weak but consistent biases in
fMRI responses of the different voxels (Boynton, 2005; Kamitani and
Tong, 2005; Haynes and Rees, 2006; Kamitani and Tong, 2006;
Kriegeskorte and Bandettini, 2007); this mechanism is, therefore,
named hyperacuity or voxel biased sampling. Alternatively, the transposi-
tion from high spatial frequency components of columns preferences to
lower spatial frequency of the fMRI signal may be attributed to the
cortical vasculature. This hypothesis is based on the fact that, using
the standard gradient echo (GE) MRI sequences, the fMRI signal stems
mostly from veins draining blood from a given tissue volume (see
Uludag et al., 2009). Thus, a specific vein could be more sensitive to
one neuronal population than another introducing a spatial bias.
Hence, this hypothesis is known as biased draining regions (Kamitani
and Tong, 2005; Gardner et al.,, 2006; Kamitani and Tong, 2006;
Kriegeskorte and Bandettini, 2007; Gardner, 2010; Kamitani and
Sawahata, 2010; Kriegeskorte et al.,, 2010; Shmuel et al., 2010).
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According to another hypothesis, MVPA may rely on large spatial
scale non-columnar organization (Op de Beeck, 2010), such as radial
preference maps (Freeman et al.,, 2011). Since MVPA represents a com-
putational scheme to non-locally average the fMRI signal, in this frame-
work, MVPA would be able to detect low spatial frequency information
too weak to be detected with univariate analysis.

Note that these hypotheses are not mutually exclusive (see Shmuel
et al., 2010; Swisher et al., 2010). Nevertheless, they do predict testable
effects of spatial smoothing on decoding performance. Op de Beeck has
shown that spatial smoothing does not deteriorate decoding perfor-
mance of objects and orientations from activation patterns in lateral
occipital cortex and V1, respectively (Op de Beeck, 2010). He
interpreted these results as an argument against hyperacuity and in
favor of large-scale organization. Further support for this hypothesis
comes from the finding that it is possible to decode across experimental
sessions performed in different days (Freeman et al., 2011). In contrast,
several studies (Swisher et al., 2010; Alink et al., 2013; Misaki et al.,
2013) demonstrated that spatial smoothing decreases decoding accura-
cies for orientation and ocular dominance from V1 data, suggesting
relevant information content at the individual voxel level. The few
investigations so far on the underlying mechanisms of MVPA on fMRI
data and the effect of spatial smoothing have been limited to the early
visual cortex. In addition, they have been restricted to a small set of
stimuli and decoding tasks (e.g. decoding of orientation, ocular domi-
nance, and direction of motion) and have yielded conflicting evidence.

The main goal of the current study is to investigate how information
at different spatial resolutions contributes to MVPA decoding. We
employed ultra-high field (7 T) fMRI to acquire high-resolution data
(1.1 mm isotropic), which were then reconstructed at different effective
spatial resolutions from original k-space data to evaluate the effects of
spatial resolution on MVPA decoding performance. Based on an experi-
mental paradigm and on stimuli that were used in a previous fMRI study
at 3 T (Formisano et al., 2008), we presented speech stimuli (vowels)
from different speakers and considered the single-trial decoding of
vowels and speakers from auditory cortical response patterns. Compared
to conventional 3 T fMRI, 7 T fMRI presents several advantages, such as
higher signal-to-noise ratio (SNR) and contrast-to-noise ratio (CNR),
and therefore the possibility of higher spatial resolution with lower par-
tial volume effects and greater spatial specificity (Yacoub et al., 2005;
Uludag et al., 2009; Polimeni et al., 2010). On the other hand, it presents
challenges such as larger distortions, sensitivity to motion, and larger
number of voxels to be handled by the decoding algorithm (Formisano
and Kriegeskorte, 2012). Therefore, we also investigated the effects of
temporal SNR, CNR, and head motion and of typical noise-reduction
steps (spatial smoothing) on MVPA performances.

Material and methods
Subjects

Ten healthy volunteers (seven females, age range 25-32) with nor-
mal hearing took part in this experiment. Informed consent was obtained
from all participants according to the approval by the Ethical Committee
of the Faculty of Psychology and Neuroscience, University of Maastricht.

Stimuli and task

We used the same auditory stimuli as in the study by Formisano
et al. (2008) consisting of three vowels (/a/, /i/, /u/) spoken by three
different speakers (sp1: female, sp2: male, sp3: male). For each of
these 9 conditions, three different tokens were included in order to intro-
duce acoustic variability. All stimuli were equated in length to 230 ms
and in sound intensity by matching their root mean square amplitude.
For more details about the stimulus properties, please see (Formisano
et al., 2008). Prior to the functional experiment, participants were famil-
iarized with the stimuli and were able to recognize the corresponding

vowels and speakers. During the fMRI experiment, subjects were
instructed to attentively listen to the stimuli while fixating a white
cross in the center of the screen. The stimuli were presented in the silent
gap between two subsequent image acquisitions (see below).

In order to ensure the engagement of the participants in both listen-
ing and fixating tasks, the participants performed a one back-task on the
speaker dimension irrespectively of the spoken vowel: 10% of the total
number of trials were catch-trials (signaled to the participants by the fix-
ation cross turning red for 100 ms), in which the subjects were asked to
report whether the speaker of the last heard sound was the same as the
previous one. Subjects performed the task by pressing a button with
either the index (“Yes”-answer) or the middle (“No”-answer) finger of
the right hand. Catch-trials were excluded from all subsequent analyses.

The sounds were played according to a slow-event related design
with a variable interstimulus interval (ISI) of 6-8 TRs (TR = 2500 ms,
average ISI 17.5 s). At the beginning of the fMRI session, the volume of
the stimuli was adjusted to a comfortable intensity level. The stimuli
were presented in the 500 ms silent gap via MR-compatible earphones
(Sensimetrics S14, Malden, MA, USA). After the experiment, all subjects
reported a clear hearing of the stimuli. Every run consisted of 5 trials for
each of the 9 stimulus conditions and 5 catch-trials, resulting in a total of
50 trials and a run duration of approximately 15 min. The order of
stimulus presentation was randomized within and across runs. Four
functional runs were acquired, leading to a total of 200 trials in the
whole experiment.

Data acquisition

Functional and anatomical images were acquired with a 7 T Siemens
Magnetom scanner using a 32-channel Nova Medical head coil. Four
high-resolution (1.1 mm isotropic voxel size) functional runs were
acquired using a gradient-echo (GE) EPI sequence (Moeller et al.,
2010) with the following parameters: TR 2500 ms, TE 22 ms, Partial
Fourier 5/8, GRAPPA 2, delay in TR 500 ms, multi-band acceleration fac-
tor 2 with blipped-CAIPIRINHA (1/FOV shift 4; Setsompop et al., 2012).
The sequence was optimized to maximize tSNR in the auditory cortex.
In two separate pilot runs of 140 volumes (~6 min, resting state), we
acquired the sequence with these parameters and additionally a variant
with GRAPPA 3, Partial Fourier 6/8 and TE 24.4 ms. The latter showed
less distortions and signal dropout only in the anterior and posterior
parts of the brain albeit with a lower tSNR in the auditory cortex
(23.27 versus 34.02, respectively).

In addition to the magnitude images, phase images were collected in
order to allow image reconstruction with lower voxel resolution (see
below for details). 48 slices were acquired centered approximately on
the superior temporal gyrus, covering the auditory cortex. One high-
resolution (0.7 mm isotropic voxel size) anatomical image covering
the whole brain was collected using MP2RAGE sequence (Marques
etal, 2010).

Data analysis: preprocessing and univariate analysis

Functional and anatomical data were preprocessed and analyzed in
BrainVoyager QX 2.8.2 (Brain Innovation). The four functional runs
were 3D motion corrected and coregistered to the first volume of the
first run through rigid-body transformation (3 translational and 3 rota-
tional parameters). Neither nonlinear transformation nor distortion
correction algorithm were applied to avoid interpolation confounds
in our comparison across resolutions. We visually inspected every
coregistered run and no large motion was observed. Linear and low-
frequency non-linear drifts up to 7 cycles per time course were removed
via temporal high-pass filtering. This cut-off frequency, corresponding
to a cut-off period of ~128 s, was adequate to the stimulus design and
analyses here employed (as estimated through spectral analysis of the
class stimulus design). For each subject, the anatomical image was seg-
mented at the gray-white matter boundary via an automatic procedure.
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The obtained segmentation was visually inspected and manually
corrected where necessary. Then, the anatomy was realigned in the
subject-specific native space of the functional data in order to avoid
any additional resampling and/or interpolation of the functional data.
Finally, the segmented anatomical image was inflated to create an
individual cortex mesh for each subject. The obtained inflated cortices
were used for mask creation and displaying purposes.

Standard univariate statistical analysis of the fMRI data was
performed for each subject using general linear modeling (GLM) of
the time series. Voxels with a mean EPI value lower than 100 a.u.
were excluded in order to prevent inclusion of cerebrospinal fluid
(CSF) voxels in the ROI. The design matrix consisted of a predictor for
each vowel and speaker combination convolved with a canonical
(double gamma) hemodynamic response function (HRF) in order to
account for the hemodynamic response delay. Contrast analysis was
performed for each binary comparison of vowels and speakers.

Data analysis: multivariate analysis

Multivariate analysis was performed on a single-subject basis in
anatomically defined masks including the superior temporal gyrus
(STG), Heschl's gyrus (HG), and superior temporal sulcus (STS). The
masks were delineated on the inflated cortex mesh in the native space
of each subject.

A linear support vector machine (SVM) (see below) was trained to
decode either the vowels (/a/ vs /i/, /a/ vs /u/, /i/ vs /u/) or the speakers
(/sp1/vs /sp2/, /sp1/vs /sp3/, /sp2/ vs /sp3/). In case of vowel decoding,
the trials were grouped according to the vowel irrespectively of the
speaker dimension (e.g. the class /a/ contained all the trials correspond-
ing to /sp1_a/, /sp2_a/, and /sp3_a/). In case of speaker decoding, trials
were grouped according to the speaker irrespectively of the vowel
dimension (e.g. the class /sp1/ contained all the trials corresponding
to /sp1_a/, /sp1_i/, and /sp1_u/). Three classes of 60 trials were obtained
in both cases. For each comparison, the classification was performed in
leave-one-run-out cross-validation. At each fold of the cross-validation,
3 runs were used for feature selection, feature extraction, and training of
the classifier and 1 run to test the performance. The details of each of
these stages are explained in the following paragraphs.

Feature selection

For the purpose of algorithm efficiency and interpretability of the
results, we further restricted the selection of voxels entering the classi-
fication by univariately choosing the n most active voxels per class. As
MVPA classification accuracy may depend on number of selected voxels
(Cox and Savoy, 2003), we let n vary between 50 and 10,000 voxels in
discrete steps (n = [50, 100, 200, 300, 400, 500, 600, 700, 800, 900,
1000, 1500, 2000, 3000, 4000, 5000, 6000, 8000, 10,000]) for a total of
19 levels of feature selection. The n most active voxels per class were de-
fined as the n voxels with highest t-values resulting from the GLM of the
training set. Note that the training set of a specific binary comparison
and a specific cross-validation fold contained the trials corresponding
to the two classes of that comparison and the 3 training runs of that
fold. Considering, for example, the binary comparison “/sp1/ vs /sp2/”
and the 1°' cross-validation fold (in which run no. 1 is used for testing),
all the trials corresponding to the stimuli /sp1_a/, /sp1_i/, and /sp1_u/
from the run nos. 2, 3, and 4 were included in the predictor of /sp1/
and all the trials corresponding to the stimuli /sp2_a/, /sp2_i/, and
/sp2_u/ from the run nos. 2, 3, and 4 were included in the predictor of
/sp2/. Once the GLM was performed, we selected the voxels having
the n highest t-value for the predictor /sp1/ and those having the n
highest t-value for the predictor /sp2/. The union of these two ensemble
of voxels, which was ranging between n and 2*n depending on the
amount of overlap between the two ensembles, represented the voxels
selected for that specific level of feature selection n and was passed to
the feature extraction stage.

Feature extraction

The preprocessed time courses of the selected voxels were divided
into single trials according to the time of presentation of each stimulus.
Each trial was normalized to the averaged value of the signal at 2500 ms
(1TR) and 0 ms before the stimulus onset to avoid biases due to global
changes in the baseline signal across runs or signal drifts within and
across runs. The obtained percent BOLD signal change was fitted with
an optimized model of hemodynamic response function resulting in a
[3-value for each trial and each voxels which was then used as a feature
in the classifier.

The HRF model used here was optimized to take into account poten-
tial difference in the temporal delay of the BOLD response. The optimal
delay for each voxels was calculated by averaging the hemodynamic re-
sponse across all trials and fitting it with a canonical HRF models whose
time-to-peak parameter was varied between 4.0 s and 6.0 s in step of
0.5 s: the time-to-peak giving the best fit (as estimated by F-statistics
of the regression) was chosen as optimal HRF delay of that voxel.

Classification

We used the linear SVM implemented in the Spider toolbox (http://
people.kyb.tuebingen.mpg.de/spider/) as supervised classification
algorithm with a fixed regularization parameter (C = 1; see Cortes
and Vapnik, 1995 for details of the algorithm). Training and testing of
the algorithm were performed in leave-one-run-out cross-validation:
3 runs (i.e. 45 trials per class) were used to train the classifier and 1
run (i.e. 15 trials per class) to test the performance. Voxel selection,
feature extraction, training, and testing were repeated 4 times for
all possible training and testing run combinations. The decoding
performance (generalization score) was assessed by averaging the
classification accuracies across the 4 folds of the cross-validation.

Finally, the entire classification procedure (including voxel selection,
feature extraction, training, and testing of the classification in cross-
validation) was repeated for each of the nineteen levels of feature
selection.

Statistical testing

The statistical significance of the decoding accuracies was
assessed at group level using non-parametric statistics. For each sub-
ject, we estimated the mean accuracy under the null hypothesis by
performing a permutation test with 200 permutations. Note that
this limited number of permutations does not allow reliable testing
for significance at the single subject level; however, it provides a
stable estimate of the mean of the null distribution, which is then
used in the second-level analysis. For each permutation, the labels
of the training dataset were scrambled using the randperm function
of MATLAB (MathWorks, Natick, MA, USA) and the classification proce-
dure repeated at the different feature selection levels. Using the same
labels at different feature selection levels allows correctly taking into
account the correlations of decoding performance among different
levels of feature selection.

In the second-level analyses, the accuracy curve (i.e. the set of accu-
racy values at all nineteen levels of feature selection) was considered in
a permutation test. In each permutation, we randomly swapped the
accuracy curve of one (or more) subject(s) between the tested model
and its null distribution mean and we counted the number of occur-
rences where the distance between the newly obtained group average
curves was larger than the original one. The test was performed with
an exact number of permutations nr_perm = 2N = 1024 (with N stand-
ing for number of subjects), which allowed to assess a minimum p-value
of 2710, For details of the permutation test at group level, please, see the
supplementary material.

Effect of spatial smoothing

In order to assess the effect of spatial smoothing of fMRI data on the
decoding performance, we spatially smoothed the data with a three-
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dimensional Gaussian kernel of full-width-half-maximum (FWHM) of
1.1,2.2,3.3, 44, and 8.8 mm. We performed the multivariate analysis
on the unsmoothed data and after smoothing with each kernel size.

Reconstruction of data at lower effective spatial resolution

The raw data of the EPI images are acquired in the k-space where
each k-value represents a sinusoidal spatial frequency. The inverse
discrete Fourier transform (DFT) of the k-space data yields a complex
image with both real and imagery components. These complex compo-
nents are generally converted into a magnitude and phase image.
Typical fMRI studies analyze only the magnitude image, while the
phase image is usually discarded (but see Balla et al., 2014 and refer-
ences therein). The original k-space data can be recovered by applying
DFT on the combined information of the magnitude and phase data.
The spatial resolution in the image space corresponds to the field-of-
view (FOV) in the k-space and vice versa.

In order to determine the influence of spatial resolution on the
decoding performance, we reconstructed the data at different lower
effective resolutions, as follows (see Fig. 1). First, for each slice, we
used both the magnitude and phase images collected at the original
high resolution (1.1 mm isotropic) to reconstruct the complex k-space
via 2-dimensional fast Fourier transform (FFT). Second, we retained a cen-
tral submatrix of the k-space and we substituted the rest of the k-values
with zero. In this way, we effectively removed the high spatial frequency
information while leaving the low spatial frequency information unaffect-
ed. Finally, we applied the inverse 2D FFT to obtain an image with the

Original high resolution data

182

Magnitude

0 91 182 o1
2D FFT |

0

182

91

Downsampling of the k-space

182 g

same nominal resolution albeit with high spatial frequency information
removed, i.e. lower effective resolution.

The original matrix size was 182 x 182 and the reconstructed ones
had non-zero k-space information in the central 91 x 91 and 61 x 61
submatrices leading to an effective in-plane resolution of 2.2 x 2.2 mm?
and 3.3 x 3.3 mm?, respectively. This approach mimics the acquisition
of fMRI data at different in-plane resolutions since the downsampling of
the data is performed in the complex k-space. However, zeroing the
external part of the k-space matrix, instead of cropping it, allowed us to
preserve the same matrix size and, therefore, the same number of voxels
in all analyses.

Note that the downsampling approach here presented is different
from smoothing techniques in the image space (such as Gaussian
smoothing), although both are filtering techniques. Gaussian smoothing
is an invertible operation, which attenuates high spatial frequency
components, but it does not eliminate them entirely (Kamitani and
Sawahata, 2010; Swisher et al., 2010). Our downsampling methodology
is a non-invertible operation, which directly manipulates the informa-
tion in the spatial frequency space by complete cut-off of the high-
frequency components. As a control analysis, the effect of resolution
was tested also using downsampling of the complex data through
cropping (see supplementary material for details and results). Impor-
tantly, not only the smoothing kernel is different for both approaches
but also the data on which these operations are applied (magnitude
vs. magnitude and phase data). Fourier transforming the magnitude
data would not yield the complex k-space sampled during fMRI acquisi-
tion and would, therefore, not allow mimicking acquisition at lower
(effective) spatial resolutions via zeroing/cropping its external part.

Lower resolution data

91

2D IFFT,

91
f Cropping

Lower resolution
Smaller matrix size

91 182
J zero-padding

Lower effective resolution
Same matrix size

182

2D IFFT, 91

91 182 0 91 182

Fig. 1. Pipeline of the reconstruction of the fMRI data at different spatial resolutions (see text for details).
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We preprocessed (motion correction, high-pass filtering, and spatial
smoothing) and analyzed the datasets at lower effective resolutions
following the same procedures as described above for the original
data. The effects of resolution and smoothing on decoding accuracies
were tested via a two-way repeated measures analysis of variance
using R (package ez, http://CRAN.R-project.org/package=ez).

Influence of tSNR, CNR, and head motion on MVPA

Standard machine learning techniques rely on estimating features
from a training set in order to predict labels in an unseen testing set.
In fMRI MVPA, this translates in the assumption that the experimental
stimuli drive the same pattern of activation through the entire duration
of the experiment from which training and testing dataset are extracted.
However, stimulus-related signal is modulated by instrumental noise
and subject-related noise, such as physiological fluctuations and motion
artifacts. In order to assess the influence of these factors on MVPA
performances, we investigated the relationship between decoding accu-
racies and a) temporal signal-to-noise ratio (tSNR), a measure of both
instrumental and physiological noise; b) functional contrast-to-noise
ratio (CNR), a measure of the strength of the activation signal with
respect to noise, and c) head motion.

tSNR of the fMRI signal in the auditory cortex was calculated as the
ratio between the mean fMRI signal and its temporal standard deviation
and averaged across all voxels in the mask. CNR was calculated as the
ratio between the standard deviation of the fMRI signal response and
the standard deviation of the baseline (Welvaert and Rosseel, 2013).
CNR was calculated only on the active voxels as defined in the feature
selection step of the decoding procedure. Head motion was quantified
on the basis of the rotation and translation parameters obtained from
the motion correction algorithm: each motion parameter was linearly
detrended; then, its standard deviation was calculated; finally, the aver-
age of the standard deviations of all parameters was taken as motion
index.

Voxel-wise tissue type ranking

To characterize the physiological origin of multivariate information
in fMRI, voxels were ranked according to their likelihood of containing
gray matter (i.e. micro-vasculature) or large blood vessels (i.e. macro-
vasculature). Such likelihood was calculated following the method in-
troduced by Shmuel et al. (2010). First, voxels were ranked separately
according to two different quantities: their EPI value and their BOLD
percent signal change. Both lower EPI values (with no apparent field
distortions and susceptibility artifacts in the ROI) and higher BOLD
percent changes indicate large veins (see Uludag et al., 2009). Then, a
global rank was built by averaging the “BOLD percent change rank”
and the inverse of the “EPI value rank.” Voxels were, thus, sorted accord-
ing to their most likely tissue type: from gray matter (low global rank)
to large vessels (high global rank) regions. For the rest of the paper,
we will call this global rank “blood vessels (BV) likelihood.”

Results
Univariate analysis

Univariate analysis showed significant BOLD signal activation
(Q[FDR] < 0.05 and cluster size threshold of 4 voxels; FDR stands for
false discovery rate) in the auditory cortex in response to the stimulus
sounds (Fig. 2), similar to Formisano et al. (2008). Outside the temporal
lobe, significant activation was observed in the frontal (Broca's area)
and parietal lobe. Pair-wise contrast analysis between speakers and/or
vowels did not show significant effects for any comparison (data not
shown).

Locally averaged BOLD responses to the sound stimuli exhibit large
variability in the shape and latency of the hemodynamic response in
different areas of the auditory cortex. In general, the fMRI responses
from the Heschl's gyrus and proximities have narrower response
width than the responses from the auditory belt areas (see Fig. 3).

q(FDR) < 0.050

8.00 W=
=

=
[==]
-
=
=
=
=
s

Fig. 2. BOLD activation in response to speech sounds as resulting from GLM analysis of unsmoothed data (single subject, statistical parametric F-map, Q[FDR] < 0.05, and cluster size
threshold of 4 voxels). Top row, transversal (TRA), and coronal (COR) view; bottom row, projection of the F-map on the inflated cortex (light and dark gray represents gyri and sulci,

respectively).
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Vowel and speaker decoding from the original data

Multivariate analysis was performed on the original fMRI data
(1.1 mm isotropic spatial resolution) after preprocessing with 2.2 mm
Gaussian smoothing. In the section “Effects of spatial resolution and
smoothing on decoding,” we will motivate this choice demonstrating
that smoothing using a kernel size of 2.2 mm yields optimal preprocess-
ing of the data.

Fig. 4 shows the group level results of vowel and speaker decoding
(left and right, respectively) performed on the data with resolution of
1.1 mm isotropic. For each binary comparison, we plotted the average
accuracy as a function of the number of voxels selected. The accuracy
curves of all models show a similar dependency on the number of voxels
selected: accuracy first increases with the number of voxels and then
reaches a plateau. In some cases, accuracy decreases for extremely
large number of voxels.

Every model was decoded above chance level as verified with
permutation tests at group level (chance level is represented in the
plots with thinner lines). Vowels could be robustly decoded reaching
an average accuracy of 64%, 62%, and 63% for /a/ vs /i/, /a/ vs /u/, and /i/
vs /u/, respectively (p < 0.001 for all comparisons, permutation test).
Speakers were decoded with a lower but significant average accuracy
of 57% for Sp1 vs Sp2 (p = 0.0029), 56% for Sp1 vs Sp3 (p < 0.001), and
53% for Sp2 vs Sp3 (p = 0.0049).

All vowels were decoded with comparable performances, while
decoding between the female speaker (Sp1) versus one male speaker
(Sp2 and Sp3) resulted in significantly higher accuracy than decoding

between the two male speakers: ‘Sp1 vs Sp2’ > ‘Sp2 vs Sp3’ with p-
value = 0.0137, ‘Sp1 vs Sp3’ > ‘Sp2 vs Sp3’ with p-value = 0.0059 (as
assessed via permutation test).

Effects of spatial resolution and smoothing on decoding

For each combination of spatial resolution and Gaussian smoothing
preprocessing, we repeated the entire multivariate procedure including
all levels of feature selection. For display purposes, we averaged the
group accuracies across the levels of feature selection and present
them in Fig. 5 by a surface as a function of spatial resolution and smooth-
ing kernel size.

The effects of resolution and smoothing on decoding accuracies were
tested via a two-way repeated measures analysis of variance. In the
vowel decoding case, both main effects and their interaction were
significant (main effect of resolution: F(2,18) = 10.14, p = 0.001;
main effect of smoothing: F(5,45) = 13.65, p < 0.001; interaction effect
between resolution and smoothing: F(10,90) = 2.67, p = 0.007). In the
speaker decoding case, only the main effect of smoothing was signifi-
cant (main effect of resolution: F(2,18) = 1.58, p = 0.233; main effect
of smoothing: F(5,45) = 4.45, p = 0.002; interaction effect between
resolution and smoothing: F(10,90) = 1.02, p = 0.433). Control analy-
ses (see supplementary material) were performed to assure that these
results were not biased by considering the average accuracy across the
levels of features selection, as they do not depend on the specific level
of feature selection considered.
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number of voxels selected. Each line represents the mean accuracy averaged across all the subjects and error bars represent the standard error of the mean. Thinner lines around 0.5

represent the corresponding results for the decoding with scrambled labels.

For both vowel and speaker decoding, the spatial smoothing
improved the decoding accuracies in case of moderate smoothing (up
to 2.2 mm), while more smoothing decreased them. This suggests that
the optimal preprocessing of the fMRI data for decoding analysis, at
least for the present data set, is obtained with a spatial smoothing of
2.2 mm FWHM 3D Gaussian kernel. For this reason, analyses in the
rest of the paper were performed on data preprocessed with 2.2 mm
FWHM Gaussian smoothing, unless otherwise specified.

Effect of spatial resolution on decoding

Fig. 6 illustrates in more detail the impact of acquiring fMRI data at
different spatial resolutions on decoding performances. Each curve of
the plots represents the group level decoding accuracy for each spatial
resolution, calculated as the average across the three models of vowel
or speaker decoding (left and right panel, respectively) and subjects.
The stimuli were decoded significantly above chance level (p < 0.01,
permutation test) at every resolution for both vowels and speakers.
However, the decoding performances for vowels and speakers showed
a different dependency on the effective spatial resolution of the
analyzed data. Vowel decoding accuracies significantly increased with
the increase in effective spatial resolution (OR1 > ER2 p = 0.0078,
OR1 > ER3 p = 0.0020, ER2 > ER3 p = 0.0498; permutation test; OR1
stands for original resolution 1.1 mm, ER2 for effective resolution
2.2 mm, and ER3 for effective resolution 3.3 mm). In contrast, speaker
decoding showed no significant accuracy differences between the test-
ed resolutions, although a tendency of higher accuracies was observed
for the effective resolution of 2.2 mm with respect of the 3.3 mm dataset
(ER2 > ER3 p = 0.0508; permutation test).

The different resolution dependency for vowel and speaker
decoding was confirmed by a permutation test (nr_perm = 21°) on
the differences between accuracy curves at the investigated resolutions.
Note that considering the difference between accuracy curves allows to
account for a potential confound due to global performance differences
in vowel and speaker decoding. The resolution effect on vowel decoding
was significantly larger than that on speaker decoding for the difference
between original and 2.2 mm in-plane resolution (p = 0.0088), close to
significance for the difference between 1.1 and 3.3 mm in-plane resolu-
tion (p = 0.0762) and not significant for the difference between 2.2 and
3.3 mm in-plane resolution (p > 0.1).

Accuracy curves for the two lower effective resolutions showed a
dependency on the number of voxels selected similar to the one of
the original resolution (described in the section “Vowel and speaker
decoding from the original data” and depicted in Fig. 6 by the blue
line).

Influence of tSNR, CNR, and head motion on MVPA

We studied the relationship between averaged accuracies and tem-
poral signal-to-noise ratio (tSNR), functional contrast-to-noise ratio
(CNR) and head motion. Although no correlation was significant, we
found that in the case of vowel decoding (and similarly for the speaker
decoding case), the averaged accuracy tends to be positively correlated
with tSNR (r = 0.55, p = 0.09) and CNR (r = 0.37, p > 0.1), while
negatively correlated with head movement (r = —0.34, p > 0.1). Note
that both increasing spatial smoothing and lowering spatial resolution
of the fMRI data resulted in a monotonous increase of tSNR and CNR
(data not shown).

Influence of tissue type on decoding

Fig. 7 shows the weights given by the classifier to each voxel as a
function of BV likelihood (from 0% indicating most likely gray matter
voxels to 100% indicating most likely large blood vessel voxels) for the
case of vowel decoding. Weights are on average slightly, but significant-
ly, higher for the 10% “more GM” voxels than for the 10% “more large
BV” voxels (0.040 4 0.006 versus 0.034 + 0.007, respectively; t-test,
p-value = 0.0044). Similar results are obtained in case of speaker
decoding (0.036 4 0.005 versus 0.031 4 0.007, respectively; t-test,
p-value = 0.0035).

Discussion

In this study, we used high-resolution 7 T fMRI data and their
reconstruction at different effective spatial resolutions to investigate
the relevant spatial scale of information content of the fMRI signal in
the auditory cortex for vowel and speaker identity. To the best of our
knowledge, this work is the first investigating the relation between
spatial resolution and MVPA with fMRI at ultra-high magnetic field
strength. Instead of acquiring additional data at lower spatial
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Fig. 5. Resolution and smoothing effect on decoding performances. Each point of the surface reports the group level accuracy of vowel (left plot) and speaker (right plot) decoding as a
function of the spatial resolution of the data (from back to front: 1.1 x 1.1, 2.2 x 2.2, and 3.3 x 3.3 mm? in-plane) and the kernel size of spatial smoothing applied them (from right to
left: unsmoothed and smoothed with Gaussian kernel size 1.1, 2.2, 3.3, 4.4, 8.8 mm). For display purposes, the accuracy is shown as the result of averaging across all levels of feature

selection.

resolutions, we simulated their acquisition starting from the high-
resolution data set. This allowed us to compare decoding performance
for the very same dataset as a function of effective spatial resolution.
In this way, we could exclude variability across runs and sessions relat-
ed to subject performance (e.g. attention to the stimuli, movement) and
acquisition differences (e.g. coil sensitivity, scanner drift).

We performed multivariate analysis of the original high-resolution
data (1.1 mm isotropic) and demonstrated the feasibility of decoding
speech content and speaker identity from 7 T fMRI data in the auditory
cortex. These results are in agreement with the findings by Formisano
et al. (2008), which demonstrated at 3 T the feasibility to decode vowels
and speakers from auditory cortical response patterns. Note that a direct
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comparison of accuracies as obtained in this study with those in
Formisano et al. (2008) is difficult due to the different methods of
cross-validation and feature selection employed. Formisano and
colleagues used a leave-k-stimulus-pair-out cross-validation (see
Formisano et al., 2008 for details), while we employed a leave-one-
run-out cross-validation. This latter approach is more conservative
because it controls for false-positive rate at the nominal level; thus, it
may result in lower accuracy values (Misaki et al., 2010). Moreover,
Formisano and colleagues used a combination of univariate and multi-
variate feature selection strategies to improve sensitivity (see De
Martino et al., 2008; Formisano et al., 2008 for details). Here, we chose
a univariate-only feature selection method because of computational
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Fig. 6. Resolution effect on decoding accuracy. Each line represents the decoding accuracy averaged across all models of vowel or speaker decoding and all subjects for a certain resolution.
Thinner lines around 0.5 represent the corresponding results for the decoding with scrambled labels. Error bars represent the standard error of the mean across the subjects. Both vowels
and speakers are decoded above chance for all resolutions. In the left panel, vowel decoding performance significantly increases with increasing resolution: OR1 > ER2 p = 0.0078,
OR1 > ER3 p = 0.0020, ER2 > ER3 p = 0.0498 (OR1 stands for original resolution 1.1 mm, ER2 for effective resolution 2.2 mm, and ER3 for effective resolution 3.3 mm). In the right
panel, speaker decoding performance was almost significantly better for the effective resolution of 2.2 mm with respect to the effective resolution of 3.3 mm: OR1 > ER2 p = 0.6777,
OR1 > ER3 p = 0.1748, ER2 > ER3 p = 0.0508. p-values were calculated via permutation test as explained in the section “Statistical testing” with the only difference that in this case
we randomly swapped accuracy curves between the tested resolutions (instead of between “real” accuracy curve and “chance” accuracy curve).
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complexity, which is of particular concern for high-resolution data and
large number of features (voxels).

To overcome an arbitrary choice of number of features selected, the
multivariate analysis was repeated for several feature selection levels
(from 50 to 10,000 voxels) and decoding accuracies of different models
were compared by considering the resulting decoding accuracy curves.
The accuracy curves consistently showed a dependency on the number
of voxels selected: accuracy increased with the number of voxels,
reached a plateau, and generally decreased for extremely high number
of voxels. This observation is in agreement with previous studies (Cox
and Savoy, 2003; Fan et al., 2007; De Martino et al., 2008) and highlights
that our results do not critically depend on a specific feature selection
level. In general, the optimal number of voxels to be included in the
MVPA analysis may depend on the spatial resolution, the decoding
task, and image characteristics. Additionally, we observed that speaker
decoding was performed with higher accuracy for comparison between
the female and a male speaker than between the two male speakers.
These results reflect the smaller difference in fundamental frequency
among the two male speakers (compared to the female speaker, see
also Formisano et al., 2008, cft. Fig. 2b).

The comparison of MVPA performances at different spatial resolu-
tions showed that decoding accuracies increased with increasing resolu-
tion in case of vowel decoding. In case of speaker decoding, however,
such behavior was not observed. Instead, there was a tendency to
observe the highest accuracy for the intermediate spatial resolution.
These results show that high spatial frequencies are informative for
vowel decoding and that the relative contribution of high and low spatial
frequencies is different across the two decoding tasks. In turn, this

suggests a distinct spatial arrangement of the distributed neural/neuro-
vascular sources underlying vowel and speaker representation and
processing in auditory cortex.

These outcomes are consistent with previous observations that
informative voxels in the auditory cortex are widely distributed
for vowel decoding, while more clustered for speaker decoding
(Formisano et al., 2008; Bonte et al., 2014). In addition, they support
the hypothesis that the brain response patterns enabling the decoding
of vowels and speakers reflect the representation and processing of dis-
tinct type of acoustic information (e.g. the representation of “formants
combination” for vowel decoding and of “fundamental frequency” for
speaker decoding, see Formisano et al., 2008). Furthermore, the finding
that the maximum information (MVPA accuracy) is decoded optimally
at different resolutions for vowels than for speakers provides a clear ex-
ample of the complex dependency of MVPA results on the underlying
physiological basis and thus of the need to address the issue of optimal
acquisition strategy case-by-case through empirical studies (Formisano
and Kriegeskorte, 2012).

In contrast to the resolution effect, we noted that the effect of
smoothing is similar for vowel and speaker decoding and for different
resolutions. This result suggests that the optimal smoothing kernel
depends mainly on intrinsic noise properties of the data. This is in
agreement with previous findings by Kamitani and Sawahata (2010).
They showed that smoothing (e.g. with a Gaussian kernel) and more
generally spatial convolution does not remove information content as
it is an invertible transformation. However, such equivalence between
original and smoothed data in terms of information content, and there-
fore classification results, holds only in ideal cases where the signal from
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neighboring voxels in entirely independent, no selection of voxels is
made and no motion (or other sources of) artifacts are present. Thus,
in experimental fMRI data, the influence of smoothing on decoding
might be attributed to the attenuation of (thermal) noise due to the sig-
nal correlation among neighboring voxels. Moreover, we observed that
tSNR and CNR monotonously increased with larger smoothing kernels,
while the decoding accuracies peaked at 2.2 mm 3D Gaussian kernel
size. Therefore, the smoothing effect cannot be explained only on the
basis of these two factors. Interestingly, such optimal spatial smoothing
was reached for a kernel size of 2.2 mm which is similar to the experi-
mentally determined point spread function at 7 T (Shmuel et al.,
2007). Another reason why moderate smoothing is beneficial for
MVPA could be the residual head motion present in the data even
after motion correction. This hypothesis is consistent with previous
studies showing that head motion reduces MVPA performances
(Kriegeskorte et al., 2010; Swisher et al,, 2010; Alink et al., 2013;
Misaki et al., 2013). On the other hand, smoothing with large kernel
sizes results in poorer MVPA performances due to partial volume effects
with white matter and CSF or gray matter on an opposing sulcal bank
(Andrade et al,, 2001). For this reason, smoothing along the 2D cortical
sheet may be more beneficial than performing spatial smoothing in the
volume. Our results showing that large smoothing kernels are detri-
mental for MVPA decoding are in line with previous studies
(Kriegeskorte et al., 2010; Swisher et al., 2010; Alink et al., 2013;
Misaki et al., 2013). However, Op de Beeck (2010) reported no influence
of spatial smoothing on decoding performances. A possible explanation
of these different outcomes may be the different preprocessing of the
functional data. In Op de Beeck (2010), data were coregistered in the an-
atomical space of the subject and then normalized to MNI template
(Montreal Neurological Institute). These two transformations are
achieved via re-sampling and interpolation of the original functional
data. Therefore, the smoothness introduced in the transformed data
could make the manipulation through different spatial smoothing ker-
nels less sensitive, especially in experiments where decoding accuracies
are at ceiling level (100% decoding accuracy for the object decoding
experiment).

One of the advantages of using a linear SVM algorithm is the possi-
bility to interpret the weights attributed to each voxel in terms of
discriminability power. In order to shed further light on the physiologi-
cal origin of the multivariate information in fMRI, we ranked the voxels
according to their tissue properties. We showed that discriminability
power is distributed over the continuum of tissue type ranging
from gray matter to large blood vessels regions, with a slightly higher
contribution from gray matter than from blood vessel voxels. This result
suggests that decodable information resides both in the tissue and large
veins. Future studies, possibly including venograms and/or using differ-
ent type of functional contrast such as spin echo, arterial spin labeling,
or vascular space occupancy, are needed to understand the role of tissue
types in fMRI MVPA.

Another factor that could influence MVPA performance in fMRI is
HREF variability. In this study, we observed important changes in the
HREF shape in different regions. However, a systematic investigation of
this phenomenon and its influence on MVPA is beyond the scope of
this paper and needs to be addressed in future developments.

In summary, in this study, we investigated MVPA in fMRI at 7 T. Our
results suggest that different features of complex (auditory) stimuli are
spatially distributed in the brain and may be represented at different
spatial scales. As a general consequence, there is no optimal spatial
resolution for all decoding tasks but the acquisition needs to be tailored
to the stimuli and brain area investigated. However, our findings
for vowel decoding are compatible with the hypothesis that MVPA
information partly originates from spatial arrangements of neuronal
populations at a spatial scale below fMRI resolution (<1 mm). This
spatial information may become available at resolutions accessible for
fMRI due to local irregularities and/or transposition by hemodynamic
filtering (Chaimow et al., 2011). Under this hypothesis and in the

absence of precise knowledge of the spatial scale of interest, we recom-
mend acquisition of data at high spatial resolution (1 mm or below).
This enables the detection of stimulus-related information at all
measurable spatial frequencies, which is required for inferring the
spatial organization of the underlying neuronal architecture.
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