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A B S T R A C T

The blood oxygenation level-dependent (BOLD) fMRI response to neuronal activation results from a complex
interplay of induced metabolic and vascular changes. Thus, its transients, such as initial overshoot and post-
stimulus undershoot, provide a window into the dynamic relationships of the underlying physiological vari-
ables. In this study, we propose multi-echo fMRI as a tool to investigate the physiological underpinnings of the
BOLD signal, in particular, and brain functional physiology, in general. In the human visual cortex at 3 T, we
observed that the BOLD response is nonlinearly dependent on echo-time (TE) and the amount of nonlinearity
varies during the entire time-course. Fitting a linear model to this nonlinear relationship resulted in a positive
intercept at TE ¼ 0 ms. The time-course of the intercept exhibited fast and slow modulations, distinctly different
both from the BOLD response and cerebral blood flow (CBF). In order to shed light on the TE-dependence of the
BOLD signal and the intercept time-course, we performed simulations based on a nonlinear two-compartmental
BOLD signal model combined with the dynamic balloon model. The modeling suggests that the intercept time-
course reflects a weighted sum of deoxyhemoglobin concentration and venous CBV signal changes. We demon-
strate that only CBF-venous blood volume (CBV) uncoupling but not CBF-oxygen metabolism (CMRO2) uncou-
pling can fully account for our experimental observations. In particular, these results strongly argue for a slow
evolution of the venous CBV together with stimulus-type-dependent CBF transients (the latter being tightly
coupled with CMRO2) to be responsible for the BOLD signal adaptation during stimulation and for the post-
stimulus undershoot. Thus, BOLD signal transients are composed of smoothed version of neuronal time-course
as reflected in CBF and CMRO2 and secondary vascular processes due to biomechanics of venous blood vessels,
and multi-echo fMRI in combination with modeling provides invaluable insights into these physiological
processes.
1. Introduction

Neuronal activation causes a series of physiological events, including
localized changes in cerebral blood flow (CBF), cerebral blood volume
(CBV), cerebral metabolic rate of oxygen (CMRO2) and deoxyhemoglobin
content (Buxton et al., 2004). These physiological variables form the
basis of the blood oxygenation level-dependent (BOLD) signal as
measured in functional MRI (fMRI), due to fact that deoxyhemoglobin is
paramagnetic and its changes alter the local magnetic susceptibility of
blood (Ogawa et al., 1990). Note that next to the BOLD effect, the fMRI
signal may also be spatially and temporally influenced by other physio-
logical and physical parameters ((Uluda�g et al., 2009) and references
therein). The BOLD response to a stimulus exhibits transients, such as
oscience, Maastricht Brain Imaging C
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response adaptation (also referred to as overshoot) and post-stimulus
undershoot, which are the result of dynamic mismatches between the
aforementioned physiological variables (e.g. (Buxton, 2001; Hoge et al.,
1999; Krüger et al., 1999; Mandeville et al., 1998)). Therefore, the
transients can reflect neuronal effects, but also uncoupled vascular effects
due to the biomechanics of blood vessels (Chen and Pike, 2009; Havlicek
et al., 2015; Mullinger et al., 2013; Sadaghiani et al., 2009; Uluda�g
et al., 2004).

In addition to physiological variables, the fMRI signal is also depen-
dent on physical measurement parameters, such as magnetic field
strength (B0) and echo-time (TE). The TE-dependence of signal intensity
(S) acquired with gradient-echo echo-planar imaging (GE-EPI) is usually
approximated by a simple exponential decay ((Uludag and Blinder, 2017)
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and references therein):

S ≈ S0⋅exp
��TE⋅R*

2

�
; (1)

where S0 refers to the intrinsic signal at TE ¼ 0 ms and R*
2 is the trans-

verse relaxation rate (¼ 1=T*
2) of gray matter tissue, which primarily

depends on blood deoxygenation. Conventional EPI sequences measure
the signal at a single TE, typically chosen to match the average tissue T*

2
to maximize the functional contrast-to-noise ratio (CNR); i.e. sensitivity.
However, T*

2 values strongly vary across the brain and between subjects
and, additionally, are field strength dependent (see e.g. (Cheng et al.,
2015; Donahue et al., 2011; Lu and Van Zijl, 2005; Uluda�g et al., 2009;
Yacoub et al., 2003)).

Using multi-TE data, the BOLD contrast sensitivity can be optimized
with weighting schemes that combine fMRI signal at different TEs (Poser
and Norris, 2009; Poser et al., 2006; Posse et al., 1999). Moreover, multi-
TE data have also been useful in providing insights into underlying
physiological changes induced by neuronal activity. It has been used for
quantification of stimulation-induced ΔR*

2 changes (Barth et al., 1999;
Donahue et al., 2011; Lu and Van Zijl, 2005; Speck and Hennig, 1998),
for data denoising that aims to differentiate between BOLD signal
changes and imaging artifacts (Kundu et al., 2012), or to classify voxels
containing mainly large vessels or micro-vasculature (Barth et al., 2001).
In these approaches, it is commonly assumed that the fractional change in
the BOLD signal can be described by a single (apparent) transverse
relaxation rate that is linearly dependent on TE:

ΔS=S ≈� TE⋅ΔR*
2 þ ΔS0=S0; (2)

where the slope, ΔR*
2, can be directly related to the change in deoxy-

hemoglobin content. The linear relationship with TE is assumed for both
activation-induced fractional signal changes and during resting-state
(Kundu et al., 2013, 2015; Peltier, 2002). Importantly, it is typically
believed that this linear dependence holds during both steady-state and
transient periods of the fMRI response. Any non-zero intercept,ΔS0=S0, is
usually assigned to non-BOLD sources, such as inflow effects, elevation in
extravascular proton density and head motion artifacts (Barth et al.,
1999; Gao and Liu, 2012; Jochimsen et al., 2005; Kundu et al., 2012;
Speck and Hennig, 1998; Stroman et al., 2002, 2003).

There are only few studies that specifically investigated the TE-
dependence of the BOLD response transients. At 9.4 T in a visual cor-
tex of an anesthetized cat, Zhao et al. (2007a) reported linear
TE-dependence of both the positive BOLD response and post-stimulus
undershoot with significant positive and small negative intercepts,
respectively. In human subjects at 4 T, Yacoub et al. (2001) observed that
the size of the initial dip increases with TE. Their data acquired at three
TEs suggest only roughly linear dependence and a small negative inter-
cept at TE¼ 0 ms. It should be noted that these studies relied only on few
TEs (2–4), which might provide less accurate estimates of the slope and
the intercept and may not be able to reveal nonlinear TE dependencies.

To shed light on the TE-dependence of the fMRI signal, it is important
to realize that the fMRI signal has both extravascular (EV) and intra-
vascular (IV) components, and their relative contributions are dependent
on the field strength, imaging technique and TE (e.g. (Uluda�g et al., 2009;
Yacoub et al., 2003)). In addition, the CBV of the various vascular
compartments also affects the relative amount of EV and IV signals. While
the fractional changes in EV signal are well established to be approxi-
mately linearly dependent on TE (Donahue et al., 2011; Gati et al., 1997;
Ogawa et al., 1993; Yacoub et al., 2003), theoretical simulations predict
nonlinear TE-dependence of the IV signal (Boxerman et al., 1995; Duong
et al., 2003; Lee et al., 1999; Marques and Bowtell, 2004, 2006, 2008). It
was proposed by Jin et al. (2006) that the non-zero intercept obtained
from a linear analysis (Eq. (2)) might also originate from a linear fitting to
a nonlinear relationship between ΔS=S and TE. This study showed that
this is due to significant contribution of IV signal at shorter TEs, sup-
ported by the observation that the nonlinear dependence disappeared
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after suppressing the IV signal using diffusion weighting. Therefore, the
authors suggested that, if the fractional BOLD signal changes diverge
from a linear TE-dependence (Eq. (2)), the two-compartment model
including EV and IV signals has to be utilized.

In this paper, we demonstrate nonlinear TE-dependence of the BOLD
response and its transients observed in the tissue parenchyma of human
visual cortex at 3 T during two experimental conditions of static and
flickering visual stimuli. We observed that the amount of nonlinearity
dynamically changes during stimulation as well as after the end of
stimulation. While the nonlinear TE-dependence can be related to the
aforementioned non-zero contribution of the IV signal, the dynamic de-
viation during transient periods indicates time-dependent uncoupling
between CBF and other physiological variables, such as CBV or CMRO2.
To support this hypothesis and to assess dependence of response tran-
sients on experimental manipulation, additional CBF data were acquired
and compared with the BOLD data. Furthermore, we propose that the
calculated intercept time-course, obtained by linear fitting of the TE-
dependent fractional BOLD signal changes, provides additional infor-
mation about the underlying physiological variables. Thus, the intercept
may not only represent imaging artifacts, as previously suggested (e.g.
Kundu et al. (2012)), but also physiological parameters, such as CBV and
deoxyhemoglobin concentration. To support this hypothesis, we simulate
the impact of various physiological scenarios on the TE-dependence of
the BOLD signal using a two-compartmental model of the fMRI signal.
These simulations allow us to test two competing hypotheses about the
physiological origins of the fMRI response transients (in addition to
direct CBF contribution), i.e. caused either by a CBF-CBV uncoupling
(Buxton et al., 1998; Chen and Pike, 2009; Mandeville et al., 1999;
Yacoub et al., 2006) or a CBF-CMRO2 uncoupling (Donahue et al., 2009;
Frahm et al., 2008; Hua et al., 2011; Lu et al., 2004; Poser et al., 2011;
van Zijl et al., 2012). Our results suggest that a slow evolution of CBV
rather than that of CMRO2 is responsible for the early-overshoot and for
the post-stimulus undershoot, in addition to the variable CBF contribu-
tion (see, e.g. (Sadaghiani et al., 2009)). Thus, the BOLD response tran-
sients and their TE-dependence provide a window into the physiological
processes underlying the hemodynamic response and brain functional
physiology.

2. Materials and methods

2.1. Experimental data

2.1.1. Data acquisition
MR imaging was performed on a 3 T Siemens Prisma Fit scanner

(Siemens Medical Solutions, Erlangen, Germany). Five healthy volun-
teers (three males, age range: 25–34) were scanned using the standard
64-channel head-neck coil. The subjects gave informed consent prior to
the scanning, according to the guidelines of the local ethics committee of
the Faculty of Psychology & Neuroscience, Maastricht University.

For each subject, a localizer scan was acquired, followed by a total of
ten functional runs and one anatomical scan: 6 multi-TE EPI runs,
interleaved with 4 arterial spin labeling (ASL) runs and an MPRAGE
acquisition. BOLD measurements were performed using a multi-TE
gradient-echo EPI sequence (Poser et al., 2006). Thirteen oblique slices
with no inter-slice gap were acquired in interleaved fashion, covering
early visual areas. The imaging parameters were: TR ¼ 3300 ms with
acquisition delay of 2000 ms (i.e. to minimize the inflow effect to the
measured BOLD signal (Gao and Liu, 2012)); 217 volumes (total scan
duration 12 min); FOV ¼ 192 � 192 mm2; nominal voxel
size¼ 3� 3� 3 mm3, flip angle¼ 90�; matrix size¼ 64� 64; inter-echo
spacing¼ 0.5 ms, six TEs¼ 8, 20, 33, 45, 57, and 70 ms. To achieve short
readouts and inter-echo spacing, GRAPPA parallel imaging with an ac-
celeration factor 2 (Griswold et al., 2002) and 6/8 partial Fourier
were used.

To measure the relative CBF change, perfusion weighted imaging was
performed using a single-TE FAIR-Q2TIPS ASL sequence (Kim, 1995)
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with a 3D GRASE readout (Vidorreta et al., 2013). Eighteen oblique slices
were acquired overlapping with the brain coverage of the BOLD EPI data.
The imaging parameters were: nominal voxel size ¼ 3 � 3 � 3 mm3;
TR ¼ 2200 ms; 250 volumes (scan duration 9 min 10 s); TI1 ¼ 700 ms;
TI2 ¼ 1800 ms; TE ¼ 22 ms.

Finally, T1-weighted anatomical images of the whole brain were ac-
quired using MPRAGE sequence (Mugler and Brookeman, 1990): 1 mm
isotropic nominal voxel size and FOV ¼ 224 � 224 mm2; matrix
size ¼ 224 � 224; TE ¼ 2.1 ms; TR ¼ 2400 ms; TI ¼ 1040 ms; 8� flip
angle; GRAPPA 2; no partial Fourier; scan duration 6 min 14 s.

2.1.2. Visual stimulation
An experiment enabling stimulus-dependent neuronal modulation of

the BOLD response transients (i.e. adaptation of the positive response and
the size of the post-stimulus undershoot) was performed using visual
stimulation (see (Havlicek et al., 2015; Sadaghiani et al., 2009) for de-
tails). The subjects were instructed to fixate on a small dot at the center of
the screen throughout the experiments. Each of the EPI functional runs
began with a 55 s resting period and continued with alternation of two
static and two flickering checkerboard conditions (each 55 s long),
interspersed with 110 s resting periods. Note that the resting period was
twice as long as the activation period in order to allow for a full recovery
of the post-stimulus BOLD undershoot (Frahm et al., 1996; Krüger et al.,
1999; Sadaghiani et al., 2009). The order of static and flickering condi-
tions within a run was pseudo-randomized. For the static condition, a
full-field, black-and-white radial checkerboard was presented (Michelson
contrast 1), whereas, for the flickering condition, reduced contrast
(Michelson contrast 1/3) checkerboards were presented at 4 Hz (8
reversal per second). The resting periods consisted of a gray screen iso-
luminant with the mean luminance of the checkerboard. In order to
maintain the subjects’ attention, the color change of the fixation dot
(altering between red and blue at three pseudo-random intervals within
each stimulation block) was passively observed.

The ASL functional runs used the same stimulation paradigm as
described above, but containing only alternation of three stimulation
blocks within each run (i.e. static, flickering, static, or flickering, static,
flickering). The number of static and flickering conditions was counter-
balanced between runs. The main role of the ASL data was to determine
the variable CBF (i.e. neuronal (Uludag and Blinder, 2017), and refer-
ences therein) contributions to the BOLD response transients and
differentiate them from other vascular or metabolic sources.

2.1.3. Data analysis
Extraction of the signal time-courses was performed in two steps,

separately for each subject. First, standard statistical methods were
applied to select a set of early visual cortex voxels that were activated
during the static and flickering conditions. Second, BOLD and ASL time-
courses were extracted from selected voxels and further analyzed. Note
that time-courses for static and flickering conditions were obtained from
the same set of voxels, but the set of selected voxels were independently
selected for the BOLD and the ASL data.

The data were preprocessed using SPM12 (R6470) (http://www.fil.
ion.ucl.ac.uk/spm). To correct for head motion, realignment parame-
ters were estimated using the fourth TE BOLD data (TE4 ¼ 45 ms to be
consistent with the functional analysis, see below) and the same
realignment parameters were applied to the corresponding volumes of all
the remaining five echo-times. For the ASL data, the realignment was
performed separately for the tagged and control images. The mean tag-
ged image was then coregistered to the mean control image and the
spatial transformation matrix was applied to all tagged images. Similarly,
the mean BOLD and the mean control image were coregistered to the
anatomical image and the estimated spatial transformation matrix was
applied to the corresponding BOLD and ASL functional data.

For each subject, multi-TE BOLD data were modeled voxel-wise using
a general linear model (GLM) in SPM12. This model included predictors
representing periods of static and flickering visual stimulation (generated
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by a convolution of the stimulation boxcar function with a standard
double-gamma hemodynamic response function). Data were high-pass
filtered (cut-off ¼ 1/400 s) to remove low frequency signal drifts. A
first-order autoregressive model was used to remove serial correlations in
the data. Finally, a binary mask covering early visual cortex was created
from the conjunction of static and flickering image contrasts using the
fourth TE only (TE ¼ 45 ms, approximates T*

2 for maximum functional
contrast in gray matter at 3 T, see Fig. 2), statistically thresholded at
p < 0.05 and corrected for family-wise errors (FWE). This binary mask in
combination with other criteria was later used to extract BOLD time-
courses at each echo-time, as described below.

Similar modeling was performed on the ASL data, with the modifi-
cation that the design matrix was further augmented with predictors
representing perfusion baseline and changes in CBF due to neuronal
activation (Havlicek et al., 2017; Hernandez-Garcia et al., 2010; Mum-
ford et al., 2006). As above, using the conjunction of the static and
flickering contrasts and a statistical threshold, we obtained binary mask
for voxels activated in CBF, which was then used to extract ASL time-
courses. The CBF time-course was obtained from the ASL time-course
using surround subtraction (Liu et al., 2002; Mumford et al., 2006) and
the representative CBF responses for static and flickering conditions were
calculated by averaging over the corresponding trials across all 4 runs
and all selected voxels. Note that about 160 voxels were extracted for
each subject. Using these voxels, average CBF responses for static and
flickering stimuli (later averaged also across subjects) were expressed in
percent signal change relative to the initial baseline period (i.e. 50 s at
the beginning of each run).

2.1.4. Analysis of the TE-dependence of the BOLD response
To indicate the spatial distribution of tissue-specific T*

2 values, T*
2

maps were generated under the assumption of a mono-exponential
signal decay model (Eq. (1)), where T*

2 ¼ 1=R*
2. The T*

2 values
(together with S0) were then estimated from the signal intensities,
SðTEÞ, at the six TEs using a nonlinear least squares algorithm (Leven-
berg-Marquardt algorithm, Matlab function lsqnonlin). Note that the
voxel-specific signal intensity, SðTEÞ, represents a signal baseline (for
each TE) during rest, obtained by averaging over the first 50 s from all
six BOLD functional runs of a given subject. The smoothed distribution
of T*

2 values (obtained using Matlab function ksdensity), representing the
masked voxels within the visual cortex, were estimated for each subject
separately. The main peak of T*

2 value distribution was identified for
each subject, and voxels with T*

2 values ±5 ms around the peak were
selected for further analysis. With this procedure, we reduced the partial
voluming with cerebrospinal fluid (CSF) and white matter voxels having
higher or lower T*

2 compared to the gray matter tissue voxels, respec-
tively. Based on this procedure, 120–170 voxels were included from the
original subject-specific binary mask. Note that these voxels highly
overlapped with voxels selected based on the CBF activation mask (see
Fig. 2 and Table S1).

Using these voxels, average BOLD responses for static and flickering
stimuli were expressed in percent signal change relative to the pre-
stimulus baseline and plotted for the different echo-times. The baseline
values were determined using the first 50 s at the beginning of each run.
Additionally, to explore the TE-dependence of the BOLD response tran-
sients, the average BOLD responses were also normalized with respect to
the end of stimulation. Next, the TE-dependence of BOLD percent signal
change was analyzed assuming linear dependence with Eq. (2), where the
slope, ΔR*

2, and the intercept, ΔS0=S0, were fitted to the six TEs of the
averaged BOLD responses. This analysis was first performed on the TE-
dependent signal averaged over three temporal windows assigned to:
‘early-overshoot’ of the positive response (10–20 s); ‘steady-state’ by the
end of stimulation (45–55 s); and the post-stimulus undershoot (70–80 s).
Later, the same analysis was repeated but individually for each time point
of the TE-dependent BOLD responses. The divergence of the TE-
dependence from a linear relationship was further studied by

http://www.fil.ion.ucl.ac.uk/spm
http://www.fil.ion.ucl.ac.uk/spm
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normalizing the TE-dependent BOLD signal changes with respect to the
longest TE (i.e. 70 ms) in the three temporal windows mentioned above.
2.2. Simulations

To test different hypotheses regarding the source of TE-dependency of
the BOLD signal changes, we performed simulations by assuming a two-
compartment model of the BOLD fMRI signal. The baseline BOLD signal,
SðTEÞ, is modeled as blood volume-weighted sum of EV and IV signals,
SEV and SIV :

S ¼ ð1� V0Þ⋅SEV þ V0⋅SIV : (3)

In this model, we assume that the BOLD signal at 3 T acquired using a
GE sequence originates primarily from post-capillary venous vessels and
neglect the small contribution from arterioles and capillaries (Uluda�g
et al., 2009). Therefore, V0 represents the baseline venous blood volume
fraction. Further, the contribution of EV and IV signals can change with
TE; i.e. for 3 T at short TE, the BOLD signal is dominated by the IV
component, while at longer TEs it is largely dominated by the EV
component.2 In general, TE-dependence of the EV signal can be well
described using single-exponential, whereas the TE-dependence of the IV
signal can be more accurately characterized using e.g. the Luz-Meiboom
exchange model (Duong et al., 2003; Luz and Meiboom, 1963). Detailed
description of this model is beyond the scope of this paper. However, for
illustration purposes, we show the exemplary TE-dependence of the
baseline IV and EV signals in Fig. 1A and their intrinsic baseline ratio,
ε ¼ SIV=SEV , in Fig. 1B. In our modeling, we considered directly the ratio,
ε, which subsumes different (nonlinear) TE-dependencies of the baseline
IV and EV components.

During neuronal activation, the transverse relaxation rates of the EV,
R*
2E , and IV, R*

2I , signals are altered by incremental amounts ΔR*
2E and

ΔR*
2I , respectively, and the venous blood volume changes to a new value

V . Thus, the fractional change of BOLD signal is equal to (Obata
et al., 2004):

ΔS
S

¼ð1�VÞ⋅exp��TE⋅ΔR*
2E

�þ ε⋅V ⋅exp
��TE⋅ΔR*

2I

��ð1�V0Þ�εV0

1�V0þ ε⋅V0
:

(4)

This is an exact expression for the BOLD signal change, given the
assumptions described above. Then, by considering diffusion and
chemical exchange mechanisms that relate the changes in transverse
relaxation rates of EV and IV signals to changes in blood oxygenation
(Ogawa et al., 1990) and by following the derivation of the BOLD signal
equation by Stephan et al. (2007), which fully preserves the contribution
of the IV signal change, the fractional change of BOLD signal is
approximately:

ΔS
S

ffi V0

h
c1⋅ð1� qÞ⋅TEþ c2⋅

�
1� q

v

�
⋅ε⋅TEþ ð1� vÞ⋅ð1� εÞ

i
: (5)

This expression includes the key physiological variables underlying
the BOLD signal, i.e. changes in the deoxyhemoglobin content,
q ¼ Q=Q0, and in the venous CBV, v ¼ V=V0, both normalized with
respect to their baseline values. Here, the first term in the square
brackets represents the change in EV signal. It is fully determined by the
change in deoxyhemoglobin content that is linearly dependent on TE.
The second term expresses the change in IV signal including the change
in venous CBV, which is determined by the deoxyhemoglobin to blood
volume ratio; i.e. the deoxyhemoglobin concentration. Hereafter, we
always refer to the second term simply as the change in IV signal. In
2 Modeling of EV and IV can be very complex, as it depends on vascular (arterial,
capillary and venous) and tissue composition of the imaged voxel, chemical/diffusion
exchange, vessel orientation with respect to the magnetic field, etc. Nevertheless, the main
effects at 3 T for GE are accurately represented with the following simulations.
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contrast to the change in EV signal, the IV component is nonlinearly
dependent on TE via ε. With activation, the IV signal results in a positive
change. As shown in Fig. 1C, for 3 T, GE sequence and mostly tissue
parenchymal voxel content, the contribution of IV signal change with
activation is expected to peak between TEffi 20–50 ms but diminishes
with longer TEs (Duong et al., 2003; Marques and Bowtell, 2006, 2008;
Zhao et al., 2007b). In Eq. (5) this characteristic nonlinear TE-
dependence of IV signal change is given by ε⋅TE: Both EV and IV com-
ponents are further scaled by (positive) TE-independent constants c1
and c2 (see Supplementary material for details). Finally, the third term
represents the change in the effective proton spin density due to volume
changes of the EV and IV compartments. It is determined by the change
in venous CBV and is also nonlinearly dependent on TE via the variable
ε. As mentioned above, we assume that for 3 T and GE sequence ε>1 at
very short TE and ε<1 at longer TE (see Fig. 1B), in accordance with
theoretical simulations (Duong et al., 2003; Uluda�g et al., 2009). Thus,
with activation and short TE (ε>1), the third term ð1� εÞ⋅ð1� vÞ re-
sults in a positive blood volume contribution to the BOLD signal,
whereas for longer TE (ε< 1), the third term has negative contribution
to the BOLD signal.

In order to model the TE-dependence of the BOLD response also
during transient periods, the BOLD signal equation (Eq. (5)) was com-
bined with the balloon model (Buxton et al., 1998, 2004) that describes
the effects of hemodynamic changes on the BOLD signal. The balloon
model represents a mass balance for blood volume and deoxyhemoglobin
as they pass through the venous compartment. The dynamic changes in v
and q are driven by changes in CBF and CMRO2 that are associated with
brain activation (see Supplementary Material for details). Based on this
model, we hypothesized that the TE-dependence of the BOLD response
transients can be explained by two scenarios in which there is dynamic
transient uncoupling between two hemodynamic parameters: (I) CBF and
venous CBV or (II) CBF and CMRO2.

� In Scenario I, we assumed that, during steady-state, CBF and CBV are
coupled via a power law relationship (Grubb et al., 1974), with
exponent α ¼ 0:3, whereas during the transient periods venous CBV
changes more slowly than CBF; i.e. reaching the steady-state by the
end of the stimulation and recovers more slowly to baseline than CBF
after stimulus cessation. Additionally, we assume a constant3

ΔCBF/ΔCMRO2 coupling parameter n ¼ 3.
� In Scenario II, the CBF and venous CBV were assumed to be coupled
during both transient and steady-state periods with α ¼ 0:3. Impor-
tantly, the CMRO2 variable was considered uncoupled from CBF, with
a dynamic delay comparable to CBV in the Scenario I and n ¼ 3:5
during the steady-state at the end of stimulation (as n is defined only
during steady-states).

The size of the uncoupling (i.e. mismatch of venous CBV or CMRO2
with CBF) was chosen to accommodate the length of the post-stimulus
undershoot in the experimental BOLD responses for the static stimulus,
as for this case the CBF contribution to the BOLD signal undershoot is
small (see below for details). In both scenarios, the CBF responses were
modeled to closely resemble the experimental CBF responses; i.e.
exhibiting the same percent signal changes and response transients. In
this sense, the CBF responses and their transients, reflecting stimulus-
dependent neuronal modulation, pre-determined the variable CBF
contribution to the BOLD response transients, and thus allowed inde-
pendent assessment of the aforementioned scenarios. The IV-to-EV ratios
for six echo-times TE1�6 ¼ ½8; 21; 33; 45; 58; 70� ms were chosen as
3 Note that with the constant coupling n in Scenario I, we assume a tight linear rela-
tionship between CBF and CMRO2. This is clearly a simplification of our simulation as, in
general, the relationship can be nonlinear as described e.g. by the limited oxygen
extraction model (Buxton and Frank, 1997; Havlicek et al., 2015). Nevertheless, this
simplification has no effect on the model comparisons and conclusions presented in this
paper.



Fig. 1. Illustration of the TE-dependence of the IV and EV signal at rest (A), their intrinsic ratio (B), and expected percent signal changes due to activation (C), where the solid black line
represents the total signal change in BOLD signal. Negative intercept of EV signal at TE ¼ 0 ms indicates the effect of CBV-induced reduction of water molecules, as in the VASO effect
(Huber et al., 2014b; Lu et al., 2003). The TE-dependencies were generated using a mono-exponential decay model for EV signal and the Luz-Meiboom model for IV signal, by assuming
parameterization for 3 T and GE sequence (Duong et al., 2003; Griffeth and Buxton, 2011; Lu and Van Zijl, 2005; Uluda�g et al., 2009), resting venous blood volume fraction and blood
oxygenation: V0 ¼ 0:03 and Y0 ¼ 0:6, and their new values due to activation: V ¼ 0:036, and Y ¼ 0:65.

Fig. 2. Maps of the t-statistics for BOLD at the various TEs from an individual subject, overlaid on a single-slice of the anatomical data (A). The activation maps represent the conjunction
between static and flickering conditions. They were masked with the thresholded map of the fourth TE (p < 0.05, FWE) – highlighted with a blue frame. The plot on the left side represents
the TE-dependence of the mean t-value (averaged across voxels included in the activation mask). The CBF-related activation map of the conjunction between static and flickering stimuli
(p < 0.05, FWE) are presented in (B) and a map of the estimated T*

2 values at rest in (C). Subject-specific distributions of estimated T*
2 are shown in (D), marking the ±5 ms range around the

individual peaks and the resulting voxel mask (i.e. an individual subject's example of a single-slice) is displayed in (E).
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εðTEÞ ¼ ½1:15; 1:05; 0:75; 0:45; 0:25; 0:15� (see Fig. 1B). The resting
venous blood volume fraction was fixed to V0 ¼ 0:03. All the parameters
values mentioned above, represent commonly assumed values in theo-
retical simulations, which we fine-tuned based on an initial grid-search
procedure within physiologically plausible ranges (Buxton et al., 2004;
Griffeth et al., 2013; Obata et al., 2004). These scenarios (including
combinations of both CMRO2 and CBV uncoupled from CBF, see Sup-
plementary Material for further details) were tested for both the static
and flickering conditions.

For both scenarios, the TE-dependencies of the BOLD response tran-
sients were compared to the experimental data. In addition, the slope and
intercept time-courses resulting from the linear regression analysis of the
simulated TE-dependent BOLD data were determined.
359
3. Results

3.1. Experimental data

Fig. 2A shows maps of BOLD t-statistics from a representative subject
(for a conjunction of static and flickering conditions), illustrating the TE-
dependence of the BOLD contrast within the visual cortex. The activation
map at TE1 ¼ 8 ms has on average the lowest t-values. The t-values in-
crease up to TE3¼ 33 ms, where we see larger amount of activated voxels
with higher t-values. Then for TE4-6 � 45 ms, t-values tend to slightly
decrease – especially in the voxels located closer to the CSF boundary.
Note that the activation maps shown are masked with respect to the
statistical threshold of the fourth TE map, but there was almost no
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difference between voxel mask generated using statistical map utilizing
the third or the fourth TE. Next, Fig. 2B shows the activation map ob-
tained from the CBF data. The spatial extent of the CBF activation is more
localized compared to the activation in the BOLD data (e.g. at TE4 ¼ 45
ms). The majority of significantly active voxels in the CBF map over-
lapped with the mask based on BOLD data (see Table S1).

Fig. 2C shows the map of calculated T*
2 values in the same subject.

Within the visual cortex defined by the BOLD activation mask at TE ¼ 45
ms, T*

2 values range mostly between 25 and 65 ms, as shown in the plot
depicting T*

2 distributions for all individual subjects (see Fig. 2D). There,
we see that the main peak is at 47:0±0:8 ms, which is in a good agree-
ment with reported T*

2 values corresponding to tissue parenchyma of the
visual cortex at 3 T (e.g. (Lu and Van Zijl, 2005)). Additionally, a smaller
bump is present at 34:2±1:0ms, whichmost likely represent contribution
from smaller vascular components (larger vein compartments are known
to have even shorter T*

2 	 22 ms at 3 T (Triantafyllou et al., 2011)), but it
can be also due to partial voluming with white matter or CSF. In the same
plot, we show five subject-specific windows of 10 ms around the main
peaks that define ranges of T*

2 values corresponding to the final set of
selected voxels, in which we expect mainly tissue-weighted voxels (see
Fig. 2E for a single slice example). Subject-specific number of selected
voxels and their percent overlap with CBF activation map is listed
in Table S1.

Fig. 3A shows the average BOLD responses (in percent signal change)
to static and flickering stimuli plotted for the six echo-times. All re-
sponses show an increase with stimulus onset, reaching their peaks at
~13 s after the stimulus onset, followed by a response adaptation to-
wards the end of stimulation. The response adaptation is stronger for the
static stimuli. After stimulus cessation, all responses dip below baseline,
reaching the negative peak of post-stimulus undershoot at ~14 s after
Fig. 3. Top row (A) shows the averaged BOLD responses (n ¼ 5) to static (left) and flickering (r
the time-courses indicates the 55 s period of visual stimulation and the error-bars stand for sta
stimulus BOLD undershoot recovery to baseline. However, a detailed investigation of this ph
sponses, but normalized with respect to the end of stimulation.
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stimulus cessation. From this point, it takes ~80 s to fully recover to
baseline. Note that the post-stimulus undershoot for flickering stimulus is
stronger (about twice the amplitude) than for the static stimulus, which
makes the signal change during post-stimulus undershoot almost as
strong as the signal change during the positive response. These obser-
vations were consistent across all six TEs and all five subjects (see error
bars in Fig. 3A).

In general, one can see that the signal change of the BOLD response
increases with TE. Thus, the positive peak of BOLD responses to static
stimuli ranges between ~0.8% (for the shortest TE) and ~6.8% signal
change (for the longest TE). The range of signal change is similar but
slightly higher for the flickering stimulus. While the range of the negative
peak of post-stimulus undershoots after static stimuli is between ~0.2%
(for the shortest TE) and ~3.2% (for the longest TE), after the flickering
stimulus this range is between ~0.7% and ~6.7% of the signal change.

After normalization of the average BOLD responses with respect to
the end of the stimulation block, additional TE-dependent changes of the
BOLD response were observed. In Fig. 3B, it can be seen that there is a
pronounced dependence of the BOLD response transients (overshoot and
post-stimulus undershoot) on TE. In other words, for the shortest TE, the
least response adaptation and the smallest post-stimulus undershoot
were observed, whereas for the longest TE the largest response adapta-
tion and post-stimulus undershoot. That is, the response amplitudes at
different time points do not follow the same TE-dependence (see below).
The size of this effect is larger for the positive responses to static stimuli.

Fig. 4A displays the TE-dependence of the BOLD signal for the five
subjects, averaged over the three time-windows representing the early-
overshoot, steady-state and post-stimulus undershoot. For both condi-
tions (Fig. 4A top: static; bottom: flickering), during early-overshoot and
steady-state, the TE-dependence shows a stronger divergence from a
ight) stimuli plotted for the six different TEs (in percent signal change). A black bar under
ndard error of the mean. Notice the small oscillations during the later phase of the post-
enomenon is beyond the scope of this paper. Bottom row (B) shows the same BOLD re-



Fig. 4. The percent signal change vs. TE for both static (top) and flickering (bottom) conditions obtained by averaging over the three time-windows of the BOLD responses (early-
overshoot, steady-state and post-stimulus undershoot) is shown for the five individual subjects (purple circles, cyan dots and red triangles, respectively) (A). Additionally, the mean linear
fits to TE-dependence of the early-overshoot (purple line), steady-state (cyan line) and post-stimulus undershoot (red line) are also shown. Normalized TE-dependent BOLD signal changes
with respect to the longest TE (i.e. 70 ms) for the three time-windows, averaged across all subjects, including error-bars representing the standard error of the mean (B). The average time-
courses of the calculated slope (i.e. apparent ΔR*

2) and intercept for both static (orange line) and flickering (green line) stimuli (C, top and bottom, respectively). Red and blue dotted curves
around the intercept time-course illustrate the fast and slow response components, respectively. The error-bars represent the standard error of the mean based on five subjects.
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linear relationship, whereas a more linear relationship is seen during the
post-stimulus undershoot. By fitting a linear model (Eq. (2)) to all sub-
jects’ data in the respective time-windows, we estimated the average
slopes (i.e. apparent ΔR*

2) and intercepts for both conditions (see
Table 1). For both conditions, all intercepts were positive, while the
slopes were negative for the stimulation and positive for the post-
stimulation periods. The intercepts of the steady-state (~0.4%) were
always larger than those of the early-overshoot, but this difference was
statistically significant only for the static condition (two-tailed t-test: p ¼
0:0052 for static and p ¼ 0:071 for flickering). Although the intercepts of
the early-overshoot and steady-state during the flickering stimulus were
slightly larger than during the static stimulus, these differences were not
significant (two-tailed paired t-test: p ¼ 0:2553 for early-overshoot and
p ¼ 0:1545 for steady-state). The intercepts of the post-stimulus un-
dershoots after the static and flickering stimuli were smaller compared to
the intercepts during the stimulation periods, but still significantly
different from zero (two-tailed t-test: p ¼ 0:0029 for static and p ¼
0:0429 for flickering). Further, the intercept of the post-stimulus un-
dershoot after the static stimulus was more than twice larger (~0.13%)
Table 1
The estimated slopes (i.e. apparent ΔR


2) and intercepts.

Apparent ΔR*
2 (s�1) Intercept (%)

Static condition:
Early overshoot �89:23±7:16 þ0:32±0:04
Steady-state �44:65±7:32 þ0:40±0:03
Post-stimulus undershoot þ39:16±8:75 þ0:13±0:02

Flickering condition:
Early overshoot �93:40±8:63 þ0:36±0:06
Steady-state �70:21±4:96 þ0:47±0:06
Post-stimulus undershoot þ86:11±7:83 þ0:06±0:02

All values are significantly different from zero at the 0.05 probability level.
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compared to corresponding intercept (~0.06%) after the flickering
stimulus (two-tailed paired t-test, p ¼ 0:0078).

The divergence of the TE-dependence from a linear relationship was
further studied by normalizing the TE-dependent BOLD signal change
with respect to the longest TE (i.e. 70 ms). This normalization removed
the main slope differences between conditions and time-windows
(including the sign) associated with the apparent ΔR*

2 (as seen in
Fig. 4A), and thus allowed for more detailed examination of possibly
nonlinear TE dependence. Fig. 4B shows the average normalized profiles
of the TE-dependence for the same time-windows and conditions as in
Fig. 4A. During both the early-overshoot and steady-state responses to
static and flickering stimuli, the normalized BOLD amplitude profiles
show a sublinear TE-dependence, with clear elevation between 25 and 45
ms. While the size of this elevation is different between the early-
overshoot and steady-state (showing a more pronounced nonlinearity)
of the static response, it is more comparable within the flickering
response. On the other hand, during the post-stimulus undershoot, the
TE-dependence of BOLD amplitudes follows a more linear relationship,
especially after the static stimulus. After the flickering stimulus, even
though also a more linear TE-dependence is observed, there is some
contribution (but much smaller) of a nonlinear component, as in the case
of the early-overshoot and steady-state.

In Fig. 4C, we display how the subject-averaged amplitude of the
slope and intercept vary over time and how it differs between static and
flickering conditions. The slope and intercept time-courses have very
distinct behavior over time, suggesting different combination of physi-
ological variables are reflected in these responses. As expected, the re-
sponses representing the slope (i.e. the apparent ΔR*

2) resemble inverted
BOLD responses. Since ΔR*

2 is directly related to susceptibility changes
caused by a variation in the paramagnetic deoxyhemoglobin content, the
shape of the slope is therefore approximately proportional to the change
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in deoxyhemoglobin content (see Discussion). In contrast, the intercept
has a very distinct time-course. During the entire stimulation interval, it
continues to increase for both static and flickering stimuli, with slightly
lower amplitude for the static stimulus. In the early phase of stimulation,
the responses exhibit a rapid increase that is followed by slow increase.
With stimulus cessation, both responses start decreasing but remain
positive: For the static stimulus, the amplitude first drops quickly by
~55% and then follows a very slow recovery to baseline, i.e. the full
recovery takes >100 s. For the flickering stimulus, the amplitude drops
by ~80%, also followed by a slow recovery.

Fig. 5A shows the average time-courses of the CBF responses to static
and flickering stimuli that we compared to the BOLD responses acquired
at TE ¼ 45 ms, displayed in Fig. 5B. First, the CBF response to the static
stimulus exhibits a maximum signal change of ~80%, which is compa-
rable to themaximumCBF response to flickering stimulus (~85%). There
is smaller response adaptation in CBF during the flickering stimulus than
during the static stimulus, but for both conditions adaptations occur less
compared to those of the BOLD responses. Second, the post-stimulus
deactivation in the CBF responses is much smaller (with respect to the
positive response) compared to the post-stimulus BOLD undershoots.
Additionally, the post-stimulus CBF undershoot after the static stimulus is
almost negligible. Importantly, neither CBF nor BOLD responses show a
Fig. 5. The average CBF response to static (purple line) and flickering (cyan line) stimuli
(A), displayed in percent signal change. The average BOLD response acquired with a
TE ¼ 45 ms for both static (magenta line) and flickering (red line) stimuli (B), displayed in
percent signal change. The error-bars represent the standard error of the mean based on
five subjects. Note that CBF and BOLD responses were acquired during different functional
runs, using different MR sequences and temporal resolutions (ASL (TR ¼ 2.2s) and multi-
TE (TR ¼ 3.3 s), respectively).
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dynamic behavior comparable with the intercept (see Fig. 4B).
3.2. Simulations

In this section, results are described comparing two tested scenarios
of the physiological origins of BOLD response transients such as over-
shoot and post-stimulus undershoot. For the sake of clarity, below, we
fully describe the simulation results only for the static condition and
provide complementary results for the flickering condition in the Sup-
plementary Material.

3.2.1. Scenario I: CBF-CBV uncoupling
Fig. 6A–C shows the physiological responses generated under the

assumption of CBF-CBV uncoupling. The CBF response is assumed to be
similar in shape and amplitude as the experimentally observed (Fig. 6A).
The CMRO2 response (cyan) is just a scaled version of the CBF response,
with maximum ~27% signal change, and also negligible post-stimulus
undershoot. The venous CBV response (blue) has a much slower evolu-
tion compared to the CBF response, reaching its maximum (~16%) by
the end of stimulation. After stimulus cessation, CBV returns slowly to the
baseline. The deoxyhemoglobin response (green), which is determined
by the interplay between CBF, CBV and CMRO2, shows a negative change
during stimulation, with initial undershoot of ~23%, followed by a
pronounced adaptation to ~12% by the end of stimulation, which is
followed by a strong post-stimulus overshoot (~9%).

In Fig. 6B, the TE-dependent BOLD responses are shown as generated
using Eq. (5). Overall, the BOLD response amplitude increases with TE.
After normalization to the amplitude at the end of stimulation for each
TE, the BOLD responses reveal a time-varying and nonlinear dependence
of the response transient on TE (Fig. 6C); i.e. response overshoot and
post-stimulus undershoot are less pronounced at shorter than longer TEs
(for flickering condition see Fig. S1). In general, the TE-dependence of
the BOLD responses before and after normalization are very comparable
to the experimental data (see Fig. 3B). Additionally, a detailed illustra-
tion describing the relative contributions of EV, IV and venous CBV signal
changes to the BOLD response and how they contribute to possibly
nonlinear TE-dependence, as observed during three different temporal
windows (in Fig. 4A and B), are presented in the Supplementary Material
for both static and flickering conditions (Figs. S3 and S4).

3.2.2. Scenario II: CBF-CMRO2 uncoupling
Fig. 6D–F displays simulation results for the case, where the CMRO2

response is dynamically uncoupled from the CBF response. The venous
CBV is tightly coupled with the CBF response, delayed only by ~1 s. In
contrast, the CMRO2 response is much slower than the CBF response,
having almost the same shape and maximum amplitude (~18%) as the
venous CBV in Scenario I. The resulting shape of deoxyhemoglobin
response is similar to Scenario I, only exhibiting slightly highermaximum
signal change at the initial undershoot (~27%) and post-stimulus over-
shoot (~11%).

The TE-dependent BOLD responses (Fig. 6E) generated with this
scenario of CBF-CMRO2 uncoupling are comparable to the simulated
BOLD responses in Scenario I and to the experimental data; i.e. response
amplitude increases with TE. Note that at this level both scenarios seem
to explain the size of observed BOLD response transients. However, after
response normalization, the effect size of the response transient depen-
dence on TE given by Scenario II is very small (especially for the over-
shoot), which does not compare well with the experimental data. By
saying that, one can optimize the contribution of CMRO2 and CBV re-
sponses to the BOLD signal (by varying α and nwithin their physiological
limits) and scale the baseline IV-to-EV signal ratio, ε, to obtain compa-
rable TE-dependence of BOLD response transients after response
normalization (data not shown). Nonetheless, BOLD response amplitudes
(in percent signal change) then follow a different TE-dependency
compared to the experimental data (see Discussion for details).



Fig. 6. Results of the theoretical simulations obtained with Scenario I simulating CBF-CBV uncoupling (A-C); Scenario II simulating CBF-CMRO2 uncoupling (D-F). These simulations
closely represent the observed signal changes in CBF and BOLD responses to static stimulus. The left plot in each scenario displays time-course of CBF (red line), venous CBV (blue line),
CMRO2 (cyan line) and deoxyhemoglobin content (green line). The middle plot shows the BOLD responses for six different TEs (in percent signal change) and the right plot depicts the
same BOLD responses after normalization with respect to the end of stimulation. The black bar below the time-courses indicates 55 s period of visual stimulation.

M. Havlicek et al. NeuroImage 159 (2017) 355–370
3.2.3. Intercept indicates a physiological mechanism
By fitting the linear model (Eq. (2)) to the simulated TE-dependent

BOLD responses (Fig. 6B and E), we obtained the slope and intercept
time-courses for both tested scenarios. BOLD data generated with a CBF-
CBV uncoupling provided a slope and intercept time-courses that are
strikingly similar to the slope and intercept time-courses estimated from
the experimental data, including the amount of variable percent signal
change with time and their relative differences between the static and
flickering conditions. In Fig. 7A, we only show the intercept time-courses
for both static and flickering conditions. Additionally, in Fig. 7C, we
demonstrate the signal composition of the intercept time-course that can
be related to components of the BOLD signal equation (but see also
Figs. S3 and S4 for more details). The intercept represents a weighted
sum of the second and third terms in Eq. (5) that are both nonlinearly
dependent on TE component,4 i.e. the change in IV signal and venous
CBV, with weightings reflecting their contributions mainly at shorter
TEs. One can notice that during the initial phase of the stimulation, the
intercept time-course is dominated mainly by the IV response, whereas,
during the later phase of the stimulation, the venous CBV response
dominates. During the post-stimulus period following the static stimulus,
the intercept is represented almost exclusively by the time-course of
venous CBV. However, during the post-stimulus period following the
flickering stimulus, both undershoot in IV signal change and elevated
venous CBV contributed to the intercept time-course (see Figs. S3 and
S4). Note that the slope (i.e. the apparent ΔR*

2) reflects only the linearly
4 Note that the weights in Fig. 7C were calculated using a linear regression, with
ð1� q=vÞ and ð1� vÞ being the explanatory variables generated with Scenario I and then
fitted to the intercept response.
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TE-dependent (andmost dominant) term in Eq. (5), which is proportional
to the change in deoxyhemoglobin content.

From the BOLD data generated with CBF-CMRO2 uncoupling (Sce-
nario II), we estimated the slope that was similar to the experimental
data, but the intercept time-course differed dramatically (see Fig. 7B). In
particular, the transients in estimated intercept responses do not exhibit
continuous increase during stimulation and slow return to the baseline
after stimulus cessation. Instead, the intercept response transients
resemble the BOLD response itself (see e.g. Fig. 5B).

Finally, simulations exploring the mixed contribution of CBF-CBV and
CBF-CMRO2 uncouplings to the post-stimulus BOLD undershoot (in
addition to the CBF contribution) are presented in the Supplementary
Material (see Fig. S2). These simulations revealed that already a very
small relative contribution of the CBF-CMRO2 uncoupling to the post-
stimulus undershoot results in intercept time-courses that are not com-
parable to the ones estimated from the experimental data.

4. Discussion

In this study, we utilized multi-TE fMRI data to study physiological
origins of the BOLD response transients. Experimental data and simula-
tions demonstrate that the fMRI response transients reveal information
on physiological processes underlying brain functional physiology.
Below, we first review the nonlinear TE-dependence of the BOLD
response transients observed in the tissue parenchyma of human visual
cortex at 3 T. Then, we discuss the intercept time-course at TE ¼ 0 ms
estimated with linear regression analysis applied to the TE-dependent
BOLD data, and later, we identify causes of the TE-dependence of the
response transients and provide interpretation and discuss limitations of



Fig. 7. The calculated intercept time-courses based on the two simulated scenarios: CBF-
CBV uncoupling (A) and CBF-CMRO2 uncoupling (B), displayed for both static (orange
line) and flickering conditions (green line). The intercept time-course obtained from a
CBF-CBV uncoupling for the static condition (C) is given by a sum of changes in the IV
(blue line), ð1� q=vÞ, and venous CBV (red line), ð1� vÞ, signals weighted by coefficients
x ¼ 0:75 and y ¼ �1:5, respectively.
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the intercept using simulations.
Commonly observed fMRI responses to sustained stimulus feature

transients, such as response adaptation (i.e. overshoot) during stimula-
tion and post-stimulus undershoot after stimulus cessation (Bandettini
et al., 1997; Frahm et al., 1996; Sadaghiani et al., 2009). These transients
can be described by dynamic relationships between different physio-
logical variables. While transients observed in the CBF response are
usually directly related to the changes in excitatory-inhibitory (E-I) bal-
ance (Havlicek et al., 2015; Mullinger et al., 2013, 2014; Sadaghiani
et al., 2009; Shmuel et al., 2006), transients observed in the BOLD re-
sponses (besides reflecting the contribution of the CBF transients) can
additionally be caused by dynamic uncoupling between CBF and venous
CBV (Buxton et al., 1998; Chen and Pike, 2009; Kim and Kim, 2011;
Mandeville et al., 1999; Yacoub et al., 2006) or/and uncoupling between
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CBF and CMRO2 (Donahue et al., 2009; Frahm et al., 2008; Lu et al.,
2004; Poser et al., 2011; van Zijl et al., 2012).

During sustained (55 s long) stimulation using static and flickering
checkerboards, we observed positive BOLD responses with fast initial
increase followed by response adaptation, which was more pronounced
in the response to static stimulus. This is in good agreement with pre-
viously reported results (Bandettini et al., 1997; Havlicek et al., 2015;
Hoge et al., 1999). After stimulus cessation, the BOLD responses dipped
quickly below baseline, exhibiting robust post-stimulus undershoots with
long recovery period (~80 s), which is also commonly observed (Frahm
et al., 1996; Krüger et al., 1996; van Zijl et al., 2012). In accordance with
earlier results (Sadaghiani et al., 2009), the post-stimulus undershot after
flickering stimulus was about twice as large as the post-stimulus under-
shoot after static stimulus (see Figs. 3 and 5). Furthermore, these tran-
sients were observed also in the CBF responses. However, the size of
transients in the CBF responses was much smaller compared to those in
the corresponding BOLD response (see also (Havlicek et al., 2015; Krüger
et al., 1996)) and the post-stimulus deactivation after the static stimulus
was almost negligible (similarly as indicated by (Sadaghiani et al.,
2009)). Thus, these results suggest that the transients observed in the
BOLD response can be only partly explained by the contribution from the
CBF transients. The remaining contribution must be then attributed to
the uncoupling between CBF and either venous CBV or/and CMRO2, as
discussed below.

Multi-TE sequences can provide additional functional information
about physiological and physical sources underlying the BOLD signal
(Poser and Norris, 2009; Posse, 2012; Posse et al., 1999). An approxi-
mately linear relationship between the fMRI signal amplitude and TE is
expected for a GE sequence (Gati et al., 1997; Yacoub et al., 1999; Zhao
et al., 2007a), which is largely dominated by the EV signal. Our multi-TE
BOLD data were acquired at six regularly spaced TEs (in the range of
8–70 ms): the fractional change of BOLD response amplitude increased
with TEs, in agreement with previous experimental results and theoret-
ical predictions (e.g. (Donahue et al., 2011; Gati et al., 1997; Lu and Van
Zijl, 2005; Menon et al., 1993; Uluda�g et al., 2009; Yacoub et al., 2003)).
However, the TE-dependence of the BOLD response during the early-
overshoot and steady-state time-windows were sublinear, with small
elevation between TE ¼ 20–50 ms, and close to linear during the post-
stimulus period (Fig. 4A). This was especially apparent after normaliza-
tion with respect to the longest TE (Fig. 4B). Moreover, rather similar TE-
dependencies were observed in the BOLD response transients and steady-
state time-windows between the experimental conditions (see Fig. 4B).

After normalizing the BOLD responses acquired at different TEs with
respect to the end of stimulation, it was further confirmed that the
nonlinearity in TE-dependence is time-varying. These observations
diverge from the common expectation that both steady-states and tran-
sient periods of the BOLD response have the same TE-dependence (Gati
et al., 1997; Menon et al., 1993; Yacoub et al., 2003). This, together with
the specific shape of a sublinear TE-dependence of the BOLD signal
change mentioned above, suggests that at least during the positive
response, there is a non-zero contribution of the nonlinearly TE-
dependent IV signal change as described e.g. by Jin et al. (2006) and
Zhao et al. (2007b). In contrast, a more linear TE-dependence during the
post-stimulus undershoot (especially after static stimulus) suggests little
or negligible contribution of the change in IV signal.

Linear regression analysis is usually applied to estimate the slope and
intercept from TE-dependent fractional changes of BOLD data. The slope
expresses the apparent ΔR*

2, which is related to change in deoxy-
hemoglobin content, i.e. the BOLD effect. A non-zero intercept has been
previously observed, which was typically attributed to non-BOLD effects
– considered as erroneous signal possibly caused by inflow effects (Gao
and Liu, 2012; Yacoub et al., 2003), changes in EV proton density
(Stroman et al., 2002, 2003), head motion artifacts (Kundu et al., 2012),
or an error from linear fitting to nonlinear TE-dependence (Jin et al.,
2006). Moreover, both slope and intercept are usually evaluated only for
signal change averaged over a specific time interval (Gati et al., 1997;
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Yacoub et al., 2003; Zhao et al., 2007a). In our data, we have applied
linear regression to every time-point of TE-dependent BOLD responses to
estimate the slope and intercept time-courses. The calculated slope
time-course closely resembled inverted BOLD response, featuring
response characteristics such as early-undershoot and post-stimulus
overshoot, with the same discrepancies between static and flickering
conditions as observed in the BOLD responses (compare Figs. 4B and 5B).
In contrast, the intercept had a very distinct time-course. The positive
intercept response exhibited two distinct sequential phases after both
stimulus onset and stimulus cessation (see Fig. 4B). A rapid increase and
decrease occurred during the early stimulation phase and after stimulus
cessation, respectively, which were followed by a slow increase (during
stimulation) and return to baseline (after stimulus cessation, in ~100 s).
The intercept responses obtained for static and flickering conditions had
similar shape during the stimulation period but differed during the
post-stimulus period. As argued below, the stronger post-stimulus un-
dershoot observed in the CBF response after flickering stimulus reduces
the value of the intercept, leading to a lower starting level of the slow
return to baseline. Importantly, the shape of the intercept response is
remarkably similar to the measured response of total CBV reported
earlier by Mandeville et al. (1999) (see Fig. 3), where the fast and slow
components of the response were described as the capillary (or arterial)
CBV and venous CBV response contributions, respectively. Similarly
distinct dynamics between arterial and venous CBV responses, were also
observed by Kim and Kim (2011) (see Fig. 3b and c) or Huber et al.
(2014a) (see Fig. 5b). Slower dynamics of the venous CBV with respect to
CBF were also measured by (Chen and Pike, 2009; Kida et al., 2007).
Accordingly, the slow return of the intercept (i.e. venous CBV in the
interpretation of our data) to baseline can explain the presence of
post-stimulus BOLD undershoot after static stimuli even with negligible
post-stimulus undershoot in the CBF response (see Figs. 4B and 5A and B)
(e.g. also in (Sadaghiani et al., 2009)). Therefore, one could speculate
that the intercept time-courses estimated from TE-dependent BOLD data
contain some information about physiologically meaningful variable,
such as venous CBV. To further quantify the physiological origins of the
intercept time-courses sources of TE-dependent nonlinearities mentioned
above, theoretical simulations were employed.

4.1. Simulations

BOLD fMRI signal originates from both extravascular (EV) and
intravascular (IV) components. Their relative contributions are weighted
by CBV in various vascular compartments and are also dependent on the
magnetic field strength, acquisition sequence and TE. At 1.5 T (or higher
fields), while a linear TE-dependence of EV signal change is commonly
observed (Donahue et al., 2011; Lu and Van Zijl, 2005), theoretical
simulations suggest that the change in the IV signal is nonlinearly
dependent on TE (Duong et al., 2003; Marques and Bowtell, 2006, 2008;
Zhao et al., 2007b). The same simulations imply that the baseline IV-to-
EV signal ratio, ε, is nonlinearly dependent on TE (see Fig. 1B for an
example) and that for 3 T (or higher) and GE sequence, the contribution
from IV signal change is reduced at longer TEs.

Simulations using two-compartment model of the BOLD signal were
used before to demonstrate that the significant contribution of IV at
shorter TEs can result in a non-zero intercept, because of linear fitting to
the nonlinear TE-dependence of BOLD signal changes (Jin et al., 2006).
To investigate the effect of the nonlinear TE-dependence of the IV signal
on BOLD response transients and the shape of calculated intercept
time-course, we have performed theoretical simulations using the
two-compartmental BOLD signal model (Stephan et al., 2007) in
conjunction with the dynamic balloon model (Buxton et al., 2004). The
BOLD signal model allowed us to separate the linearly TE-dependent EV
component from the nonlinearly TE-dependent IV and venous CBV
components. Further, the balloon model allowed us to test two scenarios
how the BOLD transients are caused (next to the variable CBF contribu-
tion), i.e. either by uncoupling of CBF-CBV (Scenario I) or CBF-CMRO2
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(Scenario II). Our simulation results showed that if we assume CBF
response with the same size of signal change and transients as observed
in the experimental CBF data, then both scenarios are capable to roughly
reproduce the linear increase of the BOLD response amplitude with TE
(see Fig. 3), including the size of the response transients. However, only
CBF-CBV uncoupling reproduced both the expected increase of signal
change with TE and the size of nonlinear time-varying TE-dependence of
BOLD response transients after normalization (see Fig. 6 and Fig. S1). As
a result, by applying a linear regression, both simulation scenarios pro-
vided similar slope time-courses, but only the TE-dependent BOLD data
generated with CBF-CBV uncoupling yielded the positive intercept
time-course comparable with the intercept obtained from the experi-
mental data (compare Figs. 4B and 7B).

The size of the TE-dependent spread of signal amplitudes (well visible
in normalized responses) during the overshoot and post-stimulus un-
dershoot is mainly dictated by the TE-dependence of ε. However, the
effect of ε on the TE-dependence of the response transients would be
negligible if there is no uncoupling between CBF and venous CBV (data
not shown). Similarly, if there is a strong CBF-CBV uncoupling, but ε is
constant (i.e. TE-independent), then the effect size of TE-dependence of
response transients is also minimal (data not shown). This means that
conjunction of the CBF-CBV uncoupling and the nonlinear TE-
dependence of ε is needed to reproduce the experimental data.

These results can be explained by analyzing components the BOLD
signal equation (5). For voxels containing largely tissue parenchyma, the
BOLD signal change is mainly dominated by the change in EV signal (see
Fig. 1C) approximating a linear TE-dependence of the BOLD signal
change. Therefore, the calculated slope explains the large range of signal
changes between different TEs (for positive response, i.e. between~0.5%
and ~7%). The calculated intercept reflects signal changes that do not
have a linear TE-dependence (i.e. having nonlinear TE-dependence due
to ε – see below), such as changes in the IV and venous CBV signals. For
3 T and GE sequence, IV signal change is much smaller compared to EV
signal change, with a peak (in our data <0.5%) between 20 and 50 ms
(see Figs. S3 and S4). As the fMRI signal is dominated by the IV signal
(ε> 1) at very short TEs (<25 ms) and by the EV signal (ε< 1) at longer
TEs (>25 ms), the change in the venous CBV between two compartments
is observed as positive at short TEs and negative at longer TEs (the profile
of its TE-dependence is defined by ε). This means that the TE-dependence
of the venous CBV signal change is different from the TE-dependence of
the EV signal change but also from the IV signal change (see Figs. S3 and
S4 for detailed illustration). Thus, a combination of these three compo-
nents with distinct dynamic behaviors related to different physiological
variables as described by Scenario I can explain the specific TE-
dependences observed in the measured BOLD data during different
time-windows and experimental conditions. For example, during steady-
state the TE-dependence of BOLD response has the strongest deviation
from a linear relationship (see Fig. 4B), because both IV and venous CBV
signal changes are high due to activation (see Figs. S3 and S4). Therefore,
their contribution causes an elevation in the TE-dependence of BOLD
signal change between 20 and 50 ms and results in positive intercept that
reflects both IV and venous CBF signal changes. On the other hand,
during the post-stimulus undershoot, the IV signal change due to acti-
vation is negative and small (or negligible after the static stimulus), but,
as the venous CBV is still elevated, it alters the dominant TE-dependence
of EV signal. Thereby, the TE-dependence of the post-stimulus BOLD
response undershoot appears more linear (especially for the static con-
dition), but still results in a positive intercept (see Supplementary Ma-
terial for more details). In contrast, Scenario II with a slow return of
CMRO2 to baseline during the post-stimulus period always results in a
more negative change of the IV signal (see below for explanation) and the
venous CBV follows the same dynamics as CBF (i.e. it is either very close
to zero after the static stimulus or negative after the flickering stimulus).
Therefore, only a negative signal change of the intercept response during
post-stimulus period can be obtained by the Scenario II. Note that in the
Supplementary Material, we provide a detailed reconstruction of the
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BOLD signal TE-dependence only for Scenario I, as Scenario II is identi-
fied as implausible by examination of the BOLD signal equation (see
below). In general, the intercept time-course represents a weighted sum
of the IV and venous CBV signal changes, as described in Fig. 7C. As the
direct contribution of IV and venous CBV signal changes to BOLD signal
are small (given our voxel selection), the signal change of the intercept
time-course is expected to be rather small, usually well below 1% (see
Figs. 4B and 7B).

Given the identified contribution of physiological components to the
calculated intercept from the theoretical BOLD signal model, the Sce-
nario I with the CBF-CBV uncoupling is the most plausible explanation to
the observed TE-dependence of BOLD response transients and specific
shape of the intercept. The slow components in the intercept time-course
(Fig. 4C) can only be obtained if we consider slower dynamics of venous
CBV with respect to CBF. For almost complete return of CBF to baseline
after stimulus ending and CBF-venous CBV uncoupling (i.e. Scenario I,
static condition), the fractional changes in venous CBV and deoxy-
hemoglobin content are nearly identical (see Fig. 6A) and, thus, the IV
signal change (i.e. the second term in Eq. (5)) is close to zero. In this case,
the post-stimulus intercept time-course almost exclusively represents
venous CBV. The fast intercept components are dominated by the IV
signal change (inversely related to the deoxyhemoglobin concentration),
whose time-course is by its shape comparable to CBF (or arterial CBV)
response; i.e. the more pronounced transients seen in the deoxy-
hemoglobin content are removed by division with venous CBV (see
Fig. 7C). In the Scenario II, CMRO2 (with slower dynamics compared to
the CBF) has only an indirect contribution to the intercept via the IV
signal change. The venous CBV is, in this case, approximately just a
scaled version of the CBF response. Therefore, if we divide the deoxy-
hemoglobin content that already has pronounced transients (due to CBF-
CMRO2 uncoupling) by venous CBV, these transients are even more
emphasized, resulting in the intercept time-course with similar transients
as the BOLD response. This means that the hypothesis of CBF-CMRO2
uncoupling being the cause of the BOLD response transient cannot pro-
duce a time-varying non-linear TE dependence and an intercept response
that is compatible with our experimental observations. Thus, the BOLD
signal equation provides a direct proof that Scenario II is implausible.

We have also evaluated the possibility that both CBV and CMRO2 are
uncoupled from CBF (see Fig. S2). These simulations showed that already
a small contribution of CBF-CMRO2 uncoupling leads to a significant
decrease of the intercept response to flickering stimulus below baseline
during the post-stimulus undershoot and to an early-overshoot in the
intercept positive response to static stimulus, which is not comparable
with the experimental observations. Therefore, even though we cannot
completely rule out any contribution of CBF-CMRO2 uncoupling to BOLD
response transients, the dominant source of the contribution to the
transients (not already covered by CBF transients) is CBF-CBV
uncoupling.

Furthermore, considering two experimental conditions played an
important role in testing two physiological scenarios. As the CBF re-
sponses to static and flickering stimuli exhibited strong differences in the
response transients, i.e. in response adaptation and the size of the post-
stimulus undershoot, we were able to simulate and control the variable
CBF contribution to the BOLD response transients. Since the CBF
response to static stimulus had an almost negligible post-stimulus un-
dershoot, we can conclude that in this case the BOLD response under-
shoot almost exclusively results from a CBF-CBV uncoupling (i.e. post-
stimulus intercept response reflects venous CBV). The CBF response to
flickering stimulus showed a stronger post-stimulus undershoot that
significantly contributes to the size of post-stimulus BOLD undershoot. As
CBF and CMRO2 are tightly coupled, there is, in this case, a direct
contribution of CMRO2 to the BOLD response undershoot (see Fig. S1).
However, also in this case (and as we showed in Fig. S2B), the larger part
of post-stimulus BOLD undershoot is due to CBF-CBV uncoupling (i.e.
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post-stimulus intercept response reflects both IV and venous CBV signal
changes). This explains why we see significant differences in the post-
stimulus intercept time-courses after the static and flickering stimuli
(see Fig. 4C) and why there is slightly more nonlinearity present in the
TE-dependence profile of the BOLD response undershoot after the flick-
ering stimulus compared to the static stimulus (see Fig. 4B). None of
these can be predicted if CBF-CMRO2 uncoupling is the dominant cause
of the BOLD signal transients.

In summary, the TE-dependence of the BOLD response transients
provides a strong evidence that the BOLD transients, such as overshoot
and post-stimulus undershoot, are the result of neuronal mechanisms
reflected in coupled CBF-CMRO2 responses (Krüger et al., 1996; Mul-
linger et al., 2014; Sadaghiani et al., 2009) and vascular mechanism
related to delayed compliance of venous vessels (Chen and Pike, 2009;
Huber et al., 2014a; Kida et al., 2007; Kim and Ogawa, 2012; Mandeville
et al., 1999; Yacoub et al., 2006). Moreover, it provides a strong argu-
ment against the hypothesis that the BOLD response transients are mainly
due to a slower dynamics of the CMRO2 response with respect to CBF, as
suggested by, for example ((Frahm et al., 2008; Hua et al., 2011; Poser
et al., 2011; van Zijl et al., 2012) and references therein).

4.2. Limitations and recommendations

The shape and amplitude of the calculated intercept can be poten-
tially affected by several factors: the composition of selected voxels, the
number and the range of TEs, the field strength and the acquisi-
tion sequence.

In our study, we aimed to select activated voxels within tissue pa-
renchyma of gray matter. However, with 3 mm isotropic voxel size, some
partial-voluming with other tissue types cannot be completely avoided.
To minimize its effects, we only considered voxels, whose estimated T*

2
values laid within a narrow range (±5 ms) around the main distribution
peak at	 47 ms that was earlier identified as (susceptibility artifact-free)
tissue-T*

2 at 3 T (see e.g. (Lu and Van Zijl, 2005; Triantafyllou et al.,
2011)). Selected voxels showed large overlap with the CBF activation
map (see Table S1). Since CBF activation maps are more localized to the
site of neuronal activation than BOLD maps ((Liu and Brown, 2007) and
references therein), and large CBF response (~80% in our data) are not
found in CSF and white matter, it confirms that the selected set of BOLD
signal voxels indeed mainly belong to gray matter. Moreover, as a large
number of voxels (~140 per subject) were averaged based on
above-mentioned criteria, the partial volume effects are expected to be
minimal. Note that by selecting a broader window, we would increase the
number of voxels with possibly higher content of larger vein structures or
partial voluming with white matter or CSF. In the former case, we expect
changes in the baseline IV-to-EV signal ratio due to a stronger contri-
bution of the IV signal change (and possible inflow effect – see below) to
the BOLD signal at 3 T, resulting in a different shape and scaling of the
intercept time-course as the relative contribution of IV and venous CBV
signal changes is altered. In the latter case, significant partial voluming
with white matter or CSF voxels can introduce additional nonlinearities
into the TE-dependence. Furthermore, activity dependent changes in T1
and CSF were reported before (Donahue et al., 2006; Huber et al., 2016;
Jin and Kim, 2010; Piechnik et al., 2009; Renvall et al., 2014; Scouten
and Constable, 2008). These changes are due to blood volume changes in
the IV compartments (and consequent enlargement of gray matter that
alters voxels’ partial volume). In this work, we ignore these secondary
changes and their possible contributions to the intercept time-course, and
rather focus on modeling the primary changes in the EV and IV com-
partments. Thus, future research has to quantify the effect of these con-
tributions on the intercept time-course.

A non-zero intercept was before attributed also to other possible
sources such as inflow effect, change in EV water proton density, or head
motion related artifacts (e.g. (Gao and Liu, 2012; Kundu et al., 2012;
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Stroman et al., 2001, 2003; Yacoub et al., 2003)). The inflow effect is
caused by fresh spins flowing from outside the slice into the voxel,
thereby replacing the saturated spins and causing a faster recovery of the
longitudinal magnetization. The magnitude of this inflow effect is known
to be significant in large vessels (arteries and veins) and it decreases with
increasing TR (and/or lowering the flip-angle (Gonzalez-castillo et al.,
2011; Lu et al., 2002)). Further, it was observed that the inflow effect
adds a faster component to the BOLD response (Liu and Buckle, 2008). In
our study, we used voxels mainly attributed to gray matter, where the
inflow effect is known to be minimal even with short TR (Lu et al., 2002),
and acquired data with relatively long TR ¼ 3.3 s, which also signifi-
cantly reduces the inflow effect. Nevertheless, it is important to realize
that if we assume a small contribution of inflow present in large veins
(e.g. 2% veins and 0.8% arteries in tissue parenchyma as assumed pre-
viously (Lu et al., 2002; Zhao et al., 2007b)), then this contribution is
already reflected in modeled IV signal change. In other words, the inflow
effect can modulate the relative contribution of IV signal change and the
TE-dependence of baseline IV-to-EV signal ratio, ε. This means, that a
contribution of inflow effect in venous vessels, even though minimal in
our data, does not change interpretation of our results, as it is part of the
modeled IV signal change.

The suggestion that the positive intercept is due to increase of EV
water proton density during activation was later disproven by other re-
sults (Jin et al., 2006; Jochimsen et al., 2005; Yacoub et al., 2003), as the
positive intercept disappeared after applying diffusion weighting elimi-
nating IV signal contribution (but also any possible contribution of the
inflow effect). That is, if the positive intercept is due to increase of EV
proton density, then it should remain unaffected by diffusion weighting.
The intercept related to head motion artifact is characterized by spatially
structured artifacts with higher frequency content than the hemody-
namic response (Kundu et al., 2012). Other sources, such as errors in
estimated TEs can result in non-zero intercept (Dymerska et al., 2016;
Goense and Logothetis, 2006) as well. TEs reported in the current study,
which refer to TE at the center of the k-space, differed negligibly from the
effective TEs (Deichmann et al., 2002, 2003), with differences well
within 1 ms. In general, any systematic scaling of TEs will not affect the
shape of intercept time-course, but only its scaling.

Importantly, we were able to provide an accurate description of the
intercept time-course using an established theoretical model that does
not include any of the aforementioned sources. Thus, even though con-
tributions from other sources cannot be completely excluded, they are
not necessary to explain the experimental observations, as the specific
shape of the intercept time-course with distinct transients can be
reconciled with the observed BOLD or CBF responses combined with a
well-established theoretical model of the BOLD signal. By saying that,
recent developments in VASO fMRI techniques that allowmeasuring CBV
in both arterial and venous compartments (Huber et al., 2014a, 2014b)
could be employed to quantitatively validate our modeling results and
interpretation of the intercept time-course.

We calculated the slope and intercept from multi-TE data consisting
of six regularly spaced TEs between 8 ms and 70 ms. This relatively high
number of echoes and sufficiently large range at 3 T (and averaging over
many voxels and trials) ensures robust estimates of the slope and inter-
cept. The effect of nonlinearity of the IV signal on the intercept is TE-
dependent, which means that for different TEs, the intercept is formed
with different weighting of signal changes in the IV and venous CBV
components (see Fig. 7C). However, our additional simulations showed
(see Fig. S5) that, in the ideal case of constant CNR across TEs, the main
features of the intercept time-course (i.e. the relative contribution of IV
and venous CBV signal changes remain approximately constant) are
preserved, if we effectively cover the range of nonlinear TE-dependence
(e.g. between 20 and 60 ms). Nevertheless, the number of TEs influences
the scale of the intercept. In other words, in this ideal case, even with
only two TEs one should obtain a similar shape of the intercept time-
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course. However, the CNR is not constant across TEs (see Fig. S6), and
for our TE range, it exhibits a typical inverted U-shape (Poser et al., 2006;
Posse et al., 1999) with the lowest CNR scored by the shortest TE (8 ms).
Therefore, to reliably estimate the intercept, one should try to balance
the CNR between lower and higher TEs. This is easier to achieve if data at
more than two TEs are acquired. In our case, data provided by the lowest
TE is noisy and therefore less reliable, however, our other five TEs
compensate for this. Therefore, we obtain almost identical intercept
time-course even if we only use the later five TEs (data not shown). Note
that we have achieved reasonably good CNR across different TEs by
averaging over larger set of voxels and trials. As the reliability of inter-
cept estimate (with expected signal change < 1%) depends crucially on
the CNR at different TEs, intercept time-course estimates based on single
or very few voxels and/or small number of trails, and/or TEs with un-
balanced CNRs will not be reliable and less comparable with the pre-
dictions of the theoretical model. In this paper, we provided the
theoretical model and CNR curves (Fig. S6), which can be used together
to optimize the number and range of ideal TEs in order to reliably esti-
mate the intercept time-course (at 3 T and using GE sequence).

The fast component of intercept time-course is determined by the IV
signal change, which is dependence on TE, field strength and acquisition
sequence. While the EV signal change contribution is expected to in-
crease with both TE and B0, the amount of IV signal change decreases
(Duong et al., 2003; Lu and Van Zijl, 2005; Uluda�g et al., 2009; Yacoub
et al., 2003). In general, the contribution of IV signal to the BOLD
response is lower for GE compared to spin-echo (SE) contrast at longer
TEs (Uluda�g et al., 2009; Zhao et al., 2007b). That is because for GE and
3 T the contribution of IV signal change is significant at lower TEs but
diminishes with increasing TE for values exceeding the blood T*

2,
whereas T2 of blood is longer, hence the IV signal contribution is high
also at longer TEs. As with higher fields, T*

2 and T2 become shorter, the
expected ‘bump’ in TE-dependence of IV signal change moves towards
shorter TEs. Therefore, the amount/presence of nonlinearity in TE-
dependence of BOLD signal due to IV signal changes depends on the
field strength, MR sequence and the range of sampled TEs. If there is
significant contribution of IV signal change, the intercept at TE ¼ 0 ms is
likely to reflect both IV signal and venous CBV changes. However, if the
contribution of IV signal is negligible (i.e. ε is close to zero), the effect of
the blood volume change becomes TE-independent and we expect to
obtain an intercept reflecting negative change caused by the blood vol-
ume (i.e. due to blood volume decrease in the EV compartment, which is
the VASO effect (Huber et al., 2014b; Lu et al., 2003)).

In this study, the experimental observations are explained using a
two-compartment model of the BOLD signal that distinguishes EV and IV
signal contributions, and accounts for the dynamic interplay between the
underlying physiological variables using the balloon model (Buxton
et al., 1998; Havlicek et al., 2015). As mentioned above, including the
change in IV signal into the model is essential for studying the TE-
dependence of the BOLD response. In this sense, utilization of simpler
models (Davis et al., 1998; Obata et al., 2004) that ignore IV signal
component is not appropriate. The IV signal itself contains contributions
from all vessel sizes: i.e. arteries, arterioles, capillaries, venules and veins
(Uluda�g et al., 2009). However, at 3 T using GE sequence, the BOLD
signal is dominated by the signal from the venous compartments (rep-
resented mainly by the post-capillary venules and ascending veins as
large pial veins were mostly avoided by our voxel selection criteria),
supporting our choice of the BOLD signal model with a single IV
compartment. Further, the IV signal is affected by chemical exchange of
water molecules between plasma and red blood cells and by the diffusion
of plasma water in the presence of magnetic field gradients generated by
deoxyhemoglobin (Duong et al., 2003), which makes the IV signal
change nonlinearly dependent on TE (with a clear bump between 20 and
50 ms in case of GE sequence at 3 T). This chemical exchange/diffusion
can be described by the Luz-Meiboom model (Brooks, 2002; Luz and
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Meiboom, 1963; Stefanovic and Pike, 2004). Although this model is not
directly included in our theoretical simulations, the assumed (nonlinear)
TE-dependence of baseline IV-to-EV signal ratio, ε (see Fig. 1B), is closely
motivated by the simulation results generated by this model (Duong
et al., 2003). Next, utilization of the dynamic balloon model (Buxton
et al., 1998) is crucial for interpreting the dynamic relationships between
different physiological parameters and necessary to study the physio-
logical origins of BOLD response transients. Thus, further improvements
of current modeling could include multiple vascular comportments and
partial voluming with white matter and CSF. However, the extension of
the current BOLD signal model with these contributions can only be
evaluated, if additional experimental data is acquired to quantify them.

Although we showed simulations only for specific set of model
parameter values within physiologically reasonable ranges (Supple-
mentary Material), these values were carefully selected based on a sys-
tematic grid-search procedure to exclude the possibility that there is a
parameter combination for which both scenarios can reproduce the
experimental data. Moreover, for CBF-CBV uncoupling (i.e. Scenario I), a
broader range of α and n values can provide a good approximation to
observed TE-dependence of BOLD response transients in the experi-
mental data. Importantly, simulations used in this study were mainly
meant to provide an illustration, not a proof, of the plausibility of the two
physiological scenarios (or their combinations). The proof itself is given
by the fact that the experimental observations – such as the time-varying
nonlinear TE dependence and slow return of the positive post-stimulus
intercept to baseline – are only properly described by the nonlinearly
TE-dependent BOLD signal equation (5) in conjunction with a CBF-CBV
uncoupling.

In this study, we have used relatively long stimulus duration (55 s). As
the venous CBV steadily increases during stimulation due to viscoelas-
ticity of venous vessels and then slowly returns to baseline due to the
same mechanism, its contribution to the BOLD response transients
become more dominant with longer stimuli ((Uludag and Blinder, 2017),
and references therein). It has been hypothesized that the size of
CBF-CBV uncoupling is proportional to the stimulus duration. The full
recovery from the post-stimulus BOLD undershoot can take twice or more
as long as the stimulus duration. This means that our results about
CBF-CBV uncoupling being dominant mechanism behind the
post-stimulus BOLD undershoot (in addition to a variable CBF contri-
bution) should also be scalable to shorter stimuli. However, in the case of
very short stimuli (e.g. < 5 s), this extrapolation might not hold anymore
and other physiological mechanisms may take over. By saying that,
multi-TE sequence could be useful to provide insights into physiological
mechanisms in this case as well.
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