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#### Abstract

Linear stochastic programming problems with first order stochastic dominance (FSD) constraints are non-convex. For their mixed $0-1$ linear programming formulation we present two convex relaxations based on second order stochastic dominance (SSD). We develop necessary and sufficient conditions for FSD, used to obtain a disjunctive programming formulation and to strengthen one of the SSD-based relaxations. © 2005 Published by Elsevier B.V.
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## 1. Introduction

The notion of first order stochastic dominance (FSD), also called stochastic ordering, has been introduced in statistics (see $[10,11]$ ) and further applied and developed in economics (see [8,9,7,13,14]). A random variable $X$ dominates another random variable $Y$ in the first order, which we denote by $X \succcurlyeq(1) Y$, if
$F_{X}(\eta) \leqslant F_{Y}(\eta) \quad$ for all $\eta \in \mathbb{R}$,
where $F_{X}(\eta)=P[X \leqslant \eta]$ denotes the distribution function of a random variable $X$. It is

[^0]well-known (see, e.g., [12]) that the stochastic ordering relation $X \succcurlyeq_{(1)} Y$ can be equivalently expressed as follows: $\mathbb{E}[u(X)] \geqslant \mathbb{E}[u(Y)]$ for all non-decreasing functions $u: \mathbb{R} \rightarrow \mathbb{R}$ for which the above expectations are finite.

For two integrable random variables $X$ and $Y$, $X \succcurlyeq_{(2)} Y$ denotes the second order stochastic dominance (SSD) relation:
$\int_{-\infty}^{\eta} F_{X}(\alpha) \mathrm{d} \alpha \leqslant \int_{-\infty}^{\eta} F_{Y}(\alpha) \mathrm{d} \alpha$ for all $\eta \in \mathbb{R}$.
It is easy to see that the FSD relation (1) implies SSD via integration over the interval $(-\infty, \eta)$. We are also going to use the following equivalent formulation of the SSD condition, featuring the expected shortfalls of
the random variables (see [4]):
$\mathbb{E}\left([\eta-X]_{+}\right) \leqslant \mathbb{E}\left([\eta-Y]_{+}\right) \quad$ for all $\eta \in \mathbb{R}$.
Dominance relations can be involved in stochastic optimization problems as constraints, allowing us to obtain solutions dominating some random reference outcomes. Such models have been introduced and analyzed in $[4,6]$. In [5] it is also proved that the convexification of the set defined by the FSD relation is equal to the set defined by the SSD relation, if the probability space is non-atomic.

In this paper we analyze FSD constraints, which are equivalent to a continuum of probabilistic constraints. Here the main challenge lies in the potential non-convexity of the associated feasible region.

In Section 2 we formulate a linear FSD-constrained optimization model as a mixed $0-1$ programming problem with multiple knapsack constraints. In Section 3 a linear programming (LP) relaxation, based on SSD constraints, is introduced, which is different from the usual LP relaxation obtained by dropping the integrality restriction. In Section 4 we introduce a new necessary condition for FSD leading to yet another LP relaxation, which we call interval second order stochastic dominance (ISSD) relaxation. Section 5 provides an analysis of the relations between these relaxations. We conclude the paper by presenting in Section 6 a new necessary and sufficient condition for FSD. Using this condition we obtain a disjunctive programming formulation of the discrete FSD-constrained optimization model.

The expected value operator is denoted by $\mathbb{E}$. An abstract probability space is denoted by $(\Omega, \mathscr{F}, P)$, where $\Omega$ is the sample space, $\mathscr{F}$ is a $\sigma$-algebra on $\Omega$ and $P$ is a probability measure on $\Omega$. For a real number $\eta \in \mathbb{R}$ let $[\eta]_{+}=\max (0, \eta)$ and $[\eta]_{-}=\min (0, \eta)$.

## 2. Linear optimization with first order constraints

Let $\left(\Omega, 2^{\Omega}, P\right)$ be a finite probability space, where $\Omega=\left\{\omega_{1}, \ldots, \omega_{N}\right\}$, with corresponding probabilities $p_{1}, \ldots, p_{N}$, and $\psi: \mathbb{R}^{n} \times \Omega \rightarrow \mathbb{R}$ an outcome mapping satisfying the condition that $\psi(\cdot, \omega)$ is a linear function for all $\omega \in \Omega$. For a given vector $\mathbf{z} \in \mathbb{R}^{n}$ let us define the mapping $\psi_{\mathbf{z}}: \Omega \rightarrow \mathbb{R}$ by $\psi_{\mathbf{z}}(\omega)=\psi(\mathbf{z}, \omega)$. Let $Y$ be some random variable on $\Omega$ (reference out-
come). We consider the following linear stochastic optimization model with an FSD constraint:

$$
\begin{align*}
\max & \mathbf{c}^{\mathrm{T}} \mathbf{z} \\
\text { s.t. } & \psi_{\mathbf{z}} \succcurlyeq(1) Y,  \tag{4}\\
& \mathbf{z} \in Z,
\end{align*}
$$

where $Z$ is a compact polyhedron. Without the dominance constraint, problem (4) can be easily formulated as a linear programming problem. The stochastic dominance constraint, however, can render the feasible set non-convex in the general case.

Let $\hat{y}_{i}=Y\left(\omega_{i}\right), \quad i=1, \ldots, N$, denote the realizations of the reference outcome $Y$. Without loss of generality we may assume $\hat{y}_{1} \leqslant \hat{y}_{2} \leqslant \cdots \leqslant \hat{y}_{N}$. Let us denote the different realizations of the reference outcome $Y$ by $y_{1}<y_{2}<\cdots<y_{D}$, and let $y_{0}$ be an arbitrary number such that $y_{0}<y_{1}$, implying $P\left[Y \leqslant y_{0}\right]=0$.

Since the distribution function of the reference outcome $Y$ is a right-continuous step function, it is easy to verify that the FSD constraint in (4) is equivalent to

$$
\begin{equation*}
P\left[\psi_{\mathbf{z}}<y_{k}\right] \leqslant P\left[Y \leqslant y_{k-1}\right], \quad k=1, \ldots, D \tag{5}
\end{equation*}
$$

We now reformulate problem (4) by introducing the binary variables

$$
\begin{align*}
\beta_{i, k} & = \begin{cases}1 & \text { if } \psi\left(\mathbf{z}, \omega_{i}\right)<y_{k} \\
0 & \text { otherwise }\end{cases} \\
i & =1, \ldots, N, \quad k=1, \ldots, D . \tag{6}
\end{align*}
$$

Let $M_{i, k} \in \mathbb{R}$ satisfy the inequalities

$$
\begin{align*}
& M_{i, k} \geqslant y_{k}-\min _{\mathbf{z} \in Z} \psi\left(\mathbf{z}, \omega_{i}\right) \\
& \quad i=1, \ldots, N, \quad k=1, \ldots, D . \tag{7}
\end{align*}
$$

Since $\psi\left(\cdot, \omega_{i}\right)$ is linear for all $i=1, \ldots, N$, and $Z$ is compact, such $M_{i, k}$ values exist.

Now using (5)-(7) we can rewrite (4) as a mixed $0-1$ linear programming problem, which we refer to as MBLP:

$$
\begin{array}{ll}
\max & \mathbf{c}^{\mathrm{T}} \mathbf{z} \\
\text { s.t. } & \sum_{i=1}^{N} p_{i} \beta_{i, k} \leqslant P\left[Y \leqslant y_{k-1}\right], \quad k=1, \ldots, D \\
& \psi\left(\mathbf{z}, \omega_{i}\right)+M_{i, k} \beta_{i, k} \geqslant y_{k} \\
& i=1, \ldots, N, \quad k=1, \ldots, D \\
& \beta_{i, k} \in\{0,1\}, \quad i=1, \ldots, N \\
& k=1, \ldots, D  \tag{10}\\
& \mathbf{z} \in Z
\end{array}
$$

Note that we can select a sufficiently large common value $M_{i, k}=M, i=1, \ldots, N, k=1, \ldots, D$.

Inequalities (8) together with the integrality restriction (10) define a set of knapsack constraints. With every item $i \in\{1, \ldots, N\}$ we associate a weight $p_{i}>0$, and every knapsack $k \in\{1, \ldots, D\}$ has a capacity $u_{k}=P\left[Y \leqslant y_{k-1}\right], k=1, \ldots, D$.

Our intention is to employ the probabilistic structure of the problem to derive new LP relaxations.

## 3. Relaxation based on second order constraints

Since FSD implies SSD and, as we are going to see below, SSD constraints can be represented by a system of linear inequalities, the SSD constraints can be viewed as valid inequalities for the feasible set of MBLP. This fact leads to an LP relaxation which is different from the usual one obtained by relaxing the integrality restriction. In Section 5 we provide examples which show that neither of these relaxations is stronger than the other.

Since $Y$ has a discrete distribution, inequalities (3) are equivalent (see [4]) to
$\mathbb{E}\left(\left[y_{k}-X\right]_{+}\right) \leqslant \mathbb{E}\left(\left[y_{k}-Y\right]_{+}\right), \quad k=1, \ldots, D$.

Let us introduce the following functions, representing the shortfall values of the outcome $\psi_{\mathbf{z}}$ :
$s_{\mathbf{z}}(i, k)=\left\{\begin{array}{lc}0 & \text { for } i=1, \ldots, N, \\ k=0, \\ {\left[y_{k}-\psi\left(\mathbf{z}, \omega_{i}\right)\right]_{+}} & \text {for } i=1, \ldots, N, \\ & k=1, \ldots, D .\end{array}\right.$

When the policy $\mathbf{z}$ is clear from the context, we also use the simplified notation $s_{i, k}=s_{\mathbf{Z}}(i, k)$. Then the next system of linear inequalities is equivalent to the SSD relation (11):

$$
\begin{equation*}
\sum_{i=1}^{N} p_{i} s_{i, k} \leqslant \mathbb{E}\left(\left[y_{k}-Y\right]_{+}\right), \quad k=1, \ldots, D \tag{13}
\end{equation*}
$$

Let $v_{k}=\mathbb{E}\left(\left[y_{k}-Y\right]_{+}\right)$. By introducing the decision vector $\overline{\mathbf{s}} \in \mathbb{R}^{N(D+1)}$ to represent the shortfall values
we obtain the corresponding LP relaxation

$$
\begin{array}{ll}
\max & \mathbf{c}^{\mathrm{T}} \mathbf{z} \\
\text { s.t. } & \psi\left(\mathbf{z}, \omega_{i}\right)+\bar{s}_{i, k} \geqslant y_{k} \\
& i=1, \ldots, N, \quad k=1, \ldots, D \\
& \sum_{i=1}^{N} p_{i} \bar{s}_{i, k} \leqslant v_{k}, \quad k=1, \ldots, D \\
& \bar{s}_{i, k} \geqslant 0, \quad i=1, \ldots, N, \quad k=1, \ldots, D \\
& \mathbf{z} \in Z \tag{18}
\end{array}
$$

We refer to the above problem as the SSD-based LP relaxation of MBLP.

Observation 1. For every feasible solution (z, $\overline{\mathbf{s}})$ of (14)-(18) we have $\overline{\mathbf{s}} \geqslant \mathbf{s}_{\mathbf{z}}$, and the pair $\left(\mathbf{z}, \mathbf{s}_{\mathbf{z}}\right)$ is also feasible for (14)-(18).

## 4. Relaxation based on interval second order constraints

The results of this section are based on the following condition on differences of expected shortfalls.

Proposition 1. If $X \succcurlyeq_{(1)} Y$ then for all $\eta_{1} \leqslant \eta_{2}$ in $\mathbb{R}$,

$$
\begin{align*}
& \mathbb{E}\left(\left[\eta_{2}-X\right]_{+}\right)-\mathbb{E}\left(\left[\eta_{1}-X\right]_{+}\right) \\
& \quad \leqslant \mathbb{E}\left(\left[\eta_{2}-Y\right]_{+}\right)-\mathbb{E}\left(\left[\eta_{1}-Y\right]_{+}\right) \tag{19}
\end{align*}
$$

Proof. Similarly to the case of (2) and (3), we can rewrite (19) in the form
$\int_{\eta_{1}}^{\eta_{2}} F_{X}(t) \mathrm{d} t \leqslant \int_{\eta_{1}}^{\eta_{2}} F_{Y}(t) \mathrm{d} t$,
which immediately follows from (1) via integration on the interval $\left[\eta_{1}, \eta_{2}\right]$.

Using the above result we can obtain a strengthening of the SSD-based LP relaxation by substituting $X=\psi_{\mathbf{z}}$, $\eta_{1}=y_{k-1}, \eta_{2}=y_{k}$ into (19).

Corollary 1. If $\psi_{\mathbf{z}} \succcurlyeq_{(1)} Y$, then

$$
\begin{align*}
& \mathbb{E}\left(\left[y_{k}-\psi_{\mathbf{z}}\right]_{+}\right)-\mathbb{E}\left(\left[y_{k-1}-\psi_{\mathbf{z}}\right]_{+}\right) \\
& \leqslant \mathbb{E}\left(\left[y_{k}-Y\right]_{+}\right)-\mathbb{E}\left(\left[y_{k-1}-Y\right]_{+}\right), \\
& \quad k=1, \ldots, D . \tag{21}
\end{align*}
$$

In the discrete case condition (21) takes the form

$$
\begin{align*}
& \sum_{i=1}^{N} p_{i} s_{i, k}-\sum_{i=1}^{N} p_{i} s_{i, k-1} \leqslant v_{k}-v_{k-1}, \\
& \quad k=1, \ldots, D \tag{22}
\end{align*}
$$

By Observation 1 we obtain an LP relaxation of MBLP, based on the necessary condition (22): $\max \quad \mathbf{c}^{\mathrm{T}} \mathbf{z}$

$$
\begin{align*}
& \text { s.t. } \quad \sum_{i=1}^{N} p_{i} \bar{s}_{i, k}-\sum_{i=1}^{N} p_{i} \bar{s}_{i, k-1} \leqslant v_{k}-v_{k-1}, \\
& \quad k=1, \ldots, D, \\
& \psi\left(\mathbf{z}, \omega_{i}\right)+\bar{s}_{i, k} \geqslant y_{k}, \\
& \quad i=1, \ldots, N, \quad k=1, \ldots, D, \\
& \bar{s}_{i, k} \geqslant 0, \quad i=1, \ldots, N, \quad k=1, \ldots, D, \\
& \bar{s}_{i, 0}=0, \quad i=1, \ldots, N, \\
& \mathbf{z} \in Z . \tag{23}
\end{align*}
$$

The next lemma provides an upper bound for the shortfalls, allowing us to further strengthen this relaxation. Let $\mathbf{e}_{j}=(0, \ldots, 0,1,0, \ldots, 0) \in \mathbb{R}^{n}$, with the 1 in the $j$ th position.

Lemma 1. For a policy $\mathbf{z} \in Z$ the corresponding shortfall vector $\mathbf{s}=\mathbf{s}_{\mathbf{z}}$ satisfies

$$
\begin{aligned}
\mu s_{i, k} \leqslant & \sum_{j=1}^{n}\left(z_{j}+m_{j}\right)\left[y_{k}-\mu \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+} \\
& +\mu m_{j}\left[\psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+}, \\
& i=1, \ldots, N, \quad k=1, \ldots, D,
\end{aligned}
$$

where $m_{j}=-\left[\min \left\{z_{j} \mid \mathbf{z} \in Z\right\}\right]_{-}$and $\mu=\min \left\{\sum_{j=1}^{n}\right.$ $\left.\left(z_{j}+m_{j}\right) \mid \mathbf{z} \in Z\right\}$.

Proof. The result follows from the chain of inequalities

$$
\begin{aligned}
\mu s_{i, k}= & \mu\left[y_{k}-\sum_{j=1}^{n} z_{j} \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+} \\
= & {\left[\mu y_{k}-\mu \sum_{j=1}^{n}\left(z_{j}+m_{j}\right) \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right.} \\
& \left.+m_{j} \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+} \\
\leqslant & {\left[\sum_{j=1}^{n}\left(z_{j}+m_{j}\right) y_{k}-\sum_{j=1}^{n}\left(z_{j}+m_{j}\right) \mu \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right.} \\
& \left.+\mu m_{j} \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+} \\
\leqslant & {\left[\sum_{j=1}^{n}\left(z_{j}+m_{j}\right)\left(y_{k}-\mu \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right)\right.} \\
& \left.+\mu m_{j} \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+} \\
\leqslant & \sum_{j=1}^{n}\left(z_{j}+m_{j}\right)\left[y_{k}-\mu \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+} \\
& +\mu m_{j}\left[\psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+} .
\end{aligned}
$$

The last inequality relies on the fact that $z_{j}+m_{j} \geqslant 0$ and $\mu m_{j} \geqslant 0$ for $j=1, \ldots, n$.

We can now strengthen the LP relaxation (23) by adding to it the valid inequalities

$$
\begin{align*}
\mu \bar{s}_{i, k} \leqslant & \sum_{j=1}^{n}\left(z_{j}+m_{j}\right)\left[y_{k}-\mu \psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+} \\
& +m_{j} \mu\left[\psi\left(\mathbf{e}_{j}, \omega_{i}\right)\right]_{+} \\
& i=1, \ldots, N, \quad k=1, \ldots, D . \tag{24}
\end{align*}
$$

We will refer to this new formulation as the interval second order stochastic dominance (ISSD) relaxation.

## 5. Comparison of the three LP relaxations

The following theorem compares the strength of the various LP relaxations of MBLP introduced so far. For a set $W \subseteq \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}$ let us introduce the notation $\left.\operatorname{Proj}(W)=\left\{\mathbf{z} \in \mathbb{R}^{n_{1}}: \exists \mathbf{v} \in \mathbb{R}^{n_{2}}(\mathbf{z}, \mathbf{v}) \in W\right)\right\}$.

Theorem 1. Let us denote the feasible regions of the $S S D$-based LP relaxation, the ISSD relaxation and the usual $L P$ relaxation of MBLP by $Q^{\mathrm{SSD}}, Q^{\mathrm{ISSD}}$ and $Q$, respectively. Then the following relations hold:

1. $\operatorname{Proj}\left(Q^{\mathrm{ISSD}}\right) \subseteq \quad \operatorname{Proj}\left(Q^{\mathrm{SSD}}\right)$, in general $\operatorname{Proj}\left(Q^{\mathrm{ISSD}}\right) \subsetneq \operatorname{Proj}\left(Q^{\mathrm{SSD}}\right)$.
2. In general $\operatorname{Proj}\left(Q^{\mathrm{ISSD}}\right) \nsubseteq \operatorname{Proj}(Q)$.
3. In general $\operatorname{Proj}(Q) \nsubseteq \operatorname{Proj}\left(Q^{\mathrm{SSD}}\right)$.

Proof. Let $Z=\left\{\mathbf{z} \in \mathbb{R}_{+}^{2}: z_{1}+z_{2}=1\right\}, \overline{\mathbf{z}}=(0,1), \hat{\mathbf{z}}=$ $(1,0), \widetilde{\mathbf{z}}=\left(\frac{1}{2}, \frac{1}{2}\right)$, and consider the probability spaces on ground sets $\Omega=\left\{\omega_{1}, \omega_{2}, \omega_{3}\right\}$ and $\Omega^{\prime}=\left\{\omega_{1}^{\prime}, \omega_{2}^{\prime}\right\}$, with $P\left[\omega_{1}\right]=P\left[\omega_{2}\right]=P\left[\omega_{3}\right]=\frac{1}{3}$ and $P\left[\omega_{1}^{\prime}\right]=$ $P\left[\omega_{2}^{\prime}\right]=\frac{1}{2}$.

1. Summing the interval dominance constraints in (23) over the index ranges $\{1, \ldots, k\}, k=1, \ldots, D$, we obtain the SSD constraints, therefore $\operatorname{Proj}\left(Q^{\text {ISSD }}\right) \subseteq$ $\operatorname{Proj}\left(Q^{\mathrm{SSD}}\right)$. Now consider on $\Omega$ the outcome function
$\psi^{(1)}\left(\mathbf{z}, \omega_{1}\right)=3 z_{1}$,
$\psi^{(1)}\left(\mathbf{z}, \omega_{2}\right)=4 z_{1}+4 z_{2}$,
$\psi^{(1)}\left(\mathbf{z}, \omega_{3}\right)=5 z_{1}+6 z_{2}$,
the reference outcome $Y=\psi_{\overline{\mathbf{z}}}^{(1)}$ and the decision vector (policy) $\hat{\mathbf{z}}$. It is easy to see that $\psi_{\hat{\mathbf{z}}}^{(1)}$ dominates $Y$ in the second order, implying $\hat{\mathbf{z}} \in$ $\operatorname{Proj}\left(Q^{\mathrm{SSD}}\right)$. On the other hand, for any $(\hat{\mathbf{z}}, \overline{\mathbf{s}})$ feasible for ISSD, inequalities (24) imply $\bar{s}_{1,2} \leqslant 1$, $\bar{s}_{2,2} \leqslant 0, \quad \bar{s}_{3,2} \leqslant 0$, and so $\sum_{i=1}^{N} p_{i} \bar{s}_{i, 2} \leqslant \frac{1}{3}$. Since $\sum_{i=1}^{N} p_{i} \bar{s}_{i, 3} \geqslant \sum_{i=1}^{N} p_{i} s_{i, 3}=2$, we have $\sum_{i=1}^{N} p_{i} \bar{s}_{i, 3}-$ $\sum_{i=1}^{N} p_{i} \bar{s}_{i, 2} \geqslant \frac{5}{3}>\frac{4}{3}=v_{3}-v_{2}$. Therefore, the constraint $\sum_{i=1}^{N} p_{i} \bar{s}_{i, k}-\sum_{i=1}^{N} p_{i} \bar{s}_{i, k-1} \leqslant v_{k}-v_{k-1}$ in (23) is violated for $k=3$, which shows that $\hat{\mathbf{z}} \notin \operatorname{Proj}\left(Q^{\text {ISSD }}\right)$.
2. Consider on $\Omega$ the outcome function
$\psi^{(2)}\left(\mathbf{z}, \omega_{1}\right)=2 z_{1}$,
$\psi^{(2)}\left(\mathbf{z}, \omega_{2}\right)=5 z_{1}+4 z_{2}$,
$\psi^{(2)}\left(\mathbf{z}, \omega_{3}\right)=5 z_{1}+6 z_{2}$,
the reference outcome $Y=\psi_{\overline{\mathbf{z}}}^{(2)}$ and the decision vector (policy) $\hat{\mathbf{z}}$. It is easy to see that $\hat{\mathbf{z}} \in \operatorname{Proj}\left(Q^{\text {ISSD }}\right)$. On the other hand, the strongest formulation of the usual LP relaxation of MBLP is obtained by setting $M_{i, k}=$ $y_{k}-\min _{\mathbf{z} \in Z} \psi\left(\mathbf{z}, \omega_{i}\right)$, yielding in our case $M_{1,3}=6$, $M_{2,3}=2, M_{3,3}=1$. It follows from (9) that $\beta_{1,3} \geqslant \frac{2}{3}$, $\beta_{2,3} \geqslant \frac{1}{2}$ and $\beta_{3,3} \geqslant 1$ hold for any $(\hat{\mathbf{z}}, \beta) \in Q$, implying that inequality (8) cannot be satisfied for the decision vector $\hat{\mathbf{z}}$, thus $\hat{\mathbf{z}} \notin \operatorname{Proj}(Q)$.
3. Consider on $\Omega^{\prime}$ the outcome function
$\psi^{(3)}\left(\mathbf{z}, \omega_{1}\right)=10 z_{1}+6 z_{2}$,
$\psi^{(3)}\left(\mathbf{z}, \omega_{2}\right)=4 z_{1}+10 z_{2}$,
the reference outcome $Y=\psi_{\overline{\mathbf{z}}}^{(3)}$ and the decision vector (policy) $\widetilde{\mathbf{z}}$. It is easy to see that for the values $\hat{\beta}_{1,1}=$ $\hat{\beta}_{2,1}=0, \hat{\beta}_{1,2}=\hat{\beta}_{2,2}=\frac{1}{2}$ we have $(\hat{\beta}, \widetilde{\mathbf{z}}) \in Q$ for any $M_{i, k}$ values satisfying (7), while $\widetilde{\mathbf{z}} \notin \operatorname{Proj}\left(Q^{\mathrm{SSD}}\right)$, as $\psi_{\widetilde{\mathbf{z}}}$ does not dominate $Y$ in the second order.

## 6. A disjunctive programming formulation

We are going to show that the necessary condition for FSD presented in Proposition 1 is also sufficient, even when restricted to a finite set of pairs $\eta_{1}, \eta_{2}$. For a random variable $X$ we write $x_{i}=X\left(\omega_{i}\right)$.

Theorem 2. $X \succcurlyeq_{(1)} Y$ if and only if

$$
\begin{align*}
& \mathbb{E}\left(\left[y_{k}-X\right]_{+}\right)-\mathbb{E}\left(\left[x_{i}-X\right]_{+}\right) \\
& \quad \leqslant \mathbb{E}\left(\left[y_{k}-Y\right]_{+}\right)-\mathbb{E}\left(\left[x_{i}-Y\right]_{+}\right) \tag{25}
\end{align*}
$$

for all $i \in\{1, \ldots, N\}$ and $k \in\{0, \ldots, D\}$ such that
$x_{i}<y_{k} \quad$ and
$\left\{y_{1}, \ldots, y_{D}, x_{1}, \ldots, x_{N}\right\} \cap\left(x_{i}, y_{k}\right)=\emptyset$,
where $\left(x_{i}, y_{k}\right)$ is the open interval with endpoints $x_{i}$ and $y_{k}$.

Proof. The necessity of the condition follows immediately from Proposition 1. Now suppose that $X$ does not dominate $Y$ in the first order. Then there exists some $t^{*} \in \mathbb{R}$ for which $F_{Y}\left(t^{*}\right)<F_{X}\left(t^{*}\right)$. Recall that both functions $F_{X}(\cdot)$ and $F_{Y}(\cdot)$ are piecewise constant. Let $(a, b)$ be the largest interval containing $t^{*}$ and such
that $F_{Y}(t)<F_{X}(t)$ for $t \in(a, b)$ :
$a=\inf \left\{\tau: F_{Y}(t)<F_{X}(t), t \in\left[\tau, t^{*}\right]\right\}$,
$b=\sup \left\{\tau: F_{Y}(t)<F_{X}(t), t \in\left[t^{*}, \tau\right]\right\}$.
Both $a$ and $b$ are finite, because both functions are equal to 0 for sufficiently small $t$ and equal to 1 for sufficiently large $t$. Since both functions $F_{X}$ and $F_{Y}$ are right continuous, $b>t^{*}$.

It follows that $F_{X}$ has a jump at $a$ and $F_{Y}$ has a jump at $b$. Now we find a jump point $x_{i^{*}} \in[a, b)$ of $F_{X}$ and a jump point $y_{k^{*}} \in(a, b]$ of $F_{Y}$ such that none of these functions has jumps in the open interval $\left(x_{i^{*}}, y_{k^{*}}\right)$. Such a pair exists: we can take $x_{i^{*}}$ to be the last jump point of $F_{X}$ in the interval $[a, b)$ and $y_{k^{*}}$ to be the first jump point of $F_{Y}$ in the interval $\left(x_{i^{*}}, b\right]$.

The pair $\left(i^{*}, k^{*}\right)$ satisfies (26) by construction. To complete the proof we observe that the pair $\left(i^{*}, k^{*}\right)$ violates (25), which, similarly to (20), can be written as

$$
\int_{x_{i} *}^{y_{k^{*}}} F_{X}(t) \mathrm{d} t \leqslant \int_{x_{i^{*}}}^{y_{k^{*}}} F_{Y}(t) \mathrm{d} t
$$

In the following we are going to use for $X=\psi_{\mathrm{z}}$ a weaker form of Theorem 2.

Corollary 2. $\psi_{\mathbf{z}} \succcurlyeq(1) Y$ if and only if

$$
\begin{aligned}
& \mathbb{E}\left(\left[y_{k}-\psi_{\mathbf{z}}\right]_{+}\right)-\mathbb{E}\left(\left[\psi\left(\mathbf{z}, \omega_{i}\right)-\psi_{\mathbf{z}}\right]_{+}\right) \\
& \quad \leqslant \mathbb{E}\left(\left[y_{k}-Y\right]_{+}\right)-\mathbb{E}\left(\left[\psi\left(\mathbf{z}, \omega_{i}\right)-Y\right]_{+}\right)
\end{aligned}
$$

for all $i \in\{1, \ldots, N\}$ and $k \in\{0, \ldots, D\}$ such that $\psi\left(\mathbf{z}, \omega_{i}\right)<y_{k}$.

Let us introduce the following decision vectors, representing the above shortfalls for a policy $\mathbf{z} \in Z$ :

$$
\begin{aligned}
\xi_{i, k} & =\left[\psi\left(\mathbf{z}, \omega_{k}\right)-\psi\left(\mathbf{z}, \omega_{i}\right)\right]_{+} \\
i & =1, \ldots, N, \quad k=1, \ldots, N \\
\chi_{i, k} & =\left[\psi\left(\mathbf{z}, \omega_{k}\right)-y_{i}\right]_{+} \\
i & =0, \ldots, D, \quad k=1, \ldots, N
\end{aligned}
$$

We conclude by presenting a disjunctive programming formulation of our problem. For an introduction to disjunctive programming (optimization under logical constraints involving linear inequalities) see [1,2].

Since the condition $y=\max (a, b)$ can be written in the disjunctive form
$\binom{y=a}{a \geqslant b} \vee\binom{y=b}{b \geqslant a}$,
by Corollary 2 the FSD-constrained problem (4) can be formulated as a disjunctive programming problem: $\max \quad \mathbf{c}^{\mathrm{T}} \mathbf{z}$

$$
\left.\begin{array}{c}
\text { s.t. }\left(y_{k} \leqslant \psi\left(\mathbf{z}, \omega_{i}\right)\right) \vee\left(\sum_{j=1}^{N} p_{j} s_{j, k}-\sum_{j=1}^{N} p_{j} \xi_{j, i}\right. \\
\left.\leqslant v_{k}-\sum_{j=1}^{D} \sum_{l: \hat{y}_{l}=y_{j}} p_{l} \chi_{j, i}\right), \\
i=1, \ldots, N, \quad k=0, \ldots, D, \\
\binom{s_{i, k}=y_{k}-\psi\left(\mathbf{z}, \omega_{i}\right)}{y_{k}-\psi\left(\mathbf{z}, \omega_{i}\right) \geqslant 0} \\
\vee\binom{s_{i, k}=0}{y_{k}-\psi\left(\mathbf{z}, \omega_{i}\right) \leqslant 0}, \\
i=1, \ldots, N, \quad k=0, \ldots, D \\
\binom{\xi_{i, k}=\psi\left(\mathbf{z}, \omega_{k}\right)-\psi\left(\mathbf{z}, \omega_{i}\right)}{\psi\left(\mathbf{z}, \omega_{k}\right)-\psi\left(\mathbf{z}, \omega_{i}\right) \geqslant 0} \\
\vee\binom{\xi_{i, k}=0}{\psi\left(\mathbf{z}, \omega_{k}\right)-\psi\left(\mathbf{z}, \omega_{i}\right) \leqslant 0} \\
i=1, \ldots, N, \quad k=1, \ldots, N \\
i=0, \ldots, D, \quad k=1, \ldots, N . \\
\binom{\chi_{i, k}=\psi\left(\mathbf{z}, \omega_{k}\right)-y_{i}}{\psi\left(\mathbf{z}, \omega_{k}\right)-y_{i} \geqslant 0} \\
\chi_{i, k}=0 \\
\psi\left(\mathbf{z}, \omega_{k}\right)-y_{i} \leqslant 0
\end{array}\right),
$$

In an upcoming paper we shall obtain other disjunctions by restating the inequalities arising from the underlying combinatorial structure of the problem as logical conditions. This will lead to the generation of valid inequalities for the corresponding disjunctive relaxations, by applying the lift-and-project procedure developed in [3].
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