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Abstract

Recursive McCormick relaxations are among the most popular convexification techniques for binary

polynomial optimization. It is well-understood that both the quality and the size of these relaxations

depend on the recursive sequence and finding an optimal sequence amounts to solving a difficult com-

binatorial optimization problem. We prove that any recursive McCormick relaxation is implied by the

extended flower relaxation, a linear programming relaxation, which for binary polynomial optimization

problems with fixed degree can be solved in strongly polynomial time.

Key words: Binary polynomial optimization, Recursive McCormick relaxations, Multilinear polytope,
Extended flower relaxation, Cutting planes.

1 Binary polynomial optimization

We consider a binary polynomial optimization problem of the form:

max
∑

I∈Ī0

c0I
∏

i∈I

xi

s.t.
∑

I∈Īj

cjI
∏

i∈I

xi ≤ bj, ∀j ∈ {1, . . . ,m}

x ∈ {0, 1}n,

(BP)

where for each j ∈ {0, 1, . . . ,m}, we denote by Īj a family of nonempty subsets of {1, . . . , n}, and cjI , I ∈ Īj
are nonzero real-valued coefficients. We refer to each product term

∏

i∈I xi with |I| ≥ 2 as a multilinear
term, and we refer to r = max{|I| : I ∈ ∪m

j=0Īj} as the degree of Problem (BP). Throughout this paper,
we assume that r ≥ 3. Problem (BP) is NP -hard even when m = 0, and it has been the subject of
extensive research by the mixed-integer nonlinear optimization (MINLP) community over the past three
decades [5, 21, 19, 3, 22, 15, 2, 7, 9, 6, 8, 10, 11, 4].

In this paper, we are interested in the quality of linear programming (LP) relaxations for Problem (BP).
To convexify Problem (BP), it is common practice to first linearize the objective function and all constraints
by introducing a new variable yI for every multilinear term

∏

i∈I xi and obtain an equivalent optimization
problem in a lifted space:

max
∑

I∈Ī0\I0

c0IxI +
∑

I∈I0

c0IyI

s.t.
∑

I∈Īj\Ij

cjIxI +
∑

I∈Ij

cjIyI ≤ bj, ∀j ∈ {1, . . . ,m}

yI =
∏

i∈I

xi, ∀I ∈
m
⋃

j=0

Ij

x ∈ {0, 1}n, ∀i ∈ {1, . . . , n},

(EBP)
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where Ij , j ∈ {0, 1, . . . ,m} consists of all elements in Īj of cardinality at least two. Moreover, with a slight
abuse of notation we set x{i} := xi Subsequently, a convex relaxation of the feasible region of Problem (EBP)
is constructed and the resulting problem is solved to obtain an upper bound on the optimal value of Prob-
lem (BP). The Reformulation Linearization technique (RLT) [20] and the sum-of-squares hierarchy [17] are
two general schemes for constructing LP and semi-definite programming (SDP) relaxations for polynomial
optimization problems, respectively. While these methods often lead to strong bounds, they are too expen-
sive to solve. In the following, we focus on a number of convexification techniques that generate cheap LP
relaxations for Problem (EBP) by building polyhedral relaxations for the set

S =
{

(x, y) : yI =
∏

i∈I

xi, ∀I ∈ Ĩ :=

m
⋃

j=0

Ij , x ∈ {0, 1}n
}

. (1)

Throughout this paper, we refer to set S defined by (1) as the multilinear set and we refer to its convex
hull as the multilinear polytope. Without loss of generality, we assume that each xi, i ∈ {1, . . . , n} appears
in at least one multilinear term. Moreover, we refer to r = max{|I| : I ∈ Ĩ} as the rank of the multilinear
set. Notice that the rank of a multilinear set equals to the degree of the corresponding binary polynomial
optimization problem.

1.1 Recursive McCormick relaxations

Motivated by factorable programming techniques [16], a polyhedral relaxation of the multilinear set defined
by (1) can be constructed by a recursive application of bilinear envelopes [1]. In the following we give a brief
overview of this method in its full generality:

• Initialization. Initialize the sets RI = {I} for all I ∈ Ĩ, and K̃ = ∅. Mark each L ∈ RI for all I ∈ Ĩ as
unchecked.

• Recursive Decomposition. For each I ∈ Ĩ, and for each L ∈ RI such that L ∈ {I} ∪ K̃, consider the
following cases:

– If L is unchecked, then denote by PL = {J,K} a partition of L; that is, J,K are nonempty, J∪K = L
and J ∩K = ∅. If |J | > 1 (resp. |K| > 1), let RI = RI ∪ {J} (resp. RI = RI ∪ {K}). Moreover,
if |J | > 1 and J /∈ Ĩ ∪ K̃ (resp. |K| > 1 and K /∈ Ĩ ∪ K̃), then introduce the new artificial variable
yJ =

∏

i∈J xi, update K̃ = K̃ ∪ {J}, and mark J as unchecked (resp. yK =
∏

i∈K xi, update

K̃ = K̃ ∪ {K}, and mark K as unchecked). Finally, mark L as checked.

– If L is checked, then consider its partition PL = {J,K}, constructed above. If |J | > 1 (resp. |K| > 1),
let RI = RI ∪ {J} (resp. RI = RI ∪ {K}).

It then follows that for each L ∈ RI with PL = {J,K}, we have yL = yJyK , where we define y{i} := xi for
all i ∈ {1, . . . , n}. Therefore, the multilinear set S can be written, in a lifted space of variables, as a collection
of bilinear equations of the form yJt∪Kt

= yJt
yKt

, t ∈ {1, . . . , T }. Subsequently a polyhedral relaxation of
this set is obtained by replacing each bilinear equation by its convex hull over the unit hypercube:

yJt∪Kt
≥ 0, yJt∪Kt

≥ yJt
+ yKt

− 1,

yJt∪Kt
≤ yJt

, yJt∪Kt
≤ yKt

,
∀t ∈ {1, . . . , T }. (2)

This simple relaxation technique is used extensively in the literature and is often referred to as the recursive
McCormick relaxation (RMC). In the remainder of this paper, given an RMC of the multilinear set S, we
refer to RI as the recursive sequence of the multilinear term yI =

∏

i∈I xi, I ∈ Ĩ and we refer to RI , I ∈ Ĩ
as the recursive sequence of S. Moreover, by the size of an RMC, we imply the number of its artificial
variables; i.e., |K̃|. For notational simplicity, throughout the paper, for any subset of {1, · · · , n}, say for
example {i, j, k}, we write yijk instead of y{i,j,k}; similarly, we write Rijk instead of R{i,j,k}.

For instance, the global solver BARON [14] uses an RMC scheme in which for each yJt∪Kt
= yJt

yKt
, it

chooses Jt,Kt such that |Jt| = 1 (see [23] for further details). For example, consider the multilinear set
S = {(x, y) : y1234 = x1x2x3x4, x ∈ {0, 1}4}; then the factorable decomposition module in BARON constructs
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the following bilinear equations y1234 = x1y234, y234 = x2y34, y34 = x3x4; in this case, the recursive sequence
of y1234 is given by R1234 = {{1, 2, 3, 4}, {2, 3, 4}, {3, 4}} and artificial variables of this RMC are y234, y34.

For a multilinear set, there exist many different recursive sequences, in general. It is well-understood
that the choice of the recursive sequence impacts both the size and the quality of the resulting RMC. In [18],
the authors study the impact of the recursive sequence on the size of and the quality of the resulting RMC.
First, the authors show that even for multilinear sets of rank three, the problem of finding a minimum-size
RMC is NP -hard. Moreover, they propose a mixed-integer programming (MIP) formulation to solve this
problem. Subsequently, they propose a MIP formulation to identify RMCs of a given size with the best
possible upper bound. Their numerical experiments suggest that their proposed RMCs often outperform the
simpler RMCs implemented in global solvers. To better illustrate this point, we use the running example
of [18] which we will later use to explain our results as well:

Example 1. Consider the problem of maximizing f(x) = −x1x2x3 + x2x3x4 + x1x3x4 over x ∈ {0, 1}4. It
can be checked that if we solve an RMC with the recursive sequence

R1
123 = {{1, 2, 3}, {1, 2}}, R1

234 = {{2, 3, 4}, {2, 3}}, R1
134 = {{1, 3, 4}, {1, 3}},

we obtain the upper bound U = 4
3 , while if we solve an RMC with the recursive sequence

R2
123 = {{1, 2, 3}, {1, 3}}, R2

234 = {{2, 3, 4}, {3, 4}}, R2
134 = {{1, 3, 4}, {3, 4}},

we obtain the upper bound U = 1.0, which is sharp. The recursive sequence R2 outperforms R1 since the
artificial variable y34 introduced in R2 appears in the recursive sequence of two multilinear terms y234 =
x2x3x4, y134 = x1x3x4, while all artificial variables of R1 appear in the recursive sequence of one multilinear
term.

1.2 Multilinear polytopes and hypergraph acyclicity

In [7], we introduce a hypergraph representation of multilinear sets which in turn enables us to characterize
multilinear polytopes of hypergraphs with various degrees of acyclicity [12] in the space of original variables [8,
10]. As a result, we obtain strong polyhedral relaxations for general multilinear sets [11]. In the following,
we briefly review two polyhedral relaxations of multilinear sets and introduce a new stronger polyhedral
relaxation; in the next section, we compare these relaxations with RMCs.

Before proceeding further, we introduce our hypergraph terminology. Recall that a hypergraph G is a
pair (V,E) where V = V (G) is the set of nodes of G, and E = E(G) is a set of subsets of V of cardinality
at least two, called the edges of G. With any hypergraph G, we associate a multilinear set SG defined as
follows:

SG =
{

z ∈ {0, 1}d : ze =
∏

v∈e

zv, e ∈ E
}

, (3)

where d = |V | + |E|. We denote by MPG the convex hull of SG. Note that variables zv, v ∈ V in (3)
correspond to variables xi, i ∈ {1, . . . , n} in (1) and variables ze, e ∈ E in (3) correspond to variables yI ,
I ∈ Ĩ in (1).

The standard linearization. A simple polyhedral relaxation of SG can be obtained by replacing each
multilinear term ze =

∏

v∈e zv, by its convex hull over the unit hypercube:

MPLP
G =

{

z : zv ≤ 1, ∀v ∈ V,

ze ≥ 0, ze ≥
∑

v∈e

zv − |e|+ 1, ∀e ∈ E, (4)

ze ≤ zv, ∀v ∈ e, ∀e ∈ E
}

.

The above relaxation has been used extensively in the literature and is often referred to as the standard
linearization of the multilinear set (see for example [13, 5]). In [8], we prove that MPLP

G = MPG if and only
if G is a Berge-acyclic hypergraph; i.e., the most restrictive type of hypergraph acyclicity [12]. For general
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hypergraphs however, the standard linearization often provides a weak relaxation of multilinear sets. As we
show in the next section, the standard linearization corresponds to the projection of an RMC, if the common
product terms across various multilinear terms are not exploited. The following example demonstrates this
result:

Example 2. Consider the binary polynomial optimization problem considered in Example 1. It can be
checked that using the standard linearization of the corresponding multilinear set, we obtain an upper bound
U = 4

3 , which is equal to the bound obtained using the RMC with no artificial variable appearing in the
recursive sequence of more than one multilinear term.

The flower relaxation and the extended flower relaxation. In [8], we introduce the flower relaxation
of multilinear sets, a polyhedral relaxation that is often significantly stronger than the standard linearization.
To formally define this relaxation, we first need to introduce flower inequalities [8]. Let e0 be an edge of G
and let ek, k ∈ K, be the set of all edges adjacent to e0 with

|e0 ∩ ek| ≥ 2, ∀k ∈ K. (5)

Let T be a nonempty subset of K such that

e0 ∩ ei ∩ ej = ∅, ∀ i 6= j ∈ T. (6)

Then the flower inequality centered at e0 with neighbors ek, k ∈ T , is given by:

∑

v∈e0\∪k∈T ek

zv +
∑

k∈T

zek − ze0 ≤ |e0 \ ∪k∈T ek|+ |T | − 1. (7)

We refer to inequalities of the form (7), for all nonempty T ⊆ K satisfying conditions (5) and (6), as the
system of flower inequalities centered at e0. We define the flower relaxation MPF

G as the polytope obtained
by adding the system of flower inequalities centered at each edge of G to MPLP

G . In [8], we prove that
MPF

G = MPG if and only if G is a γ-acyclic hypergraph. We should remark that γ-acyclic hypergraphs
represent a significant generalization of Berge-acyclic hypergraphs [12]. As we detail in [11], while the
separation problem over the flower relaxation is NP -hard for general hypergraphs, it can be solved in
O(|E|2) time for hypergraphs with fixed rank.

Example 3. Consider the binary polynomial optimization problem considered in Example 1. It can be
checked that using the flower relaxation of the corresponding multilinear set, we obtain an upper bound
U = 1.0, which coincides with the best RMC bound.

While in Example 3 the flower relaxation is as good as the best RMC, this is not always the case. Next,
we introduce a stronger polyhedral relaxation of multilinear sets that dominates all RMC relaxations. To this
end, we first present a class of valid inequalities for multilinear sets that can be considered as a generalization
of flower inequalities. Let e0 be an edge of G and as before, denote by ek, k ∈ K, the set of all edges adjacent
to e0. Let T be a nonempty subset of K such that

γi :=
∣

∣

∣
(e0 ∩ ei) \

⋃

j∈T\{i}

(e0 ∩ ej)
∣

∣

∣
≥ 2, ∀i ∈ T. (8)

Then the extended flower inequality centered at e0 with neighbors ek, k ∈ T , is given by (7). Similarly,
we define the extended flower relaxation MPEF

G as the polytope obtained by adding the system of extended
flower inequalities centered at each edge of G to MPLP

G . Notice that conditions (5) and (6) imply condi-
tion (8); namely, flower inequalities are a special case of extended flower inequalities. Indeed, extended flower
inequalities are a generalization of flower inequalities as they subsume cases in which e0 ∩ ei ∩ ej 6= ∅ for
some i 6= j ∈ T .

We should remark that in the special case where the neighbours ek, k ∈ T satisfy the so-called running
intersection property, it can be checked that running intersection inequalities [10] imply extended flower
inequalities. However, in general, extended flower inequalities are not implied by running intersection in-
equalities. The following example illustrates these facts:
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Example 4. Consider the hypergraph G = (V,E) with V = {v1, . . . , v9} and E = {e0, e1, e2, e3}, where
e0 = V , e1 = {v1, . . . , v4}, e2 = {v4, . . . , v7}, and e3 = {v1, v7, v8, v9}. Then all flower inequalities of SG are
given by:

∑

v∈e0\ei

zv + zei − ze0 ≤ 5,

ze0 − zei ≤ 0,

∀i ∈ {1, 2, 3}, (9)

and the remaining running intersection inequalities of SG are given by

− zei∩ej +
∑

v∈e0\(ei∪ej)

zv + zei + zej − ze0 ≤ 2, ∀i 6= j ∈ {1, 2, 3}. (10)

Moreover, in addition to inequalities (9), we have the following extended flower inequalities:

∑

v∈e0\(ei∪ej)

zv + zei + zej − ze0 ≤ 3, ∀i 6= j ∈ {1, 2, 3} (11)

ze1 + ze2 + ze3 − ze0 ≤ 2. (12)

First notice that using inequalities zv ≤ 1 for all v ∈ V , which are present in the standard linearization of
SG, we deduce that extended flower inequalities (11) are implied by the running intersection inequalities (10).
However, the extended flower inequality (12) is not implied by any other inequalities. To see this consider
the point z̃p, p ∈ V ∪E defined as:

z̃v = 1, ∀v ∈ V̄ := {v1, v4, v7}

z̃v = z̃e =
3

4
, ∀v ∈ V \ V̄ , ∀e ∈ {e1, e2, e3} (13)

z̃e0 = 0.

Clearly, z̃ violates the extended flower inequality (12), since 3(34 ) 6≤ 2. However, it can be checked that z̃
satisfies all inequalities present in the standard linearization of SG, as well as flower inequalities (9), and
running intersection inequalities (10). This is due to the fact that while the set {ei, ej}, has the running
intersection property for all i 6= j ∈ {1, 2, 3}, the set {e1, e2, e3} do not have the running intersection property
and hence no running intersection inequality can be generated for the latter. See [10] for details regarding
running intersection inequalities.

Remark 1. It is important to note that assumption (8) is without loss of generality. To see this, consider
an edge e0 and a subset of adjacent edges ek, k ∈ T some of which do not satisfy assumption (8). The
following cases arise:

• γi = 0 for some i ∈ T . In this case, the extended flower inequality is implied by two inequalities: (i)
zei ≤ 1, and (ii) the extended flower inequality centered at e0 with neighbours ek, k ∈ T \ {i}.

• γi = 1 for some i ∈ T . In this case, the extended flower inequality is implied by two inequalities: (i)
zei ≤ zv̄, where {v̄} = e0 ∩ ei, and (ii) the extended flower inequality centered at e0 with neighbours ek,
k ∈ T \ {i}.

Hence we conclude that to construct the extended flower relaxation, it suffices to consider neighbours ek,
k ∈ T satisfying assumption (8).

We conclude this section by commenting on the complexity of optimizing over the extended flower re-
laxation. Clearly, optimization over the standard linearization can be done in polynomial time. Hence it
suffices to consider extended flower inequalities. In [11], the authors prove that the separation problem over
flower inequalities is NP -hard. However, they show that for hypergraphs of fixed degree, the separation
problem can be solved in strongly polynomial time.
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Separating over extended flower inequalities. In the following, we present a separation algorithm
over extended flower inequalities that runs in strongly polynomial-time for hypergraphs G = (V,E) of fixed
degree r; i.e., in a number of iterations bounded by a polynomial in |V | and |E|. By equivalence of separation
and optimization, this in turn implies that optimizing over the extended flower relaxation can be done in
polynomial time. The fixed degree assumption is reasonable as for binary polynomial optimization problems,
|V | and |E| represent the number of variables and multilinear terms, respectively, while r is the degree of
the polynomial. Indeed, for all problems appearing in applications, while we have hundreds or thousands of
variables, the degree of the polynomial is a small number; namely, r ≪ 10. In [10], we present an efficient
separation algorithm for running-intersection inequalities. While the extended flower inequalities do not
imply and are not implied by running-intersection inequalities, they can be separated using similar ideas.
Hence, in the following, we provide a sketch of our separation algorithm and refer the reader to [10] for
further details.

Let us start by formally defining the separation problem: Given a hypergraph G = (V,E), and a vector
z̄ ∈ [0, 1]V+E , decide whether z̄ satisfies all extended flower inequalities or not, and in the latter case, find
an extended flower inequality that is violated by z̄.

Consider an edge e0 ∈ E, and denote by Ee0 the subset of E containing, for every f ⊆ e0 with |f | ≥ 2,
among all the edges e ∈ E \ {e0} with e0 ∩ e = f , only one that maximizes z̄e. It then follows that in order
to solve the separation problem over all extended flower inequalities in G centered at e0, it suffices to do
the separation over the (much smaller) set of extended flower inequalities centered e0, with neighbors ek
contained in Ee0 . In the following, we assume that a rank-r hypergraph G = (V,E) is represented by an
incidence-list in which every edge stores the vertices it contains. We assume the vertex list for each edge is
sorted, otherwise, such a representation can be constructed in O(r|E|) operations using some integer sorting
algorithm. We are now ready to present our separation algorithm:

Proposition 1. Consider a rank-r hypergraph G = (V,E) and a vector z̄ ∈ [0, 1]V+E. Then the separation

problem over all extended flower inequalities can be solved in O(|E|(r2r |E|+ r22r
2/2)) operations.

Proof. Let e0 ∈ E; we present the separation algorithm over all extended flower inequalities centered at
e0. By applying the algorithm |E| times, we can solve the separation problem over all extended flower
inequalities in G.

Observe that by assumption (8), the number of neighbours t in an extended flower inequality does
not exceed r

2 . First we construct the set Ee0 defined above. For a rank-r hypergraph G, the number of
elements in Ee0 is at most 2r − r − 1. It can be checked that the set Ee0 can be constructed in O(r2r |E|)
operations. It then follows that the total number of possible sets of neighbors of cardinality at most r

2 is

given by N =
∑r/2

i=1

(

2r−r−1
i

)

≤ (2r − r)r/2. For each possible set of t neighbors, we can check the validity of
condition (8) in O(tr) operations. Finally, for each valid set of t neighbors, we generate the corresponding
unique extended flower inequality in O(t+ r) operations. Therefore, the total running time of the separation

algorithm is given by O(|E|(r2r |E|+ r22r
2/2)).

Hence by Proposition 1, for a fixed-rank hypergraphG = (V,E), the separation problem over all extended
flower inequalities can be solved in O(|E|2) operations. As we show in the next section, the extended flower
relaxation implies all RMCs of a multilinear set. This is an important result as it indicates instead of solving
a MIP to identify an optimal RMC and subsequently solving an LP in a lifted space (due to the addition
of artificial variables), one can solve the extended flower relaxation efficiently and obtain no worse (in fact,
often better) bounds.

2 A theoretical comparison of relaxations

In this section, we present a theoretical comparison of RMCs, the standard linearization, and the extended
flower relaxation of multilinear sets. Let G = (V,E) be a hypergraph, and consider an RMC for the
multilinear set SG. We denote by Ē the set containing the index set of all artificial variables corresponding
to the RMC. That is, ze, e ∈ Ē denote all artificial variables of this RMC. From the definition of RMCs it
follows that E ∩ Ē = ∅, and |e| ≥ 2 for all e ∈ Ē. With any RMC of SG, we then associate a hypergraph
Ḡ = (V,E ∪ Ē), and we refer to Ē as the set of artificial edges. We denote by MPRMC

G the projection of the
RMC onto the original space, i.e., the space of variables zp, p ∈ V ∪ E.

6



2.1 Recursive McCormick relaxations versus the standard linearization

Given an RMC of a multilinear set SG, in the following, we characterize the conditions under which optimizing
over this RMC is equivalent to optimizing over the standard linearization MPLP

G defined by (4). We say
that an RMC for SG with the recursive sequence Re, e ∈ E is non-overlapping, if Re ∩ Re′ = ∅ for all
e 6= e′ ∈ E. For example, the RMC of Example 1 with the recursive sequence R1 is non-overlapping since
R1

123 ∩R1
234 = R1

123 ∩R1
134 = R1

134 ∩R1
234 = ∅, whereas, the recursive sequence R2 is not non-overlapping,

since R2
234 ∩ R2

134 = {{3, 4}}. The following proposition states the relationship between RMCs and the
standard linearization of multilinear sets.

Proposition 2. Let G = (V,E) be a hypergraph and consider an RMC for the multilinear set SG. Then
MPRMC

G = MPLP
G , if and only if the RMC is non-overlapping.

Proof. First suppose that the RMC is non-overlapping with the recursive sequence Re, e ∈ E. Consider an
edge ẽ ∈ E. By the non-overlapping assumption, we have the following two properties:

• There exists no e ∈ Rẽ such that e 6= ẽ and e ∈ E, as otherwise we have Rẽ ∩ Re = {e}, which
contradicts the non-overlapping assumption.

• For any e′ ∈ Rẽ, we have e′ /∈ Re for all e ∈ E \ {ẽ}.

By above observations, for each ẽ ∈ E, all variables zē, ē ∈ Rẽ \ {ẽ} are artificial variables and these
variables do not appear in any other Re with e 6= ẽ. Hence, for each e ∈ E, our task is to consider
inequalities containing only variables ze, e ∈ Re and to project out all zē with ē ⊂ e from these inequalities.
Since the standard linearization is obtained by replacing each ze =

∏

v∈e zv, zv ∈ {0, 1}, e ∈ E, by its convex

hull, we deduce that MPLP
G ⊆ MPRMC

G . Hence it suffices to show that MPRMC
G ⊆ MPLP

G . Consider a point
z̃p, p ∈ V ∪ E in MPRMC

G . Recall that ze, e ∈ Ē denotes the artificial variables of the RMC. By definition

of MPRMC
G there exists z̃e, e ∈ Ē such that z̃p, p ∈ V ∪ E ∪ Ē satisfies the RMC. First, from all inequalities

of the form zp1∪p2
≤ zp1

, zp1∪p2
≤ zp2

in this RMC, we deduce that z̃e ≤ z̃v for all v ∈ e and for all e ∈ E.
Second, from all inequalities of the form zp1∪p2

≥ zp1
+ zp2

− 1 and zp1∪p2
≤ zp1

, we deduce that z̃v ≤ 1
for all v ∈ V . Finally, from all inequalities of the form zp1∪p2

≥ zp1
+ zp2

− 1 in this RMC we deduce that
z̃e ≥

∑

v∈e z̃v − |e| + 1 for all e ∈ E. Notice that the RMC includes inequalities ze ≥ 0 for all e ∈ E. We

conclude that z̃p, p ∈ V ∪ E is present in MPLP
G . Therefore, MPRMC

G ⊆ MPLP
G , implying if the RMC is

non-overlapping, we have MPRMC
G = MPLP

G .

Next, suppose that the RMC is not non-overlapping; i.e., Re′ ∩Re′′ = {ẽ} for some e′, e′′ ∈ E and some
ẽ ∈ E ∪ Ē. Two cases arise:

(i) If ẽ ∈ E, then without loss of generality, let ẽ = e′′. It then follows that the RMC implies the inequality
ze′ ≤ ze′′ , while this inequality is not implied by the standard linearization. To see this, consider the
point z̃v = z̃e = 1

2 for all v ∈ V , e ∈ E \ {e′′}, and z̃e′′ = 0. It can be checked that z̃ ∈ MPLP
G , while

z̃e′ > z̃e′′ .

(ii) If ẽ ∈ Ē, then the RMC implies the following inequalities ze′ ≤ zẽ and ze′′ ≥ zẽ+
∑

v∈e′′\ẽ zv − |e′′ \ ẽ|.
Projecting out zẽ from these two inequalities, we conclude that the inequality

∑

v∈e′′\ẽ

zv + ze′ − ze′′ ≤ |e′′ \ ẽ|, (14)

is implied by MPRMC
G . We argue that inequality (14) is not implied by MPLP

G . To see this, consider
the point z̃ defined as: z̃v = 1 for all v ∈ e′′ \ ẽ, z̃v = 1

2 for all v ∈ (e′ \ e′′)∪ ẽ, z̃v = 0 for the remaining
nodes in G, z̃e′ =

1
2 , z̃e′′ = 0, z̃e = 1 for all e ⊆ e′′ \ ẽ, z̃e = 0 for all e * e′ ∪ e′′ and z̃e = 1

2 for all
remaining edges in G. This point does not satisfy inequality (14), as |e′′ \ ẽ|+ 1

2 −0 � |e′′ \ ẽ|. However,

it can be checked that z̃ belongs to MPLP
G , provided that |ẽ ∩ e′′| ≥ 2, which always holds since ẽ ⊂ e′′

and |ẽ| ≥ 2.

By (i) and (ii) above, it follows that if MPRMC
G = MPLP

G , then the RMC is non-overlapping, and this
completes the proof.
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Roughly speaking, Proposition 2 indicates that the standard linearization is equivalent to the weakest
type of RMCs; i.e., RMCs not exploiting common product terms in various multilinear terms. Namely,
when such common expressions exist, one can always construct RMCs that are stronger than the standard
linearization (see Examples 1 and 2).

2.2 Recursive McCormick relaxation versus the extended flower relaxation

We now present the main result of this paper. Namely, the extended flower relaxation implies all RMCs of a
multilinear set. In fact, as we show via an example, the extended flower relaxation often provides a stronger
relaxation than the best RMC. For notational simplicity, in the following, for any node v ∈ V , instead of
z{v}, we write zv.

Proposition 3. Let G = (V,E) be a hypergraph, and consider the multilinear set SG. Then MPEF
G ⊆ MPRMC

G

for all RMCs of SG.

Proof. Consider an RMC of SG; we assume that this RMC does not satisfy the non-overlapping property as
otherwise the result follows from Proposition 2. For each ẽ ∈ E and each artificial edge ē ∈ Rẽ ∩ Ē, define

Pẽ,ē := {e ∈ E \ {ẽ} : ē ∈ Re}. (15)

For each e ∈ E, denote by Te a partition of e such that each p ∈ Te satisfies p ∈ e∪Re and for p ∈ Te∩ Ē, we
have Pe,p 6= ∅. Denote by we,p be an element of Pe,p. Recall that by definition of partition we have p∩p′ = ∅
for all p, p′ ∈ Te and ∪p∈Te

p = e. We refer to any such partition Te of e as a flower partition of e. Let T̄e be
a subset of Te consisting of all artificial edges. Denote by Te the set consisting of all flower partitions of e.
To complete the proof it suffices to prove the following claim:

Claim 1. The polytope MPRMC
G is defined by the following inequalities:

zv ≤ 1, ∀v ∈ V, ze ≥ 0, ∀e ∈ E (16)

ze ≤ zp, ∀p ∈ e ∪ (Re ∩ E), ∀e ∈ E (17)
∑

p∈Te\T̄e

zp +
∑

p∈T̄e

zwe,p
− ze ≤ |Te| − 1, ∀we,p ∈ Pe,p, ∀Te ∈ Te, ∀e ∈ E. (18)

Notice that all above inequalities are implied by MPEF
G . That is, inequalities (16) are present in the

standard linearization; inequalities (17) are flower inequalities centered at p, if p ∈ E, and are present in the
standard linearization, if p ∈ e. Inequalities (18) are extended flower inequalities (or are implied by extended
flower inequalities, see Remark 1) centered at e, if there exists some p ∈ Te with |p| ≥ 2, and are present in
the standard linearization otherwise, as in the latter case they simplify to

∑

v∈e zv − ze ≤ |e| − 1.
To prove Claim 1 we need to introduce some notation. Consider an artificial edge ē ∈ Ē and consider

any e ∈ E such that ē ∈ Re. We define the level of the artificial variable zē as

tē :=
∣

∣

∣
{e′ ∈ Re ∩ Ē : ē ⊇ e′}

∣

∣

∣
.

Note that from the definition of te it follows that 1 ≤ te ≤ r− 2 for all e ∈ Ē, where as before r denotes the
rank of SG. Moreover, we define the level of an RMC as

t := max
e∈Ē

te,

and we define t := 0, if the RMC contains no artificial variables.

Proof of Claim 1. We prove by induction on level t of the RMC:
The base case. Consider an RMC of level zero; that is, the RMC does not contain any artificial variables.

Then all inequalities defining the RMC are of the following forms:

zp∪q ≥ 0,

zp∪q − zp ≤ 0,

zp∪q − zq ≤ 0,

zp + zq − zp∪q ≤ 1,

8



where p, q ∈ V ∪E and p∪q ∈ E. All above inequalities are present in System (16)-(18). The first inequality
is of the form (16), the second and third inequalities are of the form (17) and, the fourth inequality is of the
form (18) with T̄e = ∅ and |Te| = 2 for all e ∈ E.

The inductive step. Now consider an RMC of level k for the multilinear set SG, G = (V,E) with artificial
variables ze, e ∈ Ē. Let ze, e ∈ Ẽ denote all level-1 artificial variables in this RMC. If Ẽ = ∅, then the
proof follows from the base case. Henceforth, suppose that Ẽ 6= ∅. It can be checked that this RMC is
equivalent to an RMC of level k − 1 for the multilinear set SG′ , G′ = (V,E′), where E′ = E ∪ Ẽ and with
artificial variables ze, e ∈ Ē \ Ẽ. Denote by T ′

e a flower partition of e ∈ E ∪ Ẽ in this RMC and denote by
T̄ ′
e = T ′

e ∩ (Ē \ Ẽ). Therefore, by the induction hypothesis, the polytope MPRMC
G′ is defined by the following

inequalities:

zv ≤ 1, ∀v ∈ V

ze ≥ 0, ∀e ∈ E ∪ Ẽ

ze ≤ zp, ∀p ∈ e ∪ (Re ∩ (E ∪ Ẽ)), ∀e ∈ E ∪ Ẽ (19)
∑

p∈T ′
e\T̄

′
e

zp +
∑

p∈T̄ ′
e

zwe,p
− ze ≤ |T ′

e| − 1, ∀we,p ∈ P ′
e,p, T

′
e ∈ T ′

e , ∀e ∈ E ∪ Ẽ,

where as before T ′
e denotes the set of all flower partitions of e, and P ′

e,p = {e′ ∈ E ∪ Ẽ \ {e} : p ∈ Re′}.

It can be checked that any inequality in System (19) not containing any artificial variable ze, e ∈ Ẽ is also
present in System (16)-(18). Hence to construct MPRMC

G , it suffices to project out the remaining artificial
variables ze, e ∈ Ẽ from System (19). Notice that all artificial edges e ∈ Ẽ are level-1 edges; i.e., for each
e ∈ Ẽ, we have e = pe∪ qe for some pe, qe ∈ V ∪E. As a result, there exists no e 6= e′ ∈ Ẽ such that e′ ∈ Re,
i.e., T ′

e ∩ Ẽ = ∅ for all T ′
e ∈ T ′

e and for all e ∈ Ẽ. Now consider the RMC of SG′ defined above and for
each e ∈ E, consider a flower partition T ′

e of e for which there exists some ẽ ∈ Ẽ satisfying ẽ ∈ T ′
e. Define

T̃e := T ′
e ∩ Ẽ. It can be checked that T ′

e coincides with a flower partition Te of e in the RMC for SG with
the only difference that the subset of Te containing edges of the artificial variables are T̄e = T̄ ′

e ∪ T̃e. It then
follows that any artificial variable zẽ, ẽ ∈ Ẽ only appears in the following inequalities of System (19):

zẽ ≥ 0 (20)

zẽ ≤ zpẽ
, zẽ ≤ zqẽ (21)

zpẽ
+ zqẽ − zẽ ≤ 1 (22)

ze ≤ zẽ, ∀e ∈ E : ẽ ∈ Re (23)
∑

p∈T̃e

zp +
∑

p∈Te\T̄e

zp +
∑

p∈T̄e\T̃e

zwe,p
− ze ≤ |Te| − 1, ∀we,p ∈ Pe,p, ∀Te : ẽ ∈ T̃e, ∀e ∈ E : ẽ ∈ Re, (24)

where Pe,p is defined by (15). Next, using Fourier-Motzkin elimination, we project out zẽ, ẽ ∈ Ẽ from
System (20)-(24). To this end, it suffices to consider the following cases:

Inequalities (20)-(23): first consider inequalities (20) and (21); projecting out zẽ we obtain zpẽ
≥ 0 and

zqẽ ≥ 0, both of which are implied by inequalities (16) and (17). Next, consider inequalities (21) and (22);
projecting out zẽ we obtain zpẽ

≤ 1 and zqẽ ≤ 1; again these inequalities are implied by inequalities (16)
and (17). Finally, we consider inequalities (21) and (23). Projecting out zẽ we obtain

ze ≤ zpẽ
, ze ≤ zqẽ , ∀e ∈ E : ẽ ∈ Re.

Recall that ẽ = pẽ ∪ qẽ for some pẽ, qẽ ∈ V ∪ E. Since ẽ ∈ Re, from the definition of Re it follows that, if
|pẽ| > 1 (resp. |qẽ| > 1), then pẽ ∈ Re (resp. qẽ ∈ Re). Hence, the above inequalities are present among
inequalities (17).

Inequalities (22)-(24): We now project out zē, ē ∈ T̃e from inequalities (24). First note that if we use
inequality (20) to project some zē from (24), we obtain a redundant inequality, since the left-hand side of
the resulting inequality cannot exceed the right-hand side. Next, consider inequalities (23) for some ē ∈ T̃e;
If |{e ∈ E : ē ∈ Re}| = 1, then projecting zē from (23) and (24) gives the redundant inequality:

∑

p∈T̃e\{e}

zp +
∑

p∈Te\T̄e

zp +
∑

p∈T̄e\T̃e

zwe,p
≤ |Te| − 1.
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Hence, we use inequalities (23) to project out an artificial variable zē only if |{e ∈ E : ē ∈ Re}| ≥ 2.
Now let T̃e = T̃ 1

e ∪ T̃ 2
e , for any (possibly empty) T̃ 1

e and T̃ 2
e . Let ē = pē ∪ qē for any ē ∈ T̃ 1

e , where
pē, qē ∈ V ∪E. We now project out artificial variables zē, ē ∈ T̃e from inequalities (24), using inequalities (22)
for all ē ∈ T̃ 1

e , and using inequalities (23) for all ē ∈ T̃ 2
e , to obtain:

∑

ē∈T̃ 1
e

(zpē
+ zqē) +

∑

ē∈T̃ 2
e

zfē +
∑

p∈Te\T̄e

zp +
∑

p∈T̄e\T̃e

zwe,p
− ze ≤ |Te|+ |T̃ 1

e | − 1, (25)

for all Te such that T̃e 6= ∅ and for all e ∈ E such that Re ∩ Ẽ 6= ∅, where we define fē an edge in E different
from e such that ē ∈ Rfē . Now consider the flower partition Te of e and define a new flower partition T ′

e of

e, where each ē ∈ T̃ 1
e is replaced by pē, qē. Since by definition ē = pē ∪ qē, it follows that |T ′

e| = |Te|+ |T̃ 1
e |.

Hence, any inequality of the form (25) is present among inequalities (18), or by Remark 1 is implied by these
inequalities and this completes the proof.

We conclude this paper by showing via a simple example that the extended flower relaxation (even the
flower relaxation) often provides a stronger relaxation than any RMC.

Example 5. Consider the hypergraph G = (V,E) with V = {v1, . . . , v8} and E = {e0, e1, e2, e3, e4}, where
e0 = {v1, . . . , v4}, e1 = {v1, v2, v5}, e2 = {v2, v3, v6}, e3 = {v3, v4, v7}, and e4 = {v1, v4, v8}. Then the flower
relaxation of SG contains the following six flower inequalities centered at e0:

∑

v∈e0\ei

zv + zei − ze0 ≤ 2, i ∈ {1, . . . , 4} (26)

zei + zej − ze0 ≤ 1, (i, j) ∈ {(1, 3), (2, 4)}. (27)

Now consider an RMC of SG. Then the above inequalities are implied by this RMC, only if Re0 ⊇
{{v1, v2}, {v2, v3}, {v3, v4}, {v1, v4}}. However this is not possible as the set of all possible recursive sequences
of ze0 are given by

(i) {{v1, v2, v3, v4}, {vi, vj , vk}, {vi, vj}} for all i 6= j 6= k ∈ {1, . . . , 4}, which implies only one of the flower
inequalities of (26), centered at e0, and

(ii) {{v1, v2, v3, v4}, {vi, vj}, {vk, vl}} for all i 6= j 6= k 6= l ∈ {1, . . . , 4}, which implies two flower inequali-
ties of (26) and one flower inequality of (27).
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