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Abstract

This paper considers an approximation usually used when implementing Ra-

maswami’s recursion for the stationary distribution of the M/G/1-type Markov

chain. The approximation is called the level-increment-truncation approxima-

tion because it truncates level increment at a given threshold. The main con-

tribution of this paper is to present a geometric convergence formula of the

level-wise difference between the respective stationary distributions of the orig-

inal M/G/1-type Markov chain and its LI truncation approximation under the

assumption that the level-increment distribution is light-tailed.

Keywords: M/G/1-type Markov chain; Ramaswami’s recursion; level-increment

(LI) truncation approximation; level-wise difference; light-tailed

Mathematics Subject Classification: 60J10; 60K25

1 Introduction

This paper considers a computable approximation of M/G/1-type Markov chains from

the motivation of controlling the computational error of their stationary distribution

vectors. The class of M/G/1-type Markov chains plays an important role in the anal-

ysis of M/G/1-type queues [1] including BMAP/GI/1 ones [2], where the abbreviation

“BMAP” stands for the batch Markovian arrival process.

The (canonical) M/G/1-type Markov chain is driven by the following transition prob-

ability matrix (see, e.g., [1, Canonical form at page 76 in Chapter 2] and [3, Section 3.5]):

P =















L0 L1 L2 L3 · · ·

L0 B0 B1 B2 B3 · · ·

L1 B−1 A0 A1 A2 · · ·

L2 O A−1 A0 A1 · · ·

L3 O O A−1 A0 · · ·
...

...
...

...
...

. . .















,

whereO denotes the zero matrix, L0 = {0}×{1, 2, . . . ,M0}, and Lk = {k}×{1, 2, . . . ,M1}

for k ∈ N := {1, 2, 3, . . .}. For k ∈ Z+ := {0, 1, 2, . . .}, the subset Lk of the state space

S := ∪∞
k=0Lk is called level k, and an element (k, j) ∈ Lk is called phase j of level k.
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The M/G/1-type stochastic matrix P is irreducible and positive recurrent with the

unique stationary distribution vector, denoted by π = (πk,i)(k,i)∈S, under the well-known

assumption below (see [4, Chapter XI, Proposition 3.1]).

Assumption 1.1 Let e denote a column vector of ones. The following hold: (i) The

stochastic matrix P is irreducible; (ii) A :=
∑∞

k=−1Ak is an irreducible stochastic

matrix; (iii) mB :=
∑∞

k=1 kBke is finite; and (iv) σ := ̟mA < 0, where mA =
∑∞

k=−1 kAke, and where ̟ denotes the unique stationary distribution vector of A.

Remark 1.1 Throughout the paper, we follow the standard rules of vector notation

in Neuts-style matrix analysis [1, 5]. That is, row vectors are denoted by bold English

small letters and column vectors by bold Greek small letters. The only exception is the

stationary distribution vector of the probability matrix G, which will be defined later.

This is a row vector, but it is conventionally assigned the bold English small letter g.

It is standard to use Ramaswami’s recursion [6] for computing the level-wise parti-

tioned stationary distribution vector π = (π0,π1,π2, . . . ) of the M/G/1-type stochastic

matrix P . The key component of Ramaswami’s recursion is the G-matrix G, and G is

the minimal nonnegative solution of the following matrix equation (see, e.g., [1]):

G =

∞
∑

m=−1

AmG
m+1. (1.1)

Under Assumption 1.1, the matrix G is a stochastic matrix [1, Theorem 2.3.1] and has a

single communication class [7, Proposition 2.1]. Therefore, G has the unique stationary

distribution vector, denoted by g (the vector g is used in the next section). With this

matrix G, Ramaswami’s recursion [6] is described in the following way (see also [8]).

πk = π0R0(k) +
k−1
∑

ℓ=1

πℓR(k − ℓ), k ∈ N, (1.2a)

R(k) =

∞
∑

m=0

Ak+mG
m[I −Φ0]

−1, k ∈ N, (1.2b)

R0(k) =

∞
∑

m=0

Bk+mG
m[I −Φ0]

−1, k ∈ N, (1.2c)

Φ0 =

∞
∑

m=0

AmG
m, (1.2d)

where I denotes the identity matrix. Furthermore, π0 is given by

π0 =
κ

κR0[I −R]−1e
, (1.3)

where R0 =
∑∞

m=1 R0(m), R =
∑∞

m=1R(m), and κ is the stationary distribution vector

of the stochastic matrix K defined as

K = B0 +

∞
∑

m=1

BmG
m.
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Remark 1.2 Assumption 1.1 ensures that {(Xν , Jν)} is irreducible and positive recur-

rent (see [4, Chapter XI, Proposition 3.1]). Therefore, K is an irreducible stochastic

matrix with the unique stationary distribution vector κ (see [8, Theorem 3.1]). In ad-

dition, inverse [I − Φ0]
−1 exists (see the proof of [8, Theorem 2.1 (ii)]) and [I −R]−1

does (see [9, Theorem 3.4]).

Ramaswami’s recursion (1.2) with (1.3) includes the infinite sequences {Ak; k ≥ −1}

and {Bk; k ≥ −1}, and therefore the infinite sequences are truncated in implementing

the recursion. More specifically, the infinite sequences {Ak; k ≥ −1} and {Bk; k ≥ −1}

are replaced with the substantially finite sequences {A
(N)
k ; k ≥ −1} and {B

(N)
k ; k ≥ −1},

where

A
(N)
k =







Ak, −1 ≤ k ≤ N − 1,

AN−1 :=
∑∞

ℓ=N Aℓ, k = N,

O, k ≥ N + 1,

(1.4)

B
(N)
k =







Bk, −1 ≤ k ≤ N − 1,

BN−1 :=
∑∞

ℓ=N Bℓ, k = N,

O, k ≥ N + 1,

(1.5)

The truncated sequences {A
(N)
k } and {B

(N)
k } yield a computable approximation

π(N) := (π
(N)
0 ,π

(N)
1 ,π

(N)
2 , . . . ) to the stationary distribution vector π = (π0,π1,π2, . . . ).

Indeed, the approximate distribution vector π(N) = (π
(N)
0 ,π

(N)
1 ,π

(N)
2 , . . . ) is obtained

by using {A
(N)
k } and {B

(N)
k } for {Ak} and {Bk} in Ramaswami’s recursion (1.2) with

(1.1): For k = 1, 2, . . . ,

π
(N)
k = π

(N)
0 R

(N)
0 (k) +

k−1
∑

ℓ=1

π
(N)
ℓ R(N)(k − ℓ), (1.6a)

R(N)(k) =
N−k
∑

m=0

A
(N)
k+m[G

(N)]m[I −Φ
(N)
0 ]−1, k ∈ [1, N ], (1.6b)

R
(N)
0 (k) =

N−k
∑

m=0

B
(N)
k+m[G

(N)]m[I −Φ
(N)
0 ]−1, k ∈ [1, N ], (1.6c)

Φ
(N)
0 =

N
∑

m=0

A(N)
m [G(N)]m, (1.6d)

where G(N) is the minimal nonnegative solution of the matrix equation

G(N) =

N
∑

m=0

A(N)
m [G(N)]m+1; (1.7)

and π
(N)
0 is given by

π
(N)
0 =

κ(N)

κ(N)R
(N)
0 [I −R(N)]−1e

, (1.8)
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where R
(N)
0 =

∑N

m=1 R
(N)
0 (m), R(N) =

∑N

m=1 R
(N)(m), and κ(N) is the stationary

distribution vector of the stochastic matrix K(N) defined as

K(N) = B
(N)
0 +

N
∑

m=1

B(N)
m [G(N)]m. (1.9)

Clearly, π(N) = (π
(N)
0 ,π

(N)
1 ,π

(N)
2 , . . . ) is computable, provided that G(N) is given. The

matrix G(N) is computed as the limit of the following sequence {G
(N)
n : n ∈ Z+}:

G(N)
n =















O, n = 0,
N
∑

m=−1

A(N)
m [G

(N)
n−1]

m+1, n ∈ N.

We call π(N) the level-increment (LI) truncation approximation to the stationary dis-

tribution vector π. This approximation is equivalent to replacing the original stochastic

matrix P with another one P (N) defined as

P (N) =





















L0 L1 L2 L3 · · ·

L0 B
(N)
0 B

(N)
1 B

(N)
2 B

(N)
3 · · ·

L1 B
(N)
−1 A

(N)
0 A

(N)
1 A

(N)
2 · · ·

L2 O A
(N)
−1 A

(N)
0 A

(N)
1 · · ·

L3 O O A
(N)
−1 A

(N)
0 · · ·

...
...

...
...

...
. . .





















.

Equations (1.4)–(1.9) imply that the approximate distribution vector π(N) = (π
(N)
0 ,π

(N)
1 ,π

(N)
2 , . . . )

is a stationary distribution vector of the M/G/1-type stochastic matrix P (N). In addi-

tion, an M/G/1-type Markov chain driven by P (N) has no level increments beyond N .

Hence, we refer to P (N) and its stationary distribution vector π(N) as the level-increment

(LI) truncation approximations to P and π, respectively.

We here emphasize the following: it is worthwhile to study the error evaluation of

the LI truncation approximation, more specifically, to estimate the truncation parameter

N of level increments such that given error tolerance is satisfied (even if the name “LI

truncation approximation” is used only in the literature [10]) because the approximation

is a standard method for computing the stationary distribution of the M/G/1-type

Markov chain.

As far as we know, there are no studies on the LI truncation approximation except

for [10]. Under Assumption 1.1, the vector π(N) is the unique stationary distribution of

P (N) [10, Proposition 3.1] and satisfies the following [10, Theorem 4.2]:

lim
N→∞

‖π(N) − π‖ = 0. (1.10)

In addition, suppose that there exist M1- and M0-dimensional nonnegative column vec-

tors cA and cB (either of them is a non-zero vector) and a long-tailed distribution F on
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Z+ (see, e.g., [11] for the definition of long-tailed distributions) such that

lim
N→∞

ANe

F (N)
= cA, lim

N→∞

BNe

F (N)
= cB,

where

Ak =

∞
∑

ℓ=k+1

Aℓ, Bk =

∞
∑

ℓ=k+1

Bℓ, k ∈ Z+,

We then have the subgeometric convergence formula ([10, Theorem 5.2]): For k ∈ Z+,

lim
N→∞

π
(N)
0 − πk

F (N)
=

π0cB + π0cA

−σ
πk > 0,

where π0 =
∑∞

ℓ=1πℓ.

This paper considers the complementary case to the one studied in [10]. The main

contribution of this paper is to present a geometric convergence formula for the level-

wise difference π
(N)
k −πk, assuming that the level-increment distribution is light-tailed.

The geometric convergence formula shows the decay rate of π
(N)
k − πk is equivalent to

the tail decay rate of the integrated-tail distribution of level increments. This decay rate

equivalence is consistent with what is inspired by the subgeometric convergence formula

in [10].

The rest of this paper consists of two sections. Section 2 presents the main theorem

on the geometric convergence formula for the level-wise difference π
(N)
k − πk, together

with its corollaries. Section 3 contains concluding remarks.

2 Main results

This section consists of two subsections. Section 2.1 provides basic definitions and some

assumptions for the main theorem of this paper. Section 2.2 presents the main theorem,

together with its corollaries, on a geometric convergence formula for the level-wise dif-

ference between the stationary distribution vector and its LI truncation approximation.

2.1 Basic definitions and assumptions

We provide some definitions concerned with vectors and matrices. Let ‖x‖ =
∑

i |xi|

for any vector x := (xi). For any matrix function Z( · ) := (Zi,j( · )) and scalar function

f( · ) on (−∞,∞), write Z(x) = O(f(x)) to represent

lim sup
x→∞

supi

∑

j |Zi,j(x)|

f(x)
< ∞.

In addition, for any matrix X ≥ O, write X < ∞ when each element of X is finite.

Next, we introduce three assumptions for our geometric convergence formula for the

level-wise difference π
(N)
k − πk.
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Assumption 2.1 The single communication class of G is aperiodic (primitive), and

thus (see, e.g., [12, Theorem 8.5.1]) there exists some ε > 0 such that

Gn = eg +O((1 + ε)−n). (2.1)

Remark 2.1 Assumption 2.1 is equivalent to the aperiodicity of a Markov additive

process (MAdP) {(X̆n, J̆n);n ∈ Z+} with kernel {Ak; k ∈ Z}, where Ak = O for

k = −2,−3, . . . (see [13, Proposition 2.3] and [14, Proposition 2.5.2]).

Assumption 2.2 Let

rA = sup

{

z ≥ 1 :
∞
∑

k=1

zkAk < ∞

}

,

rB = sup

{

z ≥ 1 :
∞
∑

k=1

zkBk < ∞

}

,

and assume that r := min(rA, rB) > 1, and thus the increment of the level process {Xn}

is light-tailed.

Assumption 2.3 There exists a nonnegative function f on Z+ such that

lim
N→∞

ANe

r−Nf(N)
= cA, lim

N→∞

BNe

r−Nf(N)
= cB, (2.2)

lim
N→∞

f(N)

f(N − 1)
= 1, (2.3)

where cA ≥ 0 and cB ≥ 0 are M1- and M0-dimensional finite column vectors, respec-

tively, and either of them is a non-zero vector.

Remark 2.2 Assumption 2.2 implies that (i) if rA > rB then cA = 0; and (ii) if rA < rB

then cB = 0.

Remark 2.3 The function f of Assumption 2.3 is introduced to expand the applica-

bility of the main theorem (Theorem 2.1). For example, if the function f was removed

from Assumption 2.3, Assumption 2.3 could not cover M/G/1-type Markov chains with

discrete gamma-distributed level increments; that is, with {Ak} and {Bk} such that

Ak = CAk
α−1γk

A, k ∈ Z+,

Bk = CBk
β−1γk

B, k ∈ Z+,

where α, β > 0, γ ∈ (0, 1), and CA and CB are some nonnegative matrices. Naturally,

f is allowed to be of other types than power type. Shown below are typical examples

of the function f satisfying (2.3):

(i) f is of power type, i.e., f(k) = kα with α ∈ (−1,∞).
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(ii) f is logarithmic, i.e., f(k) = log(k + 1).

(iii) f is constant, i.e., f(k) = c with c ∈ (0,∞).

Remark 2.4 Equation (2.3) implies that

lim
N→∞

r−Nf(N)

r−(N−1)f(N − 1)
= r−1,

that is, r−Nf(N) eventually converges to zero at a rate as r−N .

2.2 The main theorem and its corollaries

In this subsection, we first present the main theorem, which is a geometric convergence

formula for the level-wide difference π
(N)
k −πk between the stationary distribution vector

π and its LI truncation approximation π(N). We then provide two corollaries of the

theorem. The first one is concerned with the decay rate of the relative error of π
(N)
k to

πk. The second one relates the decay rates of the level-wide difference and relative error

to the decay rate of the level-increment distribution.

The following is the main theorem of this paper.

Theorem 2.1 If Assumptions 1.1 and 2.1–2.3 hold, then

lim
N→∞

π
(N)
k − πk

r−Nf(N)
=

r(π0cB + π0cA)

−σ
πk > 0, k ∈ Z+. (2.4)

Proof: See A. ✷

The first corollary below shows that the relative error of π
(N)
k to πk is asymptotically

independent of the level variable k.

Corollary 2.1 If all the conditions of Theorem 2.1 hold, then, for k ∈ Z+,

lim
N→∞

1

r−Nf(N)

∥

∥

∥

∥

∥

π
(N)
k − πk

πke

∥

∥

∥

∥

∥

=
r(π0cB + π0cA)

−σ
> 0. (2.5)

Proof: Equation (2.4) implies that for each k ∈ Z+ there exists Nk ∈ N such that

π
(N)
k − πk > 0, N ≥ Nk,

and thus
∥

∥

∥

∥

∥

π
(N)
k − πk

πke

∥

∥

∥

∥

∥

=
(π

(N)
k − πk)e

πke
, N ≥ Nk.

Combining this and (2.4) leads to (2.5). ✷
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To describe the second corollary, we introduce a distribution associated with level

increments. Let

D(k) =
∑

(ℓ,i)∈S

πℓ,iP(∆+ ≤ k | (X0, J0) = (ℓ, i)), k ∈ Z+,

where ∆+ = max(X1 −X0, 0). We then have

D(k) =
∑

(ℓ,i)∈S

πℓ,iP(X1 −X0 ≤ k | (X0, J0) = (ℓ, i))

=
k

∑

n=0

π0Bne+
k

∑

n=−1

π0Ane, k ∈ Z+. (2.6)

The distribution D is referred to as the stationary nonnegative level-increment (SNL)

distribution [15, Section 5.3.1]. Let DI denote the integrated-tail distribution (equilib-

rium distribution) of the SNL distribution, that is, for k ∈ Z+,

DI(k) =

∑k

ℓ=0(1−D(ℓ))
∑∞

ℓ=1 ℓD(ℓ)
, k ∈ Z+. (2.7)

The second corollary is obtained by combining Theorem 2.1 with Corollary 2.1.

Corollary 2.2 Suppose that all the conditions of Theorem 2.1 hold, and let DI(k) =

1−DI(k) for k ∈ Z+. We then have, for k ∈ Z+,

lim
N→∞

π
(N)
k − πk

DI(N)
=

r(π0mB + π0m
+
A)

−σ
πk > 0, (2.8)

lim
N→∞

1

DI(N)

∥

∥

∥

∥

∥

π
(N)
k − πk

πke

∥

∥

∥

∥

∥

=
r(π0mB + π0m

+
A)

−σ
> 0, (2.9)

where m+
A =

∑∞
k=1 kAke = mA +A−1e.

Proof: It follows from (2.6) and (2.7) that

DI(k) =

∞
∑

ℓ=k+1

π0Bℓe + π0Aℓe

π0mB + π0m
+
A

=
π0Bke+ π0Ake

π0mB + π0m
+
A

, k ∈ Z+.

Applying Assumption 2.3 to this equation yields

lim
k→∞

DI(k)

r−kf(k)
=

π0cB + π0cA

π0mB + π0m
+
A

∈ (0,∞). (2.10)

Combining (2.4) with (2.10) leads to

lim
N→∞

π
(N)
k − πk

DI(N)
= lim

N→∞

π
(N)
k − πk

r−Nf(N)
·
r−Nf(N)

DI(N)

=
r(π0cB + π0cA)

−σ
πk ·

π0mB + π0m
+
A

π0cB + π0cA

=
r(π0mB + π0m

+
A)

−σ
πk,
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which shows that (2.8) holds. Similarly, (2.9) follows from (2.5) and (2.10). ✷

Corollary 2.2 shows that, the decay rate of π
(N)
k −πk is asymptotically equal to the

integrated tail distribution DI of the SNL distribution D, provided that the increment

of the level process {Xn} is light-tailed (see Assumption 2.2). A similar decay rate

equivalence is reported in the subgeometric convergence case (see [10, Corollary 5.3]).

3 Concluding remarks

The main theorem (Theorem 2.1) of this paper presents the geometric convergence

formula (2.4) for the LI truncation approximation to the stationary distribution vector

of the M/G/1-type Markov chain.

Based on the main theorem and its corollaries, we can estimate a value of the trun-

cation parameter N satisfying the given error tolerance. Indeed, it follows from (2.5)

that, for all k ∈ Z+ and sufficiently large N ∈ N,

∥

∥

∥

∥

∥

π
(N)
k − πk

πke

∥

∥

∥

∥

∥

≈
(π0cB + π0cA)

−σ
r−N+1f(N)

≤
c∗

−σ
r−N+1f(N), (3.1)

where c∗ > 0 is the maximum among all the elements of cA and cB. Thus, we can use

a value

N∗ := min

{

N ∈ N :
c∗

−σ
r−N+1f(N) < ε

}

as the truncation parameter N of the LI truncation approximation, given that an error

tolerance ε > 0 for the relative error of π
(N)
k to πk.

However, there are two problems in the above argument on estimating the truncation

parameter N : (i) The error control of the approximate distribution is for each level but

not for the distribution as a whole; (ii) the first equality in error evaluation equation

(3.1) is not an exact but approximate one.

We remark on the first problem. Suppose that the dominated convergence theorem

is available for our present problem. It then follows from the level-wise convergence
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formula (2.5) that

lim
N→∞

1

r−Nf(N)

∥

∥π(N) − π
∥

∥

= lim
N→∞

1

r−Nf(N)

∞
∑

k=0

∥

∥

∥

∥

∥

π
(N)
k − πk

πke

∥

∥

∥

∥

∥

πke

=
∞
∑

k=0

lim
N→∞

1

r−Nf(N)

∥

∥

∥

∥

∥

π
(N)
k − πk

πke

∥

∥

∥

∥

∥

πke

=
∞
∑

k=0

r(π0cB + π0cA)

−σ
πke

=
r(π0cB + π0cA)

−σ
. (3.2)

Thus, we can obtain a total-variation convergence formula. Unfortunately, we have, at

present, no idea how to justify the order exchange between the limit and the infinite

sum in the second equality of (3.2). This problem is one of the future tasks. However,

as for the subgeometric convergence case, we identify a sufficient condition under which

such a total-variation convergence formula like (3.2) (see [16]).

We close this section with a remark on the second problem. Exact and conservative

error evaluation (in both geometric and subgeometric convergence cases) requires a

computable upper bound for the total variation distance between the original stationary

distribution and its LI truncation approximation. Such an upper bound may be derived

by the Foster Lyapunov drift condition, as is done in [17, 18, 19, 20, 21] for another

approximation to countable-state Markov chains.

A Proof of Theorem 2.1

To prove Theorem 2.1, we use the following difference formula between π
(N)
k and πk.

Proposition A.1 ([10, Lemma 4.1]) If Assumption 1.1 holds, then

π
(N)
k − πk

= π
(N)
0

[

1

−σ
BN−1eπk +

∞
∑

n=N+1

Bn

(

GN−k −Gn−k
)

F+(k; k)

+

∞
∑

n=N+1

Bn(G
N−1 −Gn−1)S(k)

]

+

∞
∑

ℓ=1

π
(N)
ℓ

[

1

−σ
AN−1eπk +

∞
∑

n=N+1

An

(

GN+ℓ−k −Gn+ℓ−k
)

F+(k; k)

+
∞
∑

n=N+1

An

(

GN+ℓ−1 −Gn+ℓ−1
)

S(k)

]

, 0 ≤ k ≤ N, (A.1)
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where

S(k) = [I −Φ0]
−1B−1H(0; k)

+G(I −A−mAg)
−1eπk, k ∈ Z+.

Note here that H(k; ℓ) := (H(k, i; ℓ, j))(i,j)∈(M1∧k×M1∧ℓ) for k, ℓ ∈ Z+ and F+(k; ℓ) =

(F+(k, i; ℓ, j))(i,j)∈(M1)2 for k, ℓ ∈ N are respectively defined by

H(k, i; ℓ, j) = E(k,i)





T{(k∗,i∗)}−1
∑

ν=0

1((Xν , Jν) = (ℓ, j))





− πℓ,jE(k,i)

[

T{(k∗,i∗)}

]

,

F+(k, i; ℓ, j) = E(k,i)





TL0
−1

∑

ν=0

1((Xν , Jν) = (ℓ, j))



 ,

where (k∗, i∗) ∈ S is any fixed state and where TA = inf{ν ∈ N : (Xν , Jν) ∈ A} for any

subset A ⊂ S.

Proof of Theorem 2.1. For simplicity, we rewrite the difference formula (A.1). To this

end, let S0(k) = F+(k; k) +Gk−1S(k). It then follows from (A.1) that, for 0 ≤ k ≤ N ,

π
(N)
k − πk

=
1

−σ

[

π
(N)
0 BN−1e+

∞
∑

ℓ=1

π
(N)
ℓ AN−1e

]

πk

+ π
(N)
0

∞
∑

n=N+1

Bn(G
N−k −Gn−k)S0(k)

+

∞
∑

ℓ=1

π
(N)
ℓ

∞
∑

n=N+1

An

(

GN+ℓ−k −Gn+ℓ−k
)

S0(k). (A.2)

First, we consider the asymptotics of the first term of (A.2). From Assumption 2.3,

we have

lim
N→∞

BN−1e

r−Nf(N)
= lim

N→∞
r

BN−1e

r−(N−1)f(N − 1)

f(N − 1)

f(N)
= rcB,

lim
N→∞

AN−1e

r−Nf(N)
= lim

N→∞
r

AN−1e

r−(N−1)f(N − 1)

f(N − 1)

f(N)
= rcA.

Using these equations and (1.10), we obtain

lim
N→∞

1

r−Nf(N)

1

−σ

[

π
(N)
0 BN−1e+

∞
∑

ℓ=1

π
(N)
ℓ AN−1e

]

πk

=
r

−σ
(π0cB + π0cA)πk, k ∈ Z+. (A.3)
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Next, we evaluate the second term of (A.2). Equation (2.1) implies that
∣

∣GN−k −Gn−k
∣

∣

≤ O
(

(1 + ε)−N+k
)

+O
(

(1 + ε)−n+k
)

= O
(

(1 + ε)−N+k
)

, 0 ≤ k ≤ N, n ≥ N + 1. (A.4)

Furthermore, Assumption 2.3 ensures that

lim
N→∞

∑∞
n=N+1Bne

r−Nf(N)
= lim

N→∞

BN−1e−BNe

r−Nf(N)
= (r − 1)cB. (A.5)

Combining (A.4) and (A.5) yields

lim
N→∞

∑∞
n=N+1Bn(G

N−k −Gn−k)S0(k)

r−Nf(N)
= O, k ∈ Z+. (A.6)

We then consider the third term of (A.2). As in (A.5), we have

lim
N→∞

∑∞
n=N+1ANe

r−Nf(N)
= (r − 1)cA. (A.7)

From (A.4), we also obtain

∞
∑

ℓ=1

|G−N−ℓ+k −G−n−ℓ+k|

≤

∞
∑

ℓ=1

O
(

(1 + ε)−N−ℓ+k
)

= O
(

(1 + ε)−N+k
)

, 0 ≤ k ≤ N, n ≥ N + 1, (A.8)

where the last equality is due to

∞
∑

ℓ=1

(1 + ε)−N−ℓ+k = ε−1(1 + ε)−N+k, 0 ≤ k ≤ N.

Note here that π
(N)
ℓ ≤ e for ℓ ∈ N. Therefore, applying the dominated convergence

theorem, (A.7), and (A.8) to the third term of (A.2) yields, for k ∈ Z+,

lim
N→∞

∞
∑

ℓ=1

π
(N)
ℓ

∑∞
n=N+1An(G

N+ℓ−k −Gn+ℓ−k)S0(k)

r−Nf(N)
= O. (A.9)

Finally, we obtain (2.4) by combining (A.2), (A.3), (A.6), and (A.9). The proof is

completed.
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