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Abstract

Interconnection networks arrangedlaary n-trees or spines are widely used to build high-
performance computing clusters. Current blade-bssethology allows the integration of the
first level of the network together with the comp@lements. The remaining network stages
require dedicated rack space. In most systems psewveral racks house the upper network
stages, separated from the compute elements. Tigrsi significant additional costs,
especially if a rack containing only a few switctmes to be added.

In this paper we propose and evaluate the perfarenaand power-consumption of an
alternative arrangement that connects elementscuba-like topology. Building an indirect
cube topology requires only the use of the switdies$ are integrated within the compute
elements and also simplifies deployment. We expdonéde variety of system scales, ranging
from 120 to 7680 compute nodes, in order to findtowhich size the proposed topology can
scale while keeping adequate performance levelslawdpower demands. An additional
advantage of our proposal is that the same equipcen be reused to form a tree-based
topology if a performance boost is needed.

Keywords—Direct Topologies, High Performance Computing Clustetndirect Topologies,
Interconnection Networks, Performance Evaluationy®eEfficiency, Simulation.

1. Introduction

The development of off-the-shelf, standardized higinformance networking technologies (such as Gigab
Ethernet [1], Myrinet [2] or InfiniBand [3]) hasiade viable the utilization of clusters of compsitas high
performance computing systems. The widespreadatiitin of different scales of such systems hasueathe
research and development of a bunch of hardwaresaftare technologies which have made the cortstruc
of compute clusters more affordable. The commuhéty witnessed a movement from handcrafted clutters
perfectly integratedready-to-work systems which include a large collection of sofevaools that allow
centralized management. The development of suchnédegies, in turn, have favoured an even broader
utilization of computing clusters which, in factawe become the preferred way to build high perfocea
computing systems. For instance, looking at theectirTop500 list [4], we can see that only a fdwhe listed
systems are built using ad-hoc supercomputing tdolyies (Cray’'s XT families [5], NEC’s earth simator [6],
IBM’s Blue Gene families [7] and IBM’s ASC [8]yvhile most supercomputers are actually differestdnces
of clusters.

Compute clusters are often arranged as multistageldgies, usually based on the fat-tree topolf8jy
Other indirect topologies such as the full-Clos lempented in the TACC Ranger [10] are less commonly
utilized. The main rationale behind the selectibtree-like indirect networks is that they offemse desirable
properties that can be exploited by constructods wsers: high bandwidth, low latency, good scaigbihigh
path diversity, routing simplicity (deadlock-freed} fault resilience, low disposition to congestiett.

As far as we know, cube-like topologies, inherifemn massively parallel processing systems, haebe
rarely used to build superclusters, being the NA&aBes (11D hypercube) a significant exceptioh].[There
are two main reasons to justify this neglect oédirnetworks from the cluster community. On the baed,
these topologies are deadlock-prone and, thereftwsr use would require adding deadlock avoidance
mechanisms into the switching elements or, alterelgt a careful selection of the routing scherh2][ On the
other hand, cube-like topologies do not scale dsasanultistage topologies do.



The most common networking technologies currentgduto interconnect state-of-the-art clusters are
InfiniBand, 10Gigabit Ethernet and Gigabit Ethern€he latter is a cost-effective alternative tolthuhe
network. The former two are high performance choiadich have support for optical links and offeranu
higher bandwidths and lower latencies associatedata transmission. SCl-based approaches [13]se&vho
specification had explicit support for the implertation of direct networks, did not gain enough neark
acceptance. Myrinet [2], which was one of the pining cluster-friendly networking technologiess saffered
a similar fate.

In this paper we explore the feasibility of usingtworks composed of standard switches arrangedas 2
torus topologies, showing their scalability whempared to tree-like topologies both in terms offgenance
and power dissipation. The remaining of this papettructured as follows. Section 2 discussesdhsans that
motivate the utilization of cube-like topologiesitderconnect clusters. Section 3 gives detailgulamation of
the simulation-based evaluation work carried oystems and workloads. Sections 4 and 5 show armdistis
the obtained results focusing respectively on perémce and power-consumption. The paper is closed i
Section 6 with the main conclusions of this work.

2. Motivation

The main proposal of this paper can be summarizeflbbws. Let us assume that a cludteilding blockis
composed of a collection of compute nodes withireaclosure. Integrated within this enclosure theralso a
network switch connected to all the internal nodesjally through a back-plane, and have externéklihat
allow connecting the enclosures forming a netwditkese external links are normally used to buildea-tike
network, connecting them to an upper-stage switebtead of doing that, we propose connecting hbugidi
blocks directly, without intermediate switches,tie form of a 2D or 3D cube. We call this iadirect cube
because it does not connect nodes directly: nogesannected to switches that form a cube. Noteekizrnal
links have to be arranged in blocks, using one orenilinks per dimension/direction: X+, X-, Y+, Yefc.
Therefore, for a 3D cube, each building block reggiat least six external links.

This building block model is possible because curtdade server technologies allow the integratién
network switches inside the blade enclosure. Lapkat the web pages of the top server manufacturing
companies, we can find several examples of bladbsures that include slots for communications: 1BM],
HP [15], Dell [16], and SuperMicro [17]. Thetixt offers the so-called TwinBlade servers whicli e the
technology considered throughout this paper becaleir compute density, the highest we foundinBlade
servers allow integrating, in a 7U enclosure, 2thgote nodes plus a 36-port QDR InfiniBand switcix. &
these enclosures fit into a regular rack (42U).réfuze, in a single rack we can fit 120 nodesl the first stage
of the interconnection network. Depictions of tHade enclosures considered through this paper atatla
containing six of them are shown in Fig. 1. We s connecting these extra-dense blade enclosieeshyd
among them, which simplifies deployment becauseraat switches are not required (therefore, weatared
extra racks). Wiring is simpler too, compared te thees, as we will see below. Briefly, the indireabe
topology proposed in this paper can be seenngbradizationof direct and indirect networks.
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Fig. 1. A TwinBlade enclosure (left) and a rack stg16 of them (right).



We can find two main motivations for arranging tiféthe-shelf switches commonly used in clusterd an
superclusters as an indirect cube. The most comgadne is reducing the cost of the interconnectietwork
as well as its impact in terms of power consumptiod heat dissipation. Additionally, we can takeaadage
of the vast research work carried out for diregotogies in order to build a system with good perfance
levels.

Massively Parallel Processing systems have beemooiy built around cubes (or meshes) and, thergfore
there is a large body of knowledge on how to exgle characteristics of these topologies. Theeeatso well-
knownbest practiceso use them. Furthermore, many parallel sciendifiplications are implemented bearing in
mind that they are going to be executed over aortadopting these topologies. In fact, the implatagon of
a broad range of math operations is straightforwaidg cube-like virtual topologies, as can be se¢h8] and
[19].

Regarding costs, it is remarkable that the numbeetwork components (switching elements and lirdés)
cube-like topology increases (N), while in a tree-like topology it increases @(N log N), beingN the
number of nodes to be interconnected. Basically,niimber of network components in an indirect dsltbe
same as the number of network components in thiesfiage of any comparable tree. In other wor@ss#lvings
obtained are all the extra links, switches and sa@quired to form and house the remaining stageheo
network. To illustrate this fact, we show in Figthe floor plan of a large-scale Sun Constellatibrster, in
which the racks containing the interconnection mekware located in the middle of the figure. Impéarting an
indirect cube would allow removing these intercastiman racks, with the subsequent savings in terhspace,
power consumption and heat dissipation. Note thatdost overheads of purchasing extra racks to farm
multistage topology would become more noticeabtesfoall systems. If we assume that we always fithek
with servers, we would need to purchase an extia juest to house the switches required to buildttbe-like
network. In Fig. 2 we can also notice that the salsiusing the core of the interconnection netwoekpdaced
roughly in the centre of the floor plan in ordembnimise link length. Still, those racks locatedfe borders of
the room will require links of, at least, sevemrahg of meters. In the case of an indirect cubegthee lots of
wiring among nodes inside the same rack, and orfgmawires are connected to closely located ratkkd
topology is folded [12]. All the connections, cegsiently, will require links of a few meters at mos

Fig. 3 reveals the differences in wiring among tree and the indirect cube. In the tree, 96 links (
enclosures with 16 output ports each) have to Iomected from each rack to the switches in the networe
which is located in the centre of Fig. 3a. Notet fhathe figure the network core is depicted asnagls rack,
although in a real configuration more than one ddad needed, as we will see in the next sectiote Higo that
the distance between the racks and the switchekhirmrease as the system grows. In the indireloe cuost of
the connections will be between elements in theeseank (56 out of 96 — 28 links). Only 40 links wile
connected to elements in external racks. If theecisbhnot folded (Fig. 3b), neighbouring nodes vhié
connected among them except for wrap-around liNks$e that the length of the wrap-around links wilirease
with the system size. Finally, link length will bévays one or two if a folded torus is construdteig. 3c).

b P cabling

Fig. 2. Floor plan of a Sun Constellation system.
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Fig. 3. Example of the wiring of the different argements for a 12-rack system.
a) Tree. b) Unfolded indirect cube. c) Folded iadircube.

We want to remark that shorter links means fastersmission speeds and reduced latencies. Howawver,
we assume the utilization of standardized techrnetogommonly based on optical links, we will nohsler
these advantages in our experimental set-up. Weavikider, though, latencies derived from switghiimes.

We conclude this section with TABLE I, which showsount of the different elements required to baild
selection of the network configurations considerethis evaluation. The number of nodes, switches lanks
can be derived easily from the topologies. The remus extra racks is measured as the number ofrtek
would be required to store the remaining stagesheftree, considering off-the-shelf equipment: 38tp
switches of height 1U and racks of 42U. Therefbis tigure is computed as 1/42 of the differenceveen the
number of switches in a tree and those in an intizebe. Finally the cable length is measured baws: intra-
rack links are count asulinter-rack links are count as the Manhattan distebetween connected racks plus 2
to go up or down to the wiring trays. For the saksimplicity we compute the cable length to buihé trees
considering that all the second- and third-stagickas are located in the same raok, the distances will be
1u. Note that this is only true for the 4 rack systemd therefore in larger trees, we are showingmimistic
estimation of cable length.

3. Experimental Set-Up

Our in-house developed Interconnection Network $tmn and Evaluation Environment, in short INSEH],

was the workbench used to evaluate the feasilatity scalability of the indirect cube network. Aatet before
we will model the systems bearing in mind the desi§the SuperMicro TwinBlade servers [17]: 20 porte
nodes plus a 36-port InfiniBand switch per enclesamd racks containing six enclosures; look agaltica 1.

TABLE I. Elements required to build the differenpblogies.

System Size 4 compute racks 12 compute rackd4 compute racks 40 compute racks 60 compute racks
#nodes 480 1,440 2,880 4,800 7,200
#switches -tree 49 175 383 679 1,067
#switches —cube 24 72 144 240 360
#extra racks —tree 1 3 6 11 17
#links —tree 784 2,800 6,128 10,864 17,072
#links — cube 192 576 1152 1,920 2,880
aggregated cable
length —tree 1,559u 5,869u 13,806u 26,225u 43,957u
aggregated cable 4324 1,296u 2,592u 4,320u 6,480U
length — folded cube
aggregated cable 544u 1,632u 3,264u 5,440u 8,160u

length — unfolded cube
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Fig. 4. Examples of the trees used in our experisa@istage tree (up) and 3-stage tree (down).
Most links and switches are hidden for the sakeanfty.

Our study includes systems of different sizes, masg always the utilization of complete racks: fran
single rack (120 compute nodes) to 64 racks (7@80pcite nodes). We will focus on how the performaoice
the indirect cube scales in comparison with thatheftree-like topologies commonly implemented tates of-
the-art clusters.

To keep things simple, we have modelled systemsgyuskternal switches with a fixed number of povte
have selected 36-port switches, similar to thosduded within the enclosures. With these switchesocan
build a thin-tree topology using 20 ports to corineith the lower stage of the tree and 16 portsdbnect to
the upper one. Note that, as suggested by previmaarch [21], the performance of such topolodiybei very
close to the performance of a full-fledged fat-tbeeause the#immingis not very aggressive. With the number
of racks included in our set-up this topology willve in most cases three stages. The only excepienthe
systems composed by 1, 2 and 3 racks, which wilhfa 2-stage tree. Examples of the 2-stage an@-ttage
trees are depicted in Fig. 4.

In the case of the indirect cube, as explained rbefonly the first stage of switches (those inside
TwinBlade enclosures) is required to interconnddha compute nodesg. it will not be necessary to add extra
switches or racks to house them. Taking into actitun characteristics of the switches, we will 8D tori
using 4 parallel links in each dimension, as depidh Fig. 5.
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Fig. 5. Port arrangement of the switch included ifwinBlade enclosure to form an indirect cube )left
The indirect cube constructed with the six encleswrithin a single rack (right).



Networking components are modeled as follows. Miéching strategy is virtual cut-through with patke
composed of 8 phits (physical units) each. Eachtipprt is split into two virtual channels, eachtledm with a
gueue to store up to 4 packets. A shortest patfitdvased adaptive routing scheme has been usedtlinthe
tree and the indirect cube topologies. In this seheach input port sends the number of free shoiis iqueue
to the neighboring output ports. Packets are rotlisaligh the feasible output port with more avdéatredit.
Credits are transmitted out-of-band and, therefdoenot interfere with regular application trafflo.the case of
the tree, adaptivity means that packets can adapheé upward route, but downward routes are static
(destinationmod k). On the other hand, the indirect cube adaptiaitpws changing the direction and also the
parallel link in the same dimension. We want to aekrthat using adaptive routing schemes allowstakine
best of each topology, which in turn allows a famparison between them.

Note that in an actual implementation, the fourapial links of an indirect cube could be aggregaded
used as a single, 4-time faster, link; we haveaumpted this approach. A bubble scheme [22] i®ddid this
topology in order to guarantee deadlock freedomefsihat it is composed of rings, when the numleacks
increases, the network becomes congestion-pronethi reason, we will measure the performancehef t
topology after including a simple congestion cohim@chanism that gives priority to the traffic ady inside
the network [23] (therefore, penalizing new injens from nodes). For the sake of completeness vlle w
measure the performance of the indirect cube tgyolehen this mechanism is activated, and also withen
deactivated.

Given the wide variety of network sizes to evaly#te use of network traffic taken from actual agggion
traces is not feasible in our environment. For thisson we have generated and used a collectispntfietic
workloads that resemble the way in which scientifiplications communicate. Most of these workloags
explained and justified in [24] and [25]. We wdbnsider a computation to communication ratio df We
proceed with a brief description of the workloadsdiin this paper.

e In All-to-All , all the tasks send a message to all the othks,tasarting from their next one. After
sending all the messages, each task waits fordabeption of all the messages addressed to it. The
message size is 1 Kbyte.

» Binary Tree is an optimized (logarithmic) implementation ofealuce operation in which the reduction
is made in several steps, each of them halvingtmeber of messages. The message size is 10 Kbytes.

» Butterfly is an optimized (logarithmic) implementation of ail-reduce operation. Each task
interchanges messages only with a small subsesk$tinstead of with all of them. The messageisize
10 Kbytes.

* In Near Neighbour, the tasks are arranged in a virtual 2D torushEddhem sends a message to each
of its neighbours following a dimension order (X, Y+ and finally Y-) and then waits for the
reception of its neighbours’ messages. The messiagés 10 Kbytes.

* In n-Bodies tasks are arranged in a virtual ring. Each tasktss a chain of messages that travel
clockwise across half of the ring. When the chairshes, the task at the other side of the ringlsen
message to the source. The message size is 10sKiNa¢e that this workload is only defined for an
odd number of tasks. For this reason one of thesiod the network will not take part in the execnti
of this workload. More details about this worklozeh be found at [26].

* In Random, multiple waves of messages are generated inwaglihat all the messages of a wave must
be received before start sending the messages ihéixt wave. The source and destination of the
messages are selected randomly following a unifdistribution. The wave lengthy, is a parameter
and affects the causality of the workload. In thigluation 40000 messages of 10 Kbytes each are
generated using three different values\iérl, 200 and 40000.

All workloads were generated to evaluate a widéetyaiof systems composed of 1 to 64 racks (1206807
compute nodes). The only exceptions are All-toakitl n-Bodies because their formulation is quadeatit our
experimental set-up only allowed to scale themoup& racks (1920 nodes).

All-to-All, Butterfly, Near Neighbour and all theaRdom cases can be considezechmunication-intensive
workloads, as they will stress the network withrex@s with high levels of contention and congestim
contrast, Binary Tree and n-Bodies have high leweélsausality which will limit the formation of psistent
contention for the utilization of network resources

Regarding the task-to-node placement policy, inttées it will be consecutive, meaning that theesodill
be occupied from left to right. In the case of thdirect cubes, the 20 nodes connected to a swiitthbe
conveniently placed as a 5x4 sub-mesh to keepethdtant indirect cube as close to a square ashp®$s all



configurations. Note that this placement will favoine communication pattern of the Near Neighbour
workload, as we will see later, but will be detrinted to the performance for other workloads. In¢hse of the
Random workloads, as the underlying pattern is aumif the placement will barely affect the overall
performance.

4. Performance Results

The execution time for the different systems andakieads are plotted in Fig. 6. For the sake ofitlathe
results of each configuration have been normalipethe time required by the tree topology. Therefdhe
reported value for the tree will be 1. A lower waltepresents a faster dispatching of the messagestree
topology is represented by the line denotedeaswhile the indirect cube is represented by thedidenoted as
icune andicube+cc, being the later the case in which the congestirrol mechanism is activated.

The execution times needed by the indirect cubaatieeably longer than those of the tree; this walse
expected, considering the greater amount of netweskurces (links, switches) used in the tree. dihgy
exceptions are Binary Tree and Near Neighbour wads. The former has such a low-demanding
communication pattern that most networks could haitceasily. Regarding the latter, the placememcion
for the indirect cube allowed for a perfect matetween the virtual topology of the workload and #wtual
network topology, which resulted in a near-optimahaviour.
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It is also noticeable that in those cases wherdrtgeoutperforms the indirect cube, the benefithe tree
increase with the network size. This is explaingdhe lower scalability of cube-like topologies wheompared
with the trees: distance scal@§./N ) in the indirect cube versu3(log N) in the tree, being\ the number of
nodes of the topology.

The only exception to this rule is the n-Bodies kioad, in which the difference between topologiesms
to be independent of the system scale; a constpprdgx. 1.1). This is because the high causalityhef
workload, composed by large chains of dependendaes not allow fully exploiting the network resoes of a
tree. In fact, the results for this workload ararfd to be more affected by the task-to-node plaoéthan by
the topology selection.

The reader should note that, for the All-to-All, tBufly and Random workloads, the activation of the
congestion control mechanism is noticeably effectto boost execution time. In the remaining cases,
congestion control does not affect the executicredmt all, neither positively or negatively.

We can conclude that the indirect cube topology bana good choice for running workloads whose
communication patterns resemble a mesh-like togolbgosely-coupled workloads which do not tendltmd
the network are also a good target applicationtizrtopology. However, our results show that farkioads of
other nature the network may become an importariopeance bottleneck which will be increasingly pes
the system grows.

To close the section, we emphasise that, whiledstroases the indirect cube performs worse thatrélee
it offers in exchange clear savings in terms ofwoek complexity. These savings manifest in the faffiewer
switches and racks, with the subsequent diminutiothhe requirements of space, budget, power consamp
and heat dissipation. Furthermore the number &&lend their length is also reduced, which shoeidl Ito a
faster and cheaper system deployment.

5. Power Consumption Results

Results shown in the previous section have focosetthe achievable performance. This section wiltibeoted

to carry out a power consumption-oriented evalumate will model the total consumption of the netko
using the following methodology. The consumpti@,of a given configuration will depend on the numbé
switches,S, the time needed to dispatch the workloBdand the average port-utilization during the (dated)
execution timeL. Furthermore, it will take into account two comgtareferred to the switches, the passive
consumptionp., and the active consumptios, To sum upS depends on the topology,andL are measured
by simulation andp, anda, depend on the switching technology. We have censitlvalues o, which are ten
times higher thaip.. Note that the selected values of these two cotstre utterly pessimistic and favour the
tree because it has more switches that are mage wiinactive states. The formulation & is as follows.

C=sip. +(a.0))T

With this function, we have modelled the power-eonption of the different configurations. Note tltlais
model only has into account the power requiremasftshe network itself, while other related energy
requirements (such as, for example, those reqtinetieat dissipation) are not included. The obtinesults
are plotted in Fig. 7. Again, results have beemmadized to those of the trees. A lower value regméesa lower
power-consumption.

The results show that, in terms of power-consumptibe indirect-cube topology is a better topolagic
alternative than the tree because, for most woddp# provides noticeably better figures than tilge. With
those workloads in which the performance was gdtsh( Neighbour and Binary Tree), the indirect cudes
able to deliver the workloads using roughly onef lndlthe power required by the tree. With n-Boditdse
indirect cubes offer better figures than the treeviith a much smaller difference, around 15% poseafings.

With communication-intensive workloads the indireabes require less power than the tree up to engiv
scale (roughly 20 racks with all-to-all, 30 rackghabutterfly and random W=40000, and 40 racks with
other two random workloads). Once these systens simereached, the indirect cube is not able tqpebtenwith
the tree anymore. Note that this limitation hasnapte explanation: the power consumed per time ahihe
indirect cube is much lower than those of the ttemyever the execution time is large enough to nihise
figure worthless.
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Fig. 7. Power consumed by each topology and wodkl¥alues normalized to the tree.
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To conclude this section, we want to remark that itidirect cube has been shown to offer reasonable
performance levels with non-demanding workloadslevhibticeably reducing the power-consumption of the
interconnection network. With very demanding wosdds, the low performance makes power requirements t
increase due to a run time increase. Still thiology can handle demanding workloads in an efficigay if
the system scale is not excessively large.

6. Conclusions

In this paper we have proposed arranging indiretvarks, such as those used in current clusters and
superclusters, forming cube topologies somewhailainio those traditionally used in massively phaal
processing systems. These indirect cubes reducerpmwmsumption and heat dissipation when compartd w
the tree-like topologies traditionally used in car® clusters, because they reduce the number of
interconnection network elements. The rationaleirzkhhis proposal was discussed focusing basically
reducing complexity of deployment and cost, evgreiformance is somewhat affected.

The indirect cube was compared to a tree-like togpl thede factostandard when building superclusters.
Results of our simulation-based experimental whidwsthat the indirect cube network is not as gootha tree
when handling communication-intensive workloads.tm other hand, the performance of indirect cuhids
less intense workloads (for example, those witlglonains of dependencies) is comparable to thtteofree. It



is also worth to highlight that an underlying cutke- topology can be effectively exploited by ajpplions, by
means of arrangements of processes using virtuahese and tori, which can exploit locality in
communications. In our set-up, the indirect cubgotogy experienced an improvement in performance of
roughly 10% when dealing with mesh-like workloads.

Regarding power consumption, results show thatittizect cube can handle most workloads with lower
power consumption than the tree. The only excepttorthis rule are some communication-intensivekieads
composed of thousands of communicating tasks beazfube severe slow-down they may experience.

The overall conclusion of this paper is that clustrranged as an indirect cube can be competifiveo a
given scale. However due to their limited scalépilihey may be counterproductive when dealing with
communication-intensive workloads once the systeaches a given size, between two and five thousadds
in our set-up depending on the workload. Stillthees networking technology remains the same, ibissible to
scale up from a small system arranged as an indingdze to a larger system interconnected by alikee-
topology, just by adding more racks. Note thatsWéching elements and the wires can be reusedlsssim

Previous studies in cost-effective topologies fingé-scale clusters have analyzed thinned treddnies
[21]. As future work, we plan to compare thesa thees against indirect cubes in order to expfdteere is any
limit of the slimming factor for which the indirecube outperforms the trees. In other words, wetwaiind
out whether it is more reasonable to build indidies rather than excessively thinned trees.

Moreover, we plan to conduct more research reggrdeadlock-free routing schemes for indirect cuibes
order to circumvent the need for deadlock avoidamechanisms that are not implemented in current
InfiniBand and Ethernet switches. Approaches rgyam dimension order routing [12] could be a fisgtp
towards deadlock-free routing in this topology. Elaophisticated schemes may consider link aggmyati
and/or splitting the cube in separate virtual nekspsuch as sub-meshes. Another interesting appreauld
be providing application-specific routing schemsstmse proposed in [27] for tree-like topologies.
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