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Abstract

Historical records of daily activities provide intriguing insights into the
life of our ancestors, useful for demography studies and genealogical research.
Automatic processing of historical documents, however, has mostly been fo-
cused on single works of literature and less on social records, which tend to
have a distinct layout, structure, and vocabulary. Such information is usu-
ally collected by expert demographers that devote a lot of time to manually
transcribe them. To support research in automatic handwriting recognition
for historical documents containing social records, this paper presents a new
database compiled from a marriage license books collection. Marriage license
books are documents that were used for centuries by ecclesiastical institutions
to register marriage licenses. Books from this collection are handwritten and
span nearly half a millennium until the beginning of the 20th century. In
addition, a study is presented about the capability of state-of-the-art hand-
written text recognition systems, when applied to the presented database.
Baseline results are reported for reference in future studies.
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1. Introduction

In the last years, large amounts of handwritten ancient documents re-
siding in libraries, museums, and archives have been digitalized and made
available to the general public. Many of these ancient documents have an
outstanding cultural value in subjects as diverse as literature, botanic, math-
ematics, medicine, or religion, to name a few. However, there are still large
collections of a different type of historic documents, containing records of
quotidian activities. A vast majority of such records have not been digital-
ized and contain only limited information when considered individually, but
provide an intriguing look into the historic life when considered as a complete
collection and in the context of their time. Examples of these kind of docu-
ments are birth, marriage, and death records1, military draft records2, court
records3,4, medical forms, border crossing records, municipal census records,
and property registers5.

Each of these collections in itself is a valuable source of information in
historical research, family history and genealogical research. Linking several
collections together, large historical social networks with information about
relationships (ancestors, couples, neighbors, etc.) and their related infor-
mation (dates, places, occupation, medical and physical condition, literacy,
etc.) can be constructed. Among the most popular historical social networks
are the FamilySearch’s genealogical database6, the Mormon Pioneer Over-
land Travel database7, the Mormon Migration database8, and the Historic
Journals website9.

Although the structure of such information uses to be stable across cities
and countries, manual inference of historical social networks requires signifi-
cant time and effort spent for gathering and cross-referencing many different
data sources. Therefore, some research has been focused on automatic link-

1http://arxiu.historic.arquebisbattarragona.cat/
2http://www.ancestry.com/
3http://stlcourtrecords.wustl.edu/index.php
4http://www.mcu.es/archivos/MC/ACV/index.html
5http://pares.mcu.es/Catastro/
6http://familysearch.org
7http://www.mormontrail.lds.org
8http://lib.byu.edu/mormonmigration
9http://journals.byu.edu
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age and knowledge discovery [1, 2, 3], based on already transcribed histor-
ical documents. However, research concerning automatic transcription has
largely focused on single volumes containing relevant masterpieces, while a
lack of approaches for the transcription of large document collections can
be observed. Instead, these transcriptions are usually carried out by ex-
pert paleographers10. In recent years, crowd-sourcing techniques are also
gaining popularity where large amounts of volunteers help in creating a tran-
scription11. citeSaund2009. For example, in [4] an annotation platform for
archived handwritten documents presented, where the required annotations
are produced both automatically and collectively with the help of the readers.
Another example is the DEBORA project [5], which aims at developing a
remote and collaborative platform for accessing digitized Renaissance books.

Yet, even with help of crowd-sourcing tools, the manual transcription
and annotation of large amount of documents still requires a lot of effort.
Available OCR technologies are not applicable to historic documents, due to
character segmentation ambiguities and the cursive writing style. Therefore,
segmentation-free continuous text recognition of entire lines or sentences is
required. This technology is generally referred to as “off-line Handwritten
Text Recognition” (HTR) [6]. Several approaches have been proposed in the
literature for HTR that resemble the noisy channel approach currently used
in Automatic Speech Recognition. Consequently, HTR systems are based on
hidden Markov models (HMM) [6, 7], recurrent neural networks [8], or hybrid
systems using HMM and neural networks [9]. These systems have proven
to be useful in a restricted setting for simple tasks such as reading postal
addressed or bank check legal amounts. In the context of historic documents,
however, their performance decreases dramatically, since paper degradation
including show-through and bleed-trough, and a lack of a standard notation
between different time periods renders the task quite challenging.

In this scenario, the key to a reliable recognition is contextual informa-
tion, which is specially useful for structured entries encountered in social
and demographic documents. Thus, automatic systems could benefit from
context information not only in the handwriting recognition step, but also in
the posterior semantic information extraction and knowledge discovery. HTR
technology relies on statistical learning methods which generally require sig-

10http://admyte.com/e_historia.htm
11http://www.ucl.ac.uk/transcribe-bentham/
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nificant amounts of transcribed text images. While several publicly available
databases of historic handwritten documents exist, such as the George Wash-
ington dataset [10], the Parzival database [11], the Saint Gall database [12],
the RODRIGO database [13], or the GERMANA database [14], none of these
contain structured texts to investigate such context-benefit systems

1.1. Contributions

To change this situation, the first contribution of this paper is a publicly
available database, compiled from a collection of Spanish marriage license
books. The collection consists of handwritten books, spanning several cen-
turies, used to register marriages licenses in the corresponding parishes. Se-
lected pages from different centuries are shown in Fig. 1. These demographic
documents have already been proven to be useful for genealogical research
and population investigation, which renders their complete transcription an
interesting and relevant problem [15]. The contained data can be useful for
research into population estimates, marriage dynamics, cycles, and indirect
estimations for fertility, migration and survival, as well as socio-economic
studies related to social homogamy, intra-generational social mobility, and
inter-generational transmission and sibling differentials in social and occu-
pational positions. Each book contains a list of individual marriage license
records, analogous to an accounting book. Also, most of the books have an
index (see Fig. 2) at the beginning that was used to locate each license in
the book.

The access to the semantic content of these documents requires efficient
solutions, not only for handwritten recognition, but also for areas such docu-
ment image analysis, keyword spotting, and automatic extraction of semantic
information. The special features of the database presented here allows to
carry out research all of these areas. The structured layout and the prox-
imity of adjacent lines provide interesting challenges for layout analysis and
line segmentation techniques. With isolated text lines, normalization and
binarization, followed by handwriting recognition can be investigated. It is
interesting to note that despite the structure of the text, automatic tran-
scription of these documents is quite difficult due to the distinct vocabulary,
which is composed mainly of proper names. In Section 3, detailed informa-
tion about the word frequencies are given. Finally, for any further use of the
data, the semantic information contained in the entries could be extracted
as a set of keywords and relationships between them. However, this requires
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special attention as well, even with a perfect transcription, since the structure
of the text is not fixed.

Figure 1: Examples of marriage records from different centuries.

(a) (b)

Figure 2: Examples of indexes from different volumes. a) indexes with only the husband’s
surname. b) indexes with the husband’s and the wife’s surnames.

The first version of the database, presented here, consists of a relatively
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small part of the whole collection outlined above. It is split into two parts, the
records and the indexes. More specifically, the current database version en-
compasses 173 page images containing 1 747 marriage licenses and 29 images
of indexes, containing 1 563 index entries. Overall, the contributed database
contains more than 7 000 lines and more than 65 000 running words. All
these images are annotated with the corresponding paleographic transcrip-
tions along with other relevant ground-truth information.

Along with the database, we introduce research topics related for this
sort of documents. Thus, as a second contribution of this paper, we carry
out a study concerning the capability of applying current state-of-the-art
handwriting recognition methods to the presented database. For this task,
we apply and evaluate two HTR approaches for all textual elements found
in the books and present baseline results for future comparison. This is
unlike existing work on historical social documents, such as the recognition
of French census data [16] or Brazilian death certificates [17], where only
some parts of the documents are considered.

The rest of the paper is structured as follows. Section 2 describes the
Marriage License Books collection and their main difficulties. The first ver-
sion of the compiled database is presented in Section 3. Section 4 contains
general description of the state-of-the-art systems used in the experiments
and the experimental evaluation is given in Section 5. Finally, Section 6
summarizes the work presented and shows directions for future research.

2. The Marriage License Books collection

The Marriage License Books collection (called Llibres d’Esposalles), con-
served at the Archives of the Cathedral of Barcelona, is composed of 291
books with information of approximately 600 000 marriage licenses given in
250 parishes between 1451 and 1905. Fig. 1 shows three pages from differ-
ent centuries. One can clearly see the continuity of the layout during the
centuries and the significant differences in the handwriting styles.

Each page is divided horizontally into three blocks, the husband surname’s
block (left), the main block (middle), and the fee block (right). Vertically,
the page is divided into individual license records. The marriage license (see
Fig. 3) contains information about the husband’s and wife’s names, the hus-
band’s occupation, the husband’s and wife’s former marital status, and the
socioeconomic position given by the amount of the fee. In some cases, even
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Figure 3: Marriage record where the family names, the place, date and fee are highlighted.

further information is given, such as the fathers’ names and occupations, in-
formation about a deceased parent, place of residence, or geographical origin.

In addition to marriage licenses, most books include an index with the
husband’s surname(s) and the page number where the license entry can be
found (see Fig.2.a)). In some cases, the wife’s surname is also included (see
Fig. 2.b)), separated by the word “ab” (“with” in old Catalan). In case one
surname is unknown, it is substituted by “N.”. In addition, a “V.” preceding
a wife’s surname identifying her as a widow and that she was using her
former husband’s surname. In this list, indexes are sorted alphabetically
according to the first letter of the man’s surname. Entries starting with the
same letter, however, are not alphabetically sorted. Page numbers tend to
be in increasing order for entries starting with the same letter, although not
always.

2.1. Difficulties of the marriage license books

The recognition of the handwritten historical marriage license books have
the following difficulties:

• Degradation. The typical paper degradation problems encountered in
old documents, such as significant background variation, uneven illu-
mination, show-through, bleed-through, smear or dark spots, require
specialized image-cleaning and enhancement algorithms [18].

• Handwriting styles. Long-running handwritten documents require ro-
bust recognition systems that deal with the high variability of script
and writer styles within the different time periods (see Fig. 1).
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(a) (b)

(c) (d)

(e) (f)

Figure 4: Examples of challenges in the notation. a) Abbreviation of Barcelona using
Bar.a, b) removed words, c) abbreviation of reberem and Juan using the symbol ∼,
d) removed word and insertion of the upper word Oller, e) Roman numerical notation,
corresponding to “ii ll viii s”, f) the word sastre is written between two text lines.

• Layout and segmentation. Documents contain voided entries, lines at
the end of the marriage license, drawings (see Fig. 5), and words be-
tween text lines (see Fig. 4.d,f). In addition, the entries in the index
are not aligned horizontally, as depicted in Fig. 2.a). Consequently,
different columns from the same page may have a different number of
lines.

• Notation and Lexicon. Documents do not follow a strict standard nota-
tion, containing a variety of special symbols and other recognition chal-
lenges (see Fig. 4). In addition, the dictionary of names and surnames
is open, and new words and abbreviations are constantly appearing.

• Syntactical structure. Although the overall structure of the documents
is quite stable, the syntactical structure of the marriage records is not
completely known. In fact, the structure is not constant, and many
variations can be found, even in the same book and writer.
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(a)

(b)

Figure 5: Examples of graphical elements in the marriage records. a) A record that has
been voided. b) A record with a special drawing symbol and a final horizontally line.

3. The ESPOSALLES database

In this section we present the first version of the ESPOSALLES database.
It is a freely available handwritten text database12 compiled from the Mar-
riage License Books collection introduced in the previous section. The aim
of this database is to facilitate empirical comparison of different approaches
to off-line handwriting recognition applied to ancient social documents. This
database can be also used to study approaches to automatic extraction of
semantic content in order to generate genealogical trees, study the evolution
of a family name, and the evolution of population size, among others.

The database consists of marriage license manuscripts digitalized by ex-
perts at 300dpi in true colors and saved in TIFF format. It is divided into two
parts. The first one, called LICENSES, is compiled from one of the marriage
license books. The second one, INDEX, is composed of pages from two of the
indexes that most of the marriage license books have at the beginning. All
text blocks, lines, and transcriptions have been manually annotated, result-
ing in a dataset that can be used to train and test handwriting recognition
systems, providing a well-defined task for future studies.

The following sections describe the main characteristics of the two parts

12www.cvc.uab.es/5cofm/groundtruth
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as well as the provided ground truth.

3.1. LICENSES

The first part, LICENSES, has been compiled from a single book of the
marriage license books collection. The book was written between 1617 and
1619 by a single writer in old Catalan. It contains 1 747 licenses on 173 pages.
Fig. 6 shows two pages of the LICENSES volume. Further characteristic
details of LICENSES that can be clearly appreciated in Fig. 6 are:

• The first row of each page contains information about the month and
the year and a last row with the sum of the marriage fees.

• Blank spaces between words are often omitted, usually when the word
“de” is followed by a proper name; e.g., the words “de Pere” are written
as “dePere”.

• When the text of the last license line does not arrive to the end of the
line the author introduced a straight line.

• The day of the license appears on the left block only if it is different to
the previous license day.

The LICENSES database is endowed with two different types of anno-
tations. Firstly, a layout analysis of each page has been done to indicate
blocks, lines, and individual licenses. Secondly, the manuscript is completely
transcribed by an expert paleographer. Details about the annotation process
are explained in the following subsections.

3.1.1. Page layout structure

Document structuring and layout analysis is the first processing phase
applied to each page image in order to decompose it into component regions
and to understand their functional role and relationships. The layout anal-
ysis process is therefore performed in two different steps [19, 20]: the first
one, called page segmentation, segments the document page image into ho-
mogeneous regions such as text blocks and text lines. In the second step,
known as logical layout, a the extracted regions are classified wrt. their cate-
gories. Also relationships between different regions are established, in order
to group, e.g., different text lines into registers.

For this database, the page layout involves the following structural com-
ponents:
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Figure 6: Pages 18 and 19 of LICENSES.

1. The bounding box of the main text block.

2. The coordinates of each text line inside the main text block.

3. The individual licenses together with their associated set of text lines.

A detection procedure for both the main text block and the correspond-
ing text lines was conducted interactively in two phases using the GIDOC
prototype [21]. Firstly, a preliminary detection was performed by a fully au-
tomatic process using standard preprocessing techniques based on horizon-
tal and vertical projection profiles and the run-length smoothing algorithm
(RLSA) [22]. Finally, the detected locations for each block and lines were
verified by a human expert and corrected if necessary.

The location coordinates of a text line images reflect only their respective
baselines instead of a pixel-accurate ground-truth needed to evaluate text
line separation methods. Yet, this is enough for a rough detection and a
basic extraction of the text lines, which, in turn, is sufficient for standard
HTR recognizers. Each detected line was enclosed into a rectangle composed
by 50 pixels above the baseline and 25 pixels under the baseline.

After separating the individual lines, the logical layout analysis then com-
bined consecutive text lines into complete license records. A single record is
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LC−2

LC−1

LC−3

Figure 7: Visual example of annotated layout elements: main text block rectangle re-
gion, defined by its left-upper- and right-lower-corner coordinates (left), and the baseline
coordinates of each text line along with the license label (LC-#) to which it belongs to.

composed of usually 3-5 lines. Finally, the license layout detection process
was carried out in two steps using the GIDOC prototype. First, with help
of the fee block an automatic process inferred a initial assignment of lines
into licenses. This was possible since the positions of each handwritten fee is
always on the height of the last line of its corresponding license. Afterwards,
the assignments were manually verified and corrected. The time it takes a
human expert to correct the detection and assignment errors is around 10
minutes per page.

Fig. 7 shows a visual example of a page with all considered layout ele-
ments. The bounding box arounf the main text block, defined by its left-
upper- and right-lower-corner coordinates, as well as the baseline coordinates
of all text lines along with the corresponding license identification (LC-#).

3.1.2. Transcription

The main block of the whole manuscript was transcribed line by line
by an expert paleographer. This transcription was carried out in order to
obtain a character accurate transcription. That is, the words are transcribed
in the same way as they appear on the text, without correcting orthographic
mistakes or writing out abbreviations. The time needed by the palaeographer
to fully transcribe each license is around 3.5 minutes. In the Appendix, the
rules followed in the transcription process are described in detail.
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Table 1: Basic statistics of LICENSES text transcriptions.
Number of: Total
Pages 173
Licenses 1 747
Lines 5 447
Running words 60 777
Lexicon size 3 465
Running characters 328 229
Character set size 85

The complete annotation of LICENSES is freely available. It contains
around 60k running words in over 5k lines, split up into nearly 2k licenses.
Table 1 summarizes the basic statistics of the LICENSES text transcriptions.

Fig. 8 shows the frequency of each different word as a function of its rank,
i.e., words are sorted in decreasing order of number of samples per word. We
can see that these counts approximately follow the Zipf’s law [23], which
states that given a corpus of natural language utterances, the frequency of
any word is inversely proportional to its rank in the frequency table. The
word with greatest rank is de, with 11 366 occurrences. It is followed by
several words that appear at least once in almost all licenses, such as dia,
doncella, filla or reberem. Therefore, these words have a similar number of
occurrences, around 1 500, which explains the plateau that can be seen at
the beginning of the curve.

In Fig. 9 we can see a detailed view of the information given in Fig. 8 for
low frequency words. It shows the number of word classes as a function of
word frequency. From the graph we can see that about half of the different
words of the corpus appear only once.

3.1.3. Partitions

The LICENSES part of the database is divided into 7 consecutive blocks
of 25 pages each (1− 25, 26− 50, . . . , 150− 173), aimed at performing cross–
validation experiments. Table 2 contains some basic statistics of the different
partitions defined. The number of running words for each partition that do
not appear in the other six partitions is shown in the out-of-vocabulary’
(OOV) row.
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Figure 8: LICENSES Zipf’s graph. Different words are sorted in decreasing rank order
(horizontal axis); that is in decreasing frequency of occurrence in the corpus. The vertical
axis shows the frequency (number of samples) of each different word.
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Figure 9: LICENSES word frequency histogram. The number of words classes is repre-
sented as a function of word frequency.
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Table 2: Basic statistics of the different partitions for the database LICENSES
Number of: P0 P1 P2 P3 P4 P5 P6
Pages 25 25 25 25 25 25 23
Licenses 256 246 246 249 243 255 252
Lines 827 779 786 768 771 773 743
Run. words 8 893 8 595 8 802 8 506 8 572 8 799 8 610
OOV 426 374 368 340 329 373 317
Lexicon 1 119 1 096 1 106 1 036 1 046 1 078 1 011
Characters 48 464 46 459 47 902 45 728 46 135 47 529 46 012

3.2. INDEX

The second part of the database, INDEX, is compiled from the indexes at
the beginning of two volumes from the collection of marriage license books,
written between 1491 and 1495 by the same writer. Fig. 10 shows a page ex-
ample from the index of each volume. Note that the INDEX and LICENSES
part have been deliberately chosen to be from different periods, mainly for
two reasons. First, we wanted to present different writing styles. Secondly,
the indexes that correspond to the LICENSES (i.e. marriage records between
1617-1619) only contain the husband’s surname. More interesting data can
be found in books from a different time with an enlarged lexicon where both
the husband’s surname and the wife’s surname are given.

The INDEX part is composed of 29 text pages. Each page is divided hori-
zontally into two columns and each column, in turn, is divided into lines, one
per each marriage license, as can be seen in Fig 10. Large, single, calligraphic
characters that appear in the columns represent a letter change.

As in the LICENSES part, two different annotations have been carried
out. On the one hand, the different columns of each page have been detected
and subsequently divided into lines. On the other hand a character-accurate
transcription of the whole INDEX part was done.

3.2.1. Page layout structure

The layout analysis of INDEX is simpler than that of LICENSES, since
only physical analysis of columns and lines is necessary. For each page,
the GIDOC [21] prototype was used for text block layout analysis and line
segmentation. Firstly, a portion of the image including all text lines to be
considered was manually marked. In this selection the text columns were
detected by means of simple methods based on projection profiles. Next,
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Figure 10: Pages of the INDEX database.

text lines for each text block were detected by algorithms also based on
projection-profiling. Finally, all the detected blocks and lines were revised
manually to correct possible errors. The time needed by a human expert to
carry out this revision is around 5 minutes per page.

3.2.2. Transcription

The whole INDEX was transcribed line by line by an expert paleogra-
pher. Following the same rules than in the LICENSES partition, the words
are transcribed exactly in the same way as they appear on the text and punc-
tuation signs were copied as they appear on the manuscript. The result is a
dataset of 1.5k text line images, containing over 6.5k running words from a
lexicon of 1.7k different words. The basic statistics of the INDEX database
are summarized in Table 3.

Fig. 11 shows the amount of samples available for each different word,
sorted in the horizontal axis according to their rank. The graph deviates
considerably from the typical Zipf’s law expected for a natural language
corpus [23], which clearly reflects the special nature of the INDEX database.

Fig. 12 shows the number of words classes per frequency. From the 1 725
different words, 1 202 appear only once. The majority of the running words

16



Table 3: Basic statistics of INDEX text transcriptions.
Number of: Total
Pages 29
Lines 1 563
Running words 6 534
Lexicon size 1 725
Running characters 30 809
Character set size 68

of the corpus is accumulated by “ab”, “ ′′ ”, “V.” and “N.” with 1 563, 404,
258 and 237 occurrences respectively.

3.2.3. Partitions

Four different partitions have been defined for cross-validation testing.
Detailed information of the different partitions is shown in Table 4. The
number of running words of each partition that do not appear in the other
three partitions is shown in the OOV row (out of vocabulary).

Table 4: Basic statistics of the different partitions for the INDEX database.
Number of: P0 P1 P2 P3
Text lines 390 391 391 391
Words 1 629 1 640 1 632 1 633
Characters 7 629 7 817 7 554 7 809
OOV 326 346 298 350

4. HTR Systems overview

In this work, we provide baseline results for reference in future studies
using standard techniques and tools for HTR. Most specifically, we used two
systems, the first one is based on hidden Markov models (HHM) [7] while the
second one is based on artificial neural networks (ANN) [8]. Both of them
use N -grams for language modeling.

Both HTR systems used in this paper follow the classical architecture
composed of three main modules: document image preprocessing, line image
feature extraction and model training/decoding. The following subsections
describe the main modules.
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Figure 11: The INDEX Zipf’s graph. This graph deviates considerably form the expected
shape for a natural language data set.
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Figure 12: INDEX word frequency histogram. The number of word classes is represented
as a function of word frequency.

4.1. Preprocessing
In the preprocessing module, the pages are first divided into line images as

explained in the previous section. Given that it is quite common for hand-
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written documents to suffer from degradation problems that decrease the
legibility of the documents, appropriate filtering methods have been applied
to remove noise, improve the quality of the image and to make the docu-
ments more legible. Within our framework, noise is considered as anything
that is irrelevant for the text recognition. In this work, background removal
and noise reduction is performed by applying a 2-dimensional median fil-
ter [24] on the entire line image and subtracting the result from the original
image. To increase the foreground/background image contrast, a grey-level
normalization is applied. Afterwards, the skew of each line is corrected using
horizontal projections and the slant has been corrected using a method based
on vertical projection profiles. Finally, the size is normalized separately for
each line. A more detailed description of this preprocessing can be found
in [7] and [25].

4.2. Feature extraction

Each preprocessed line image is represented as a sequence of feature vec-
tors using a sliding window with a width of W pixels that sweeps across the
text line from left to right in steps of T pixels. At each of the M positions
of the sliding window, N features are extracted. In this paper we tested two
different sets of features:

• PRHLT features
These features are introduced in [7]. The sliding window is vertically
divided into into R cells, where R = 20 and T is then the height
of the line image divided by R. We used standard values for both
parameters, R and W = 5T . In each cell, three features are calculated:
the normalized gray level, the horizontal and vertical components of the
grey level gradient. The feature vector is constructed for each window
by stacking the three values of each cell (N = 3 ·20). Hence, at the end
of this process, a sequence of 60-dimensional feature vectors is obtained.

• IAM features
These features correspond to the ones proposed in [6]. From each win-
dow (W = 1 and T = 1), N = 9 geometric features are extracted,
three global and six local ones. The global features are the 0th, 1st

and 2nd moment of the distribution of black pixels within the window.
The local features were the position of the top-most and that of the
bottom-most black pixel, the inclination of the top and bottom con-
tour of the word at the actual window position, the number of vertical
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black/white transitions, and the average gray scale value between the
top-most and bottom-most black pixel.

4.3. Modelling and decoding

Given a handwritten line image represented by a feature vector sequence,
x = x1 x2 . . . xm, the HTR problem can be formulated as the problem
of finding a most likely word sequence, ŵ = ŵ1 ŵ2 . . . ŵl, i.e., ŵ =
arg maxw Pr(w | x). In this paper we tested two different HTR technolo-
gies, one based on HMM and the other one based on ANN. In both cases, a
bi-gram language model is used to model the concatenation of words in w.

• HMM-based handwriting recognition
The HMMs approach follows the classical inverted channel scheme [26],
as presented in [7]. Using the Bayes’ rule, the word sequence poste-
rior probability, Pr(w | x), is decomposed into a conditional likelihood,
Pr(x | w), and a language model prior, Pr(w) and the optimal ŵ
is obtained using the Viterbi algorithm. Conditional likelihoods are
modeled by means of morphological character models, concatenated
into word models according to the given lexicon. Each character model
is a continuous density left-to-right HMM, which models the horizontal
succession of feature vectors representing this character. A Gaussian
mixture model governs the emission of feature vectors in each HMM
state. In the experiments, standard values of 6 HMM states per charac-
ter and 64 Gaussian densities per state have been chose. These values
have been proven to work well in previous handwriting recognition ex-
periments.

• ANN-based handwriting recognition
The artificial neural networks approach that was selected for the base-
line experiments is the one proposed by Alex Graves et al. [8], which
showed excellent results in the ICDAR handwriting recognition com-
petition [27]. It is based on the bidirectional long short-term memory
blocks (BLSTM), a recurrent neural network architecture which sophis-
ticated memory cells for contextual information. The input features are
processed by the neural network and a token passing algorithm is used
to generate the output word sequence according to given lexicon and
the word sequence probabilities provided by the language model.
The experiments with the ANNs were conducted using BLSTM neural
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networks with 100 LSTM memory blocks in each of the forward and
backward layers. Each memory block contained one memory cell as well
as an input gate, an output gate and a forget gate to control the flow of
information. The tanh activation function was used for the block input
and output squashing functions, while the gate activation function was
the logistic sigmoid. A learning rate of 1.0 · 10−4, and a momentum
of 0.9 was used. These parameter settings have been found to work
very well in previous handwriting recognition experiments. Similarly
to the HMM approach, these are standard settings and have not been
adapted to this database.

The HMMs and ANNs are trained on images of unsegmented, continu-
ously handwritten text, transcribed into character-accurate word sequences.
Finally, the concatenation of words into text lines or license records are mod-
eled using word bi-grams, with Kneser-Ney back-off smoothing [28], esti-
mated from the training transcriptions of the text images.

5. Baseline experiments

In order to asses the state-of-the-art HTR technology for transcribing
marriage licenses books, we performed different experiments with both datasets
described in Sec. 3, LICENSES and INDEX. The empirical results here re-
ported aim to serve as reference performance benchmarks for future research.

5.1. Experimental setup and assessment measures

Experiments were carried out to test both HTR systems described in
Sec. 4 (HMM and ANN), each with the two sets of features described in
the same section (PRHLT and IAM). Furthermore, two slightly different
recognition tasks were performed with the LICENSES data set. In the first
one, called line level, each text line image was independently recognized. In
the second, called license level, the feature sequences extracted from all the
line images belonging to each license record are concatenated. Hence, in the
license level recognition more context information is available.

In addition, two experimental conditions were considered: Open and
Closed Vocabulary (OV and CV). In the OV setting, only the words seen
in the training transcriptions were included in the recognition lexicon. In
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CV, on the other hand, all the words which appear in the test set but were
not seen in the training transcriptions (i.e., the OOV words) were added to
the lexicon. Except for this difference, the language models in both cases
was the same; i.e., bi-grams estimated only from the training transcriptions.
Also, the morphological character models were obviously trained using only
training images and transcriptions.

These two lexicon setting represent extreme cases with respect to real
use of HTR systems. Clearly, only the words which appear in the lexicon
of a (word-based) HTR system can ever have the chance to be output as
recognition hypotheses. Correspondingly, an OV system will commit at least
one error for every OOV word instance which appears in test images. There-
fore, in practice, the training lexicon is often extended with missing common
words obtained from some adequate vocabulary of the task considered. In
this sense, the CV setting represents the best which could be done in practice,
while OV corresponds to the worst situation.

CV testing simplifies reproducibility of experiments and allows better
interpretations of empirical results. This kind of testing is a time-honored
common practice in the field of Automatic Speech Recognition.

The quality of the automatic transcriptions obtained with the different
HTR systems used in the experiments is measured by means of the word
error rate (WER). It is defined as the minimum number of words that need
to be substituted, deleted, or inserted to match the recognition output with
the corresponding reference ground truth, divided by the total number of
words in the reference transcriptions.

5.2. LICENSES results

In a set of experiments we evaluated the performance of both HTR sys-
tems (HMM and ANN) with both types of features (PRHLT and IAM) in
closed and an open vocabulary settings and assuming recognition tasks both
at the line and the license levels. The seven different partitions described
in Section 3 are used in these experiments for cross-validation. That is, we
carry out seven rounds, with each of the partitions used once as validation
data and the remaining 6 partitions used as training data. The results can
be seen in Table 5.

Using the PRHLT features, in the line recognition problem, the WER was
12.0% and 16.1% in the closed and open vocabulary settings, respectively.
In the whole license recognition case, the WER decreased as expected, given
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Table 5: Transcription Word Error Rate (WER) in LICENSES using HMM and ANN-
based systems with two different kinds of features. All results are percentages.

Lines Licenses
Open Voc. Closed Voc. Open Voc. Closed Voc.

HMM
PRHLT feat. 16.1 12.0 15.0 11.0
IAM feat. 17.7 14.8 17.4 14.6

ANN
PRHLT feat. 15.1 12.0 15.9 13.1
IAM feat. 12.7 9.6 12.1 9.0

that the language model in this case is more informative. In particular, the
system achieved a WER of 11.0% with closed vocabulary and 15.0% with
open vocabulary.

The same experiments were carried using the IAM features and the ob-
tained error rates were slightly higher. For line recognition, a WER of 14.8%
and 17.7% was obtained using a closed and an open vocabulary respectively,
whereas for license recognition, the obtained WER was 14.6% using a closed
vocabulary and 17.4% using an open vocabulary.

To evaluate the ANN-based approach, for each one of the 7 partitions we
trained 5 randomly initialized neural networks. Note that we did not use
a validation set to guide the training. Instead we fixed the number back-
propagation iterations to 50.

Using the PRHLT features for single line recognition, the WER were 12%
with closed vocabulary and 15% with open vocabulary. As far as the IAM
features are concerned, the WER was 9.6% and 12.7% with closed and an
open vocabulary, respectively. Very good performance for the whole license
recognition task was achieved using the IAM features, with 12% and 9%
WER for open and closed vocabularies, respectively.

When comparing the HMM and the ANN approaches, one can see that
the PRHLT features perform similarly for both recognition tasks, single line
and whole licenses. In contrast, the IAM features seem to perform better
for the ANN-based approach, which constantly outperform the HMM-based
approach. In fact, the 9% WER achieved for the closed vocabulary license
recognition is the best result achieved among all the tests.

5.3. INDEX results

For the INDEX database, we conduced experiments with both HMM-
based and ANN-based systems, again with both features sets, PRHLT and
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Table 6: Transcription Word Error Rate (WER) for INDEX using HMM and ANN-based
systems with two different kinds of features. All results are percentages.

Open Vocabulary Closed Vocabulary

HMM
PRHLT features 43.7 31.1
IAM features 53.0 44.7

ANN
PRHLT features 70.4 70.1
IAM features 63.4 59.8

IAM, and again in the open and closed vocabulary case. For cross-validation,
we used the partitions defined in Section 3. The resulting error rates are given
in Table 6.

Using the HMM-based approach, with the PRHLT features, a WER of
31.1% and 43.7% is obtained with open and closed vocabularies, respectively.
In comparison, for IAM features, 44.7% and 53.0% WER is obtained with
open and closed vocabularies, respectively.

Using the ANN approach, with the PRHLT features, the WER was about
70% both for open and closed vocabularies. The performance when using the
IAM features was slightly better, with 59.8% and 63.4% WER with closed
and open vocabularies, respectively (see Table 6). Clearly, these results are
worse than the ones obtained using the HMM-approach. An explanation
for the poor performance of the neural networks in this data set might be
the few amount of training data, which is about ten times less for INDEX
than for LICENSES. From this we conclude that the ANN with the standard
parameter settings can not cope with only few training data as well as the
HMM-based approaches can.

5.4. Discussion of results

It seems clear from the results that PRHLT features work better for HMM
than the IAM features and vice-versa for the ANN recognizer. Although we
have no clear explanation for this fact, it might be explained by the type of
features involved in each features set. The Gaussian seem to work better with
the continuous data of the PRHLT features than with the discrete data of
some IAM features. However, the opposite occurs with the ANN recognizer.

From the results it is also clear that the number of available training data
is a deterministic factor in the accuracy of the different classifiers. The ANN-
approach obtains the best results in the LICENSES database. However, in
the INDEX set, where only 29 pages are available, the HMMs approach
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seems to perform better. It seems that hidden Markov models, although
outperformed for large training sets, can learn more efficiently with scarce
training data.

The special form of the datasets leaves room for specialized systems to
further improvement of the recognition task. The INDEX dataset, e.g., is
rather small and the word distribution does not follow a natural language
syntax. Except for a few words and abbreviations, like “ab”, which oc-
curs in nearly every line, a large part of the words are surnames. These
form a vocabulary that is extremely large in relation to the small size of the
set. Therefore, under-trained HMM, ANN, and bi-gram models are to be
expected, rendering the task quite difficult. Different architectures of the
models, e.g. using semi-continuous HMMs, using an adequate vocabulary
of names, or adding vocabularies from the same period, or name collections
might decrease the WER. Furthermore, given the simple and regular syn-
tactic structure of the lines, a fixed, prior grammar that restricts the search
space in a more effective way than bi-grams seems to be promising as well.
Such kind of simple language model has been recently used with good results
in [29]. The obtained results suggest that, using prior knowledge, a higher
recognition accuracy can be obtained.

In summary, we have presented baseline results for both LICENSES
and INDEX databases with HMM and ANN-based approaches. In the LI-
CENSES case, the IAM features with the neural networks perform slightly
better. On the contrary, the PRHLT features with the HMMs recognizer
work better in the INDEX database. This suggests that the recognizers
could be improved by combining both sets of features and performing fea-
ture selection on the new set of features.

6. Conclusions

In this paper, a historic handwritten text database has been presented.
The data is compiled from a marriage license book collection, opening the re-
search in automatic handwriting recognition to a new field. While most of the
existing historic handwriting databases focus on single literature work, the
processing of records concerning everyday activities is largely unexplored.
Yet, social records, especially when linking several databases, give a new
perspective on family trees, persons, and events, which are valuable to re-
searchers and the public alike.
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Along with the database, we provide baseline results for state-of-the-
art recognition approaches, namely hidden Markov models and recurrent
neural networks. Surprisingly, this kind of structured documents turned
out to be difficult to recognize. This is because the set of words is not
closed and abbreviations are not standardized. Also the syntactical structure
is not known and many variations appear even within the same volume.
Nevertheless, the obtained results are really encouraging.

As future work, we plan to increase the presented corpus with further
volumes of the same Marriage License books collection from different writers
and different centuries. Furthermore, we plan to provide bounding-boxes
around for each word in order to make the database suitable for research
on keyword spotting [30]. Note, however, that the underlying segmentation
free HTR technology tested in the experiments can already be used for some
learning-based keyword spotting tasks [31, 32].

As far as recognition technologies are concerned, we plan to follow the
ideas previously developed in [29] and study the integration of prior knowl-
edge by taking advantage of the regular structure of the script.

Along a different line of research, the use of interactive systems to obtain
perfect transcriptions will be explored. Heavy “post-editing” work of the
output of an automatic recognition system is usually perceive as inefficient
and uncomfortable and therefore hardly accepted by expert transcribers. In-
stead, computer assisted interactive predictive solutions such as CATTI [33]
can be used. In a nutshell, the user works interactively in tight mutual
cooperation with the system to obtain the final perfect transcription with
minimum effort.

Appendix: ESPOSALLES transcription rules

The following rules were considered during the transcription process of
the ESPOSALLES database:

• Page and line breaks were copied exactly.

• No spelling mistakes were corrected.

• Punctuation signs were copied as they appear.

• Word abbreviations with superscripts were written as ˆ(super). For
instance, the word Bara was transcribed as Barˆ(a). (see Fig. 4.a).
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• Word abbreviations with deletion of some characters were written with
$. For instance, the word Juã was transcribed as Jua$ (see Fig. 4.c).

• The words written between lines are written as: ˆˆ(words). For ex-
ample, the Fig 4.f) is transcribed as “Sebastia Ripoll, ˆˆ(sastre) de
Barˆ(a). defunct”.

• The cross-out words that can be read were transcribed between square
bracket. For example, the Fig 4.b was transcribed as “pages [de] [Sˆ(t)]
[Esteva]”.

• If a complete register is cross-out, it is transcribed between double
square bracket. (see Fig. 5.a).

• The cross-out words that can not be read were transcribed as /xxxxx/
(see Fig. 4.d).

• Blank areas in lines were transcribed by 5 blank spaces.

• The straight line at the end of the register was transcribed as -----.
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