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Abstract

The most important aspect of any classifier is its error rate, because this quantifies its predictive
capacity. Thus, the accuracy of error estimation is critical. Error estimation is problematic in
small-sample classifier design because the error must be estimated using the same data from
which the classifier has been designed. Use of prior knowledge, in the form of a prior distribution
on an uncertainty class of feature-label distributions to which the true, but unknown, feature-
distribution belongs, can facilitate accurate error estimation (in the mean-square sense) in
circumstances where accurate completely model-free error estimation is impossible. This paper
provides analytic asymptotically exact finite-sample approximations for various performance
metrics of the resulting Bayesian Minimum Mean-Square-Error (MMSE) error estimator in the
case of linear discriminant analysis (LDA) in the multivariate Gaussian model. These performance
metrics include the first, second, and cross moments of the Bayesian MMSE error estimator with
the true error of LDA, and therefore, the Root-Mean-Square (RMS) error of the estimator. We lay
down the theoretical groundwork for Kolmogorov double-asymptotics in a Bayesian setting,
which enables us to derive asymptotic expressions of the desired performance metrics. From these
we produce analytic finite-sample approximations and demonstrate their accuracy via numerical
examples. Various examples illustrate the behavior of these approximations and their use in
determining the necessary sample size to achieve a desired RMS. The Supplementary Material
contains derivations for some equations and added figures.

Keywords

Linear discriminant analysis; Bayesian Minimum Mean-Square Error Estimator; Double
asymptotics; Kolmogorov asymptotics; Performance metrics; RMS

1. Introduction

The most important aspect of any classifier is its error, &, defined as the probability of
misclassification, since ¢ quantifies the predictive capacity of the classifier. Relative to a
classification rule and a given feature-label distribution, the error is a function of the
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sampling distribution and as such possesses its own distribution, which characterizes the true
performance of the classification rule. In practice, the error must be estimated from data by
some error estimation rule yielding an estimate, &. If samples are large, then part of the data
can be held out for error estimation; otherwise, the classification and error estimation rules
are applied on the same set of training data, which is the situation that concerns us here. Like
the true error, the estimated error is also a function of the sampling distribution. The
performance of the error estimation rule is completely described by its joint distribution, (&,

£).

Three widely-used metrics for performance of an error estimator are the bias, deviation
variance, and root-mean-square (RMS), given by

Bias(g|=F[&)—F[],
Var?[&]=Var(é—¢)=Var(e)+ Var(8) —2Cov(e, &), )

RMS[&= \/ B[ (e—8)|= VE[Z+ B[] —2E[]= |/ Bias|&]+ Var’[4],

respectively. The RMS (square root of mean square error, MSE) is the most important
because it quantifies estimation accuracy. Bias requires only the first-order moments,
whereas the deviation variance and RMS require also the second-order moments.

Historically, analytic study has mainly focused on the first marginal moment of the
estimated error for linear discriminant analysis (LDA) in the Gaussian model or for
multinomial discrimination [1]-[12]; however, marginal knowledge does not provide the
joint probabilistic knowledge required for assessing estimation accuracy, in particular, the
mixed second moment. Recent work has aimed at characterizing joint behavior. For
multinomial discrimination, exact representations of the second-order moments, both
marginal and mixed, for the true error and the resubstitution and leave-one-out estimators
have been obtained [13]. For LDA, the exact joint distributions for both resubstitution and
leave-one-out have been found in the univariate Gaussian model and approximations have
been found in the multivariate model with a common known covariance matrix [14, 15].
Whereas one could utilize the approximate representations to find approximate moments via
integration in the multivariate model with a common known covariance matrix, more
accurate approximations, including the second-order mixed moment and the RMS, can be
achieved via asymptotically exact analytic expressions using a double asymptotic approach,
where both sample size (n) and dimensionality (p) approach infinity at a fixed rate between
the two [16]. Finite-sample approximations from the double asymptotic method have shown
to be quite accurate [16, 17, 18]. There is quite a body of work on the use of double
asymptotics for the analysis of LDA and its related statistics [16, 19, 20, 21, 22, 23]. Raudys
and Young provide a good review of the literature on the subject [24].

Although the theoretical underpinning of both [16] and the present paper relies on double
asymptotic expansions, in which n, p — oo at a proportional rate, our practical interest is in
the finite-sample approximations corresponding to the asymptotic expansions. In [17], the
accuracy of such finite-sample approximations was investigated relative to asymptotic
expansions for the expected error of LDA in a Gaussian model. Several single-asymptotic
expansions (n — oco) were considered, along with double-asymptotic expansions (n, p — oo)
[19, 20]. The results of [17] show that the double-asymptotic approximations are
significantly more accurate than the single-asymptotic approximations. In particular, even
with n/p < 3, the double-asymptotic expansions yield “excellent approximations” while the
others “falter.”
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The aforementioned work is based on the assumption that a sample is drawn from a fixed
feature-label distribution F, a classifier and error estimate are derived from the sample
without using any knowledge concerning F, and performance is relative to F. Research
dating to 1978, shows that small-sample error estimation under this paradigm tends to be
inaccurate. Re-sampling methods such as cross-validation possess large deviation variance
and, therefore, large RMS [9, 25]. Scientific content in the context of small-sample
classification can be facilitated by prior knowledge [26, 27, 28]. There are three possibilities
regarding the feature-label distribution: (1) F is known, in which case no data are needed
and there is no error estimation issue; (2) nothing is known about F, there are no known
RMS bounds, or those that are known are useless for small samples; and (3) F is known to
belong to an uncertainty class of distributions and this knowledge can be used to either
bound the RMS [16] or be used in conjunction with the training data to estimate the error of
the designed classifier. If there exists a prior distribution governing the uncertainty class,
then in essence we have a distributional model. Since virtually nothing can be said about the
error estimate in the first two cases, for a classifier to possess scientific content we must
begin with a distributional model.

Given the need for a distributional model, a natural approach is to find an optimal minimum
mean-square-error (MMSE) error estimator relative to an uncertainty class © [27]. This
results in a Bayesian approach with © being given a prior distribution, 7#(8), 0 € ©, and the
sample S, being used to construct a posterior distribution, 7(6), from which an optimal
MMSE error estimator, <&, can be derived. 7(6) provides a mathematical framework for both
the analysis of any error estimator and the design of estimators with desirable properties or
optimal performance. 7" (6) provides a sample-conditioned distribution on the true classifier
error, where randomness in the true error comes from uncertainty in the underlying feature-
label distribution (given S,). Finding the sample-conditioned MSE, MSE6{<&J§|Sh], of an
MMSE error estimator amounts to evaluating the variance of the true error conditioned on
the observed sample [29]. MSEg[aglsn] — 0 as n — oo almost surely in both the discrete
and Gaussian models provided in [29, 30], where closed form expressions for the sample-
conditioned MSE are available.

The sample-conditioned MSE provides a measure of performance across the uncertainty
class © for a given sample S,. As such, it involves various sample-conditioned moments for
the error estimator: Eg[éBAISq], E&{(&B)lefﬂ, and E9{5.53|31]. One could, on the other hand,
consider the MSE relative to a fixed feature-label distribution in the uncertainty class and
randomness relative to the sampling distribution. This would yield the feature-label-
distribution-conditioned MSE, MSE %[ﬁHJ, and the corresponding moments: Esq[gng,
Esq[(ag)zwf], and Esq[géflﬁj. From a classical point of view, the moments given fare of
interest as they help shed light on the performance of an estimator relative to fixed
parameters of class conditional densities. Using this set of moments (i.e. given &) we are
able to compare the performance of the Bayesian MMSE error estimator to classical
estimators of true error such as resubstitution and leave-one-out.

From a global perspective, to evaluate performance across both the uncertainty class and the
sampling distribution requires the unconditioned MSE, I\/ISEgaq[ag], and corresponding
moments Egs,[£8], Egs,[(€8)2], and Egs,[£€5]. While both MSEs, [¢5]6] and MSE gs, [¢F]
have been examined via simulation studies in [27, 28, 30] for discrete and Gaussian models,
our intention in the present paper is to derive double-asymptotic representations of the
feature-labeled conditioned (given &) and unconditioned MSE, along with the corresponding
moments of the Bayesian MMSE error estimator for linear discriminant analysis (LDA) in
the Gaussian model.
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We make three modeling assumptions. As in many analytic error analysis studies, we
employ stratified sampling: n = ng + ny sample points are selected to constitute the sample
S in RP, where given n, ng and ny are determined, and where X1, X, ..., Xng @nd Xpy+1,
Xng+2: ---» Xng+nq are randomly selected from distributions ITp and 11y, respectively. IT;
possesses a multivariate Gaussian distribution N(z;, X), for i = 0, 1. This means that the prior
probabilities ag and a3 = 1 — qq for classes 0 and 1, respectively, cannot be estimated from
the sample (see [31] for a discussion of issues surrounding lack of an estimator for ag).
However, our second assumption is that ag and aq are known. This is a natural assumption
for many medical classification problems. If we desire early or mid-term detection, then we
are typically constrained to a small sample for which ng and nq are not random but for which
ap and o are known (estimated with extreme accuracy) on account of a large population of
post-mortem examinations. The third assumption is that there is a known common
covariance matrix for the classes, a common assumption in error analysis [32, 3, 5, 16]. The
common covariance assumption is typical for small samples because it is well-known that
LDA commonly performs better that quadratic discriminant analysis (QDA) for small
samples, even if the actual covariances are different, owing to the estimation advantage of
using the pooled sample covariance matrix. As for the assumption of known covariance, this
assumption is typical simply owing to the mathematical difficulties of obtaining error
representations for unknown covariance (we know of no unknown-covariance result for
second-order representations). Indeed, the natural next step following this paper and [16] is
to address the unknown covariance problem (although with it being outstanding for almost
half a century, it may prove difficult).

Under our assumptions, the Anderson W statistic is defined by

e % Xo+%\ -1,
W (X(),Xl,X):(X—%) Z (X(]—Xl), 2

n _ no+n . . . .. .
where EOZ%ZILXZ’ and X1=5- iinoilxz‘. The corresponding linear discriminant is
defined by yn(x) = 1 if W(Xq, X1, X) < cand gr(x) = 0 if W(Xg, X1, X) > c, where c=log 220,
Given sample S, (and thus xg and X1), for i = 0, 1, the error for y, is given by = aggy +
a1, where

_1\it+l _Xot® T ——1 /— - i
g;=o (( 1) (H’Z —02 ) Z (XO X1)—|—( 1) C) e
\/(io_il)Tzfl(fo—fﬂ
and @(.) denotes the cumulative distribution function of a standard normal random variable.

Raudys proposed the following approximation to the expected LDA classification error [19,
24]:

—E. [W(X0,X1,x)|x € I+
ESH[E[)}:P(IIX(E(),il,X) < C|X c HO) =® ( Sn[ (XO X1 X)|X 0] C) |

\/ Varg, [TV (%o, %1, %) [x € Tlo]

We provide similar approximations for error-estimation moments and prove asymptotic
exactness.
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2. Bayesian MMSE Error Estimator

In the Bayesian classification framework [27, 28], it is assumed that the class-0 an class-1
conditional distributions are parameterized by &, and 6y, respectively. Therefore, assuming
known g, the actual feature-label distribution belongs to an uncertainty class parameterized
by 6= (&, &) according to a prior distribution, 7(8). Given a sample S, the Bayesian
MMSE error estimator minimizes the MSE between the true error of a designed classifier,
uh, and an error estimate (a function of S, and ). The expectation in the MSE is taken over
the uncertainty class conditioned on S,. Specifically, the MMSE error estimator is the
expected true error, eg(Sn) = E4&(0)|S]. The expectation given the sample is over the
posterior density, 7*(6). Thus, we write the Bayesian MMSE error estimator as $B= E ~[£].
To facilitate analytic representations, & and &, are assumed to be independent prior to
observing the data. Denote the marginal priors of & and &, by 7(&) and #(6,), respectively,
and the corresponding posteriors by 7*(¢) and 7*(6,), respectively. Independence is
preserved, i.e., 7*(&, &) = 7*(&)7*(6,) fori =0, 1 [27].

Owing to the posterior independence between ¢ and &, and the fact that ¢; is known, the
Bayesian MMSE error estimator can be expressed by [27]

EAB:onEW*[50]+a1Eﬂ*[51]:a0§g+a1§13, (5)

where, letting ©; be the parameter space of 4,

el =Er[ei]=/o,ci(00)m" (6:)d0i. ()

For known X and the prior distribution on gz assumed to be Gaussian with mean m; and
covariance matrix /v, £ is given by equation (10) in [28]:

x xote \ -1 (= = "
eB=a (71)i*(mi*T) > (Xo—Xi)+c \/?)7 o
( \/(fo—fl)TZ_l(io—il) vi+1

where

« NiXitrm;

*

; v, =n;+1;. 8
) (2 3

¢ ni+1/i ¢ ( )

and v > 0 is a measure of our certainty concerning the prior knowedge — the larger v is the

more localized the prior distribution is about m;. Letting pu=[ uf]T, the moments that

interest us are of the form Esn[agw], Esn[(¢3)2|,u], and E%[géflp], which are used to obtain
MSESn[gEW], and Eﬂysn[gg], Eﬂ’%[(gﬁ?)z]’ and Eu,%[eeg], which are needed to characterize
MSE ;5 [£5].

3. Bayesian-Kolmogorov Asymptotic Conditions

The Raudys-Kolmogorov asymptotic conditions [16] are defined on a sequence of Gaussian
discrimination problems with a sequence of parameters and sample sizes: (gp 0, tp,1, Zp
Np,0: Np.1): P=1, 2, ..., where the means and the covariance matrix are arbitrary. The
common assumptions for Raudys-Kolmogorov asymptotics are ng — oo, Ny — 0o, p — 0o,

L — Jp<o0, & — J<oo. For notational simplicity, we denote the limit under these

Pattern Recognit. Author manuscript; available in PMC 2015 June 01.
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conditions by oo, In the analysis of classical statistics related to LDA it is commonly

— Ty
assumed that the Mahalanobis distance, %#-»= \/(“pyo_“pyl) Zp (Kp0~Hp.1) s finite

and plijgfmp:% (see [22], p. 4). This condition assures existence of limits of performance
metrics of the relevant statistics [16, 22].

To analyze the Bayesian MMSE error estimator, 25, we modify the sequence of Gaussian
discrimination problems to:

(Hp,()» Hp1s Z,ﬁ p,05 Mp, 15, Mp 0, My 1, Vp,0, Vp 1) s P=1,2, . .. )

In addition to the previous conditions, we assume that the following limits exist for i, j = 0,
: TN, TN : TN — TNt
L dmmy > e Emly g limmy ) my =miy | my ang
oo r N~ ! —1 ) 1
T g =Y 1 wherem? Sy, mTS . my, and TS e are

some constants to which the limits converge. In [22], fairly mild sufficient conditions are
given for the existence of these limits.

We refer to all of the aforementioned conditions, along with 1; — oo, % — ~;<oc, as the

Bayesian-Kolmogorov asymptotic conditions (b.k.a.c). We denote the limit under these
conditions by limy k 4. c., Which means that, fori, j =0, 1,

lim ()= lim )
b.k.a.c. P — 00, M; — 00, V; — 00
% _)JOa%_)JbZ_g _>’707Z_1 - M

¥ <00, J; <o
T -1 _ T -1 Tn—1
my, >0ty =O(1), my 50y, — My T
T -1 _ T -1 TN~ —1
mp,izp m,, ;=0(1), mp,izp m,; —m; ). m;

_ _ TT——1_
ugizp ll‘p,j:O(l)’ M;Z'Zp IMPJ — iy K

(10)

This limit is defined for the case where there is conditioning on a specific value of y.
Therefore, in this case pp; is not a random variable, and for each p, it is a vector of
constants. Absent such conditioning, the sequence of discrimination problems and the above
limit reduce to

(va Mp.0y Mp,1, My 0, My 1, Vp 0, Vp,l)apzlv 2v oo (12)

and

lim ()= lim )
b.k.a.c. P — 00,N; — 00, V; — 00
:;O_)Jm%_)‘]l?:_g_)’}/()a:_ll_)’yl

i <00, JZ<OO
T -1 _ T -1 TN~—1
mp,in mp’j—O(l), mp,izp mp,; — My > my;

(12)
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respectively. For notational simplicity we assume clarity from the context and do not
explicitly differentiate between these conditions. We denote convergence in probability

lim i
under Bayesian-Kolmogorov asymptotic conditions by bpk.a.c.”.“ b.lﬁ.rgfc.” and * K.” denote
ordinary convergence under Bayesian-Kolmogorov asymptotic conditions. At no risk of
ambiguity, we henceforth omit the subscript “p” from the parameters and sample sizes in (9)

or (11).

We define 7, ap agaq = (1 = ap)T =71(a3 - ay) and, for ease of notation write Tay,a0,a1,82 85
Tag,ap- There are two special cases: (1) the square of the Mahalanobis distance in the space

of the parameters of the unknown class conditional densities, 5,%:7)“0,”1 >0; and (2) the
square of the Mahalanobis distance in the space of prior knowledge, Afnznmo,ml >0, where

m=[m?, m?]". The conditions in (10) assure existence of limp i a.c Tlay,ap,ag,a4» Where the
g’s can be any combination of m; and 44, i = 0, 1. Consistent with our notations, we use

77?11,32,33,34, Si, and A2, to denote the limp  a.c OF 77aq a9 ag.a4 O @Nd AZ,, respectively.
Thus,

1 —1 -1 1 1
ﬁal,a%a&a‘l:(al—ag)TZ (az—ay)=aly  ‘az—aly  ay—aly ‘az+ald o a;,. (13

The ratio p/n; is an indicator of complexity for LDA (in fact, any linear classification rule):
the VC dimension in this case is p + 1 [33]. Therefore, the conditions (10) assure the
existence of the asymptotic complexity of the problem. The ratio /n; is an indicator of
relative certainty of prior knowledge to the data: the smaller v/n;, the more we rely on the
data and less on our prior knowledge. Therefore, the conditions (10) state asymptotic

existence of relative certainty. In the following, we let g;=2:, so that 8;=% — ~;.

g

4. First Moment of zB

In this section we use the Bayesian-Kolmogorov asymptotic conditions to characterize the
conditional and unconditional first moment of the Bayesian MMSE error estimator.

4.1. Conditional Expectation of &7:E, [&|u]

The asymptotic (in a Bayesian-Kolmogorov sense) conditional expectation of the Bayesian
MMSE error estimator is characterized in the following theorem, with the proof presented in

the Appendix. Note that G5, G, and D depend on g, but to ease the notation we leave this
implicit.

Theorem 1—Consider the sequence of Gaussian discrimination problems defined by (9).
Then

_GB
Jim B [&7|u]=@ ((—1)1#» (14)

so that

Pattern Recognit. Author manuscript; available in PMC 2015 June 01.
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—GP+c GP—c
lim E. [8|pl=0p® [ —%— ] +a1® | = ,
b.k.a.c. Sn [ |u] 0 ( \/E ) ! \/5 (15)

where

— _ =2
GOB:m (70(771’110,;11 _T]mo,po)+6M+(l_’y0)‘]0+(1+’70)‘]1) )

_ _ _ =2
G{BZQ(TEH) (’)’1 (M g —Uml,ul)+5p+(1—71)J1+(1+’71)J0> (16)

D=5 +Jo+ 1.

Theorem 1 suggests a finite-sample approximation:

= —GB’f—i—c
E, [€5|p] = @ (70 ) ;a7

2
N

where GOB’f is obtained by using the finite-sample parameters of the problem in (16),
namely,

1 =
B.,f _ P b
Go _m (ﬂo(nmovﬂl_nmo,”0)+6z+(1_ﬂo) no+(1+180) n1> -

To obtain the corresponding approximation for E [€f|u], it suffices to use (17) by
exchanging ng and ng, vy and v3, mg and my, and g and gy in —GJ7.

To obtain a Raudys-type of finite-sample approximation for the expectation of 22, first note
that the Gaussian distribution in (7) can be rewritten as

gg:P(UU(fo,il,Z) < c|§0,i1,z S IIJU,/.L)., (129)

.. . . . . n;+v;+1) (n;+v;
where z is independent of S, ¥; is a multivariate Gaussian N (m;, %Z) and

= = =T
_ v; niX; Xo+X1 -1, _
Uj(Xo,X1,2)= - —X1). (0
(X0,X1,2) (m- o Z+ni o 5 ) Z (Xo—X1). (20)

Taking the expectation of £ relative to the sampling distribution and then applying the
standard normal approximation yields the Raudys-type of approximation:

~ - - —E,, ,[Uy(Xo,%1,2)|z € Yo, p|+c
E, [65|u)=P(Uo(X0,%1,2) < ¢z € U, pu) = ® ( = |

\/Varsmz[Uo(i(),il, Z)‘Z € Uy, l,l,]

Algebraic manipulation yields (Suppl. Section A)

Pattern Recognit. Author manuscript; available in PMC 2015 June 01.
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where

B,R B
aPi=cl’, (2

with G5/ being presented in (18) and

B,R_ 9 5 5 52
Dy _5”+ no(14+6o) + n1(1+80) +no(1+ﬂo)2
Bo gy —(1—50) Mmoo =05 | (1460)Tmg ) —Tmg g PP P
+(1+ﬂ0)2 no £+ n +no+n1+n5(1+ﬁo) 24)
p (1—B0)%p P P
+om (1+B0) +2”g(1+50)2 non1(1+60)° tonz

The corresponding approximation for E (8| u]is

R aBR_
Esn [ng“l’] ~® ( L c) > (25)

where P and G2 are obtained by exchanging ng and g, g and 11, mg and my, and 24
and py in DS and —G 5", respectively. It is straightforward to see that

B,R K B
G, — Gy,
K

_ 26
D& B 5 Jot ()

with G¥ being defined in Theorem 1. Therefore, the approximation obtained in (22) is
asymptotically exact and (17) and (22) are asymptotically equivalent.

o . =B. o
4.2. Unconditional Expectation of & £, s, {Ei ]

We consider the unconditional expectation of 27 under Bayesian-Kolmogorov asymptotics.
The proof of the following theorem is presented in the Appendix.

Theorem 2—Consider the sequence of Gaussian discrimination problems defined by (11).
Then

so that

Pattern Recognit. Author manuscript; available in PMC 2015 June 01.
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—Hp+c Hi—c
N ~B| _ 0 1
Jim By, [F] me0t (2755 )+t ()

where

—2
Ho=% (An;-hh—c]o-i-%—l-i—l) )
Hy=—3 Am'f‘JO_Jl"‘%'f‘;]{_i) (29

F:Zm+J0+J1+i—g+i—]l.

Theorem 2 suggests the finite-sample approximation

N —HE+4e
E, s, [EOB] ~® . »(30)
VAR EEEE

nQg n

where

Hl== (Afn+£—£+£+£) . @Y

ny Mg 9 1

From (19) we can get the Raudys-type approximation:

B, s, [E)1=Eu [P(Uo(%0, %1, 2) < clz € Yo, )] = &
1,5n, H B ’ \/Varuys7l,z[Uo(§07§1a z)|z € W]

Some algebraic manipulations yield (Suppl. Section B)

= —HEye
E, s [Eég] ~ ( - ) » (33)

where

7EH,Sn,z [ UO (iov i17 Z) |Z S WO]‘FC)

(32)

1

R (1+i+i+i) A2+ (i+i+i+i>+ (i+i+L i)+ ( L
0= vy v ng m™P ng m1 Yo 1 p 2nZ  2n? " 202 202 p nivy M

It is straightforward to see that

K
Hé% — Ho,

2
FE SN Am+J0+J1+;%+§—1,

(35)

with Hy defined in Theorem 2. Hence, the approximation obtained in (33) is asymptotically
exact and both (30) and (33) are asymptotically equivalent.
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5. Second Moments of zB

Here we employ the Bayesian-Kolmogorov asymptotic analysis to characterize the second
and cross moments with the actual error, and therefore the MSE of error estimation.

5.1. Conditional Second and Cross Moments of 7
Defining two i.i.d. random vectors, z and Z, yields the second moment representation

~B\2 - - - -
Esn [(E(]JB) |“]:E5n [P(UO(XU’XhZ) < C|X0,X1,Z € \Ij[)vﬂ')z]
=E [P(UO(E&KMZ) < |X0,%1,2 € Vo, ) P(Up(X0,%1,2 ) < c[X0,X1,2 € \1107”)}

:ES" [P (UO(iOain) < &) Uo(io’ilazl) < C|i0>ilaz € \IJOaZI € WO?“’)}
=P (Uo(io,fhz) <, Up(%0,%1,2 ) < c|lz € Ug,z € ‘I’O,H) )

(36)

where z and Z’ are independent of S,, and ¥; is a multivariate Gaussian,
N (my, ettt (i) N ) and Ui(xg, X1, 2) being defined in (20).
We have the following theorem, with the proof presented in the Appendix.

Theorem 3—For the sequence of Gaussian discrimination problems in (9) and for i, j =0,
1!

] A i*GiBJrC —GP4c
lim B [727|u]=0 ((—1) 7) @ ((—U’ﬁ), (37)

so that

. B2 —GB4c GB—c 2
im B, [(€) H]Z{ao‘ﬁ <ﬁ> fand (W)} -
where GE, G, and D are defined in (16).

This theorem suggests the finite-sample approximation

E, [(E5)|u] = [cb (i>

2
Jo2+E+z

which is the square of the approximation (17). Corresponding approximations for E[Z2P)
and E[(28)?)

2

v (39)

are obtained similarly.
Similar to the proof of Theorem 3, we obtain the conditional cross moment of

&,

Theorem 4—Consider the sequence of Gaussian discrimination problems in (9). Then for
i,j=0,1,
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. N Z——Gf—i—c —Gi+-c
i B, (2P [p]=0 ((—1) o )@((—wﬁ), “)

so that

. N Ld l—GZB—f—C j—Gj+C
m K, [E5elu]=) ") |:O‘iajq) <(—1) W) o ((—1) /D ) Y

i=05=0

where GP and D are defined in (16) and G; is defined in (47).

This theorem suggests the finite-sample approximation

. G te 165+2—2—c
E%F%DMEQ<——£———>¢(—“1—L—L— @)

P+ 2
VOt N R

This is a product of (17) and the finite-sample approximation for Eg[£o|u] in [16].

A consequence of Theorems 1, 3, and 4 is that all the conditional variances and covariances
are asymptotically zero:

. ~B T N 1 ~B _
i Vs, (&¥1p)= i, Ve, (li)= i, Covs, (& 221=0. (a9

Hence, the deviation variance is also asymptotically zero, limy i 5.c. Vargln [7|]=0. Hence,
defining the conditional bias as

Biasc,n [gB]:Es" [53_5“1']’ (44)
the asymptotic RMS reduces to
. ~B|. 1 1 . ~B
Jim RMS, [7[u]= lim [Bias,, [E7].  (s)

To express the conditional bias, as proven in [16],

b.k.a.c.

. —Go+ Gi—
lim Fg [e|p]=ap® ( \/050) +a;P < \1/1_;), (46)

where

Go=5(85+I1— o),
G1=—%(5Z+J0—J1), a7
D=524Jo+J1.

It follows from Theorem 1 and (46) that
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oo (55) =+ (55))

—GB+c —Go+c
lim Bias. [£P]=ag |® 0 -d ( )
b.k.a.c. Cm [ } 0 |: < v D ) D

Recall that the MMSE error estimator is unconditionally unbiased: Biasu,n[ag] = Eﬂ,s,l[éBA—
g =0.

We next obtain Raudys-type approximations corresponding to Theorems 3 and 4 by utilizing
the joint distribution of Ug(Xq, X1, 2) and Ug(Xg, X1, Z’), defined in (20), with z and Z’ being
independently selected from populations ¥ or ¥1. We employ the function

o b 1 —(z?+y*—2pzy)
P(a,b;p)= ex dr dy, (49
(,5:¢) _L;_foozvr V1-p? p{ 2(1—p)? v @)

which is the distribution function of a joint bivariate Gaussian vector with zero means, unit
variances, and correlation coefficient p. Note that ®(a, co; p) = ®(a) and ®(a, b; 0) = &(a)
d(b). For simplicity of notation, we write ®(a, a; p) as ®(a; p). The rectangular-area
probabilities involving any jointly Gaussian pair of variables (X, y) can be expressed as

C—fa d—py

P(l' S ¢y S d):q) ( o, ,o_—y,sz> 3 (50)

with s = E[X], sy = E[y], 7== \/ Var(z), o= 1/ Var(y), and correlation coefficient pyy.

Using (36), we obtain the second-order extension of (21) by

~B\2 . S ’ ’
Eg, [(&8) |lul=P (UO(XO>X1>Z) <c,Up(Xo,X1,2 ) < clz € Uy,z € \I/o,u)

— — — — — ’ !
_ (Esmz [Uo(xo,xl,z)\ze‘;[lo,u]Jrc.Covsn’z [Uo(Xo0,X1,2),U0(X0,X1,2 )|2E¥0,2 e‘llo,u]) (51)

\/Vars”,z [Uo(Xo0,X1,2)|2€%0,u]’ Varg . [Uo(X0,X1,2)[z€W0,pu]

Using (51), some algebraic manipulations yield

B,R B.R
N -Gy e Gy

N
; B,R B,R pai - .
with G and Dy being presented in (23) and (24), respectively, and

C'OB’R:COVS",z [Uo(io,il,z), U()(io,il, Z/)‘Z S \IIU,Z, S \I'U,M]

__ Bo ’7m0’m*(1*f50)’7m0v#0*5;2t+(1+5(])"mo=u1_"mo=uo] + (1—fo)?

p
T (1460)2 no ni 2n3(1+ﬁo)2 (53)

P 4 P_ b
noni (1+ﬂo)2+2"? +”1 ( )+

The proof of (53) follows by expanding Ug(Xg, X1, ) and Ug(Xg, X1, Z’) from (20) and then

using the set of identities in the proof of (33), i.e. equation (S.1) from Suppl. Section B.
Similarly,
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B2 L o , , GlB’R—C C1B7R
Eg [(e7)" |u]=P(Uy (X0, %1,2)>c, Uy (X0, X1,2 )>clz € U1,z € Uy, u) = &

where D2 PR and 2" are obtained by exchanging ny and ny, vy and 11, mg and my,
and g and gz, in (24), in —G5>/ obtained from (18), and in (53), respectively.

Having c2% £, ( together with (26) shows that (52) is asymptotically exact, that s,

asymptotically equivalent to Fg_ [(e8 ) |+] obtained in Theorem 3. Similarly, it can be
shown that

E [é\OBé\lB‘lJ‘] UO (Xoyxla ) < G, _Ul (§07§17 / <_C|Z € lIlOaZ/ S \II17 l‘l’)
\/DBR’\/DBR’\/DBRDBR ’

where, after some algebraic manipulations we obtain

B,R__

Coi =n (1+ﬁo) a5 [ﬂonmo,uo’uo,m —B051Mmao,g,mi,m0 +51ﬁm1,ul,ul,uo+ﬂ15i+5i}

T 55" ABR
\/D?’R Dy

) > (54)

m (1+[30) (1+51) [/Blnmhuhﬂhﬂo _/60/81771“11#1,1’“0#1 +ﬂ077m0#o#0»ﬂ1 +ﬂ06;2t+6;2t} (56)

p (1—Bo)p (A-=p1)p
+n0n1 (1+B0) (1+01) + 2n2(1+060) + 2n2(1461) "

Suppl. Section C gives the proof of (56). Since Cfl’R Ko, (55) is asymptotically exact, i.e.
(55) becomes equivalent to the result of Theorem 3. We obtain the conditional cross moment
similarly:

~B — = — =
E, [&7eo|pu]=P(Us(Xo,X1,2) < ¢, W(Xo,%1,%) < c|z € ¥g,x € T, )
~d —Eg , [Uo(X0,X1,2)[z€¥0,u]+c —Eg  [W(Xo,X1,%)[xEo,pu]+c
\/Varsnyz [Uo(Xo0,X1,2)|2€W0,u]’ \/Varsn_’x [W (Xo0,%1,x)|x€o,p]’

67
[ Up (fo,il ,Z),VV(?O ,§1 )X)lzé\llo )XGHO ,[_L]

Ve vye ’
Uy W

Covq i

where

Vf{):Varsn_’z [Uo(io,il, Z)‘Z € lI'(),/UL], 58
‘/v(‘;:VaI'Smx [IV(K(),ELXNX S Ho, /.L], (58)

where superscript “C” denotes conditional variance. Algebraic manipulations like those
leading to (53) yield

-GJ +c —GBye (CPTER
E, [5050“1, ( s, 0 y (59)

where
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2 2 (1-0o)p
[5M+’806u+5077m071107#o#1} 2n0(1+ﬂo)+ﬁ’ (60)

BT.R__

O Ty (14+5)

and G£ and DE having been obtained previously in equations (49) and (50) of [16], namely,

GR=E,  [W (%o, %1, %)|x € Iy, p]=1 (82+ 2 n—o) :

e = (61)
Dft=Varg, , [W(Xo,X1,%)[x € Ho,M}=5ﬁ+5‘f+p< +-= + 2+ ) .

Similarly, we can show that

Esn [El ‘51|V’ (

BR —c GR_c CBTR
NN W) ©

where D% and G2 are obtained as in (54), and DF, GF, and cPTF

BT,R

are obtained by

exchanging ny and ny in D, —GE, and ;" *, respectively. Similarly,

5. [ | ( GBR+C el CBTR
Epellpnl = ; s (63)
/ B SR /DR / B RDR
where
1 (1-Bo)p
CBTR_ 52 _P
n0(1+/60) |: N+6077m071107l—¢07ﬂ11| +27’L%(1+/6()) 27,1% (64)
and
5. [ | ( BR_C —GR+c CBTR
€T €0 p, > (65)
/ B R /DR / B RDR
where cT" is obtained by exchanging ng and ny, 1y and vy, mg and my, and g and g1 in
CBTR
01

We see that CET% £, o, ¢BTE K, o and cBTF £, (. Therefore, from (26) and the fact

that G& X, 3Z+J1—Jo and D LS SZ+J0+J1, we see that expressions (59), (62), and (63),
are all asymptotically exact (compare to Theorem 4).

5.2. Unconditional Second and Cross Moments of &2

Similarly to the way (36) was obtained, we can show that
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E, . [(E3)=E, ., [P(Us(X0.%1,2) < c[%o,X1,2 € Yo, p)°]
=K, . [P (UO(XO,Xl, ) < e, Up(%0,%1,2 ) < c%0, %1,z € U,z € ‘1/0711)} (66)
=P (Uo (io,il,z) <ec, Uo(fo,il,zl) < C|Z S \IJ(),Z/ S \I/0> .

Similarly to the proofs of Theorem 3 and 4, we get the following theorems.

Theorem 5—Consider the sequence of Gaussian discrimination problems in (11). For i, j =
0,1,

Jm B, 182= () =2 @ (1 =) e

so that

~B 2 o —H0—|—C Hl—C 2
i B 1E) =00 (=22 ) vane (S°)] e
where Hp, Hy, and F are defined in (29).

Theorem 6—Consider the sequence of Gaussian discrimination problems in (11). For i, j =
0,1,

~B A
Jdm E, o [Eej)=1im E, g [7E]]=1m B, (5], (o)
so that
; Hi+-c  Hi+c
lim E . [eP¢= {aﬁa-¢ ((—1y ) d ((—JJJ—4L——>],
bhac M ;J; I VE VF (70)

where Hp, Hq, and F are defined in (29).

Theorems 5 and 6 suggest the finite-sample approximation:

2
B N 1AG+E—mta+E—c
s, [E0E0) = B, 5, [E0 0] = B, 5, [20e0] = [ ( R )] -

2 VALt B+ EEE

A consequence of Theorems 2, 5, and 6 is that

blﬁr?c Varu 5H[EB]: lim |Bias,, , [€ B]|— hm Var, o (EAB):bll(lglC.Var 5 () ”
}1k1m Cov S (E B )—l 111m RMS s, [EB]=0. (72)

In [30], it was shown that Bis strongly consistent, meaning that .53(31) - &S, — 0 almost
surely as n — oo under rather general conditions, in particular, for the Gaussian and discrete
models considered in that paper. It was also shown that MSEﬂ[ag|Sn] — 0 almost surely as n
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— oo under similar conditions. Here, we have shown that MSE,, ¢ [€”] X, 0 under

conditions stated in (12). Some researchers refer to conditions of double asymptoticity as
“comparable” dimensionality and sample size [20, 22]. Therefore, one may think of

MSE, [53] — 0 meaning that MSEﬂ S [ag] is close to zero for asymptotic and
comparable dimensionality, sample size, and certainty parameter.

We now consider Raudys-type approximations. Analogous to the approximation used in
(51), we obtain the unconditional second moment of £2:

E [Uo(X0,X1,2)|z € ‘I'o]—i-c.COV”,SH,Z[Uo(fo,KhZ),Uo(ioail,z,ﬂz € W,z € )

~B\2 - _—
B, [E)]~e ( L

\/Var“’smz [Uo(io,il,Z”Z € \I/()} , Varn,sn,z [UO(EOailaz)‘Z € \IIO]

Using (73) we get

—H{e K"
E,. [(E5) =0 (JO— (74)

with H#Z* and Ff given in (31) and (34), respectively, and

K '=Cov, .. [Uo(Ro, %1,2), U, .2 )z € o, € W)
_ 1 1 2 4 P
B (TL()(1+,30) +”1+Vo(1+[30)2+ ) Am+2n(2) (75)
507 e T T a2 T 22 T o) e 8o T mielt

21/(2) nolo = Mivi 27L n0n1(1+[ﬁ0)2 710V1(1+ﬁ0)2 nlllo(lJrﬁo)z ’

Suppl. Section D presents the proof of (75). In a similar way,

B2 —C KBR
E, . [ED)]=0 ( —FF ), (76)
1

where £t /E, and KlB’R are obtained by exchanging ng and nq, vy and 14, mg and myq, and
poand g, in (34), in —H*/ obtained from (31), and (75), respectively.

Having Kf’R o together with (35) makes (74) asymptotically exact. We similarly obtain

E

©,Sn [

g ( HR—i—c H1 —c K )

where
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KB R__ + (no—vo)p (n1—v1)p
01 (TL0+V0) (ni+v1) ' 2n2(not+vo) | 2n3(ni+u1)
+ nonip no—ro)p (n1—v1)p -8
vovi(no+wvo) (mi+v1) ' 202 (no+wo) ' 203 (ni+v1) (78)
_1 no v\ P 1 ni__ v\ P 1,1 2
+no+uo (1+m+u1 no> uo+n1+u1 (1+no+uo n1> l/1+ (uo+u1) Am'

Suppl. Section E presents the proof of (78). Since Kﬁ’R Ko, (77) is asymptotically exact
(compare to Theorem 5). Similar to (57) and (59), where we characterized conditional cross
moments, we can get the unconditional cross moments as follows:

E}L,Sn, [a?EO]ZP(UU (io,il,Z) S C, I'V(io,il,x) S C|Z S \Ilo,x € HU)

E Uo(X0,X1,2z)|z€W0]+c 7Eu,5nwx [W (Xo0,X1,x)|x€lp]+c .

= (I) B ®,Sn,.z [
\/\/aru’s"’Z [Uo(X0,X1,2)|z€T0) ’ \/Varmsmx [W (Xo,%X1,%x)[x€EMp]’ (79)
Covu‘snYZ~X [Uo(io,fl ,Z),Vv(io,fl,X)lZE\Ifo,XEHQ] —(I) 7HR+C . KBT*R
S S\
0

where

Uo(io,fl,zﬂz S 1’0],
ﬂ’(io,il,x)\x € Ho],

/U —
‘ Ug Var}lf,sn«,z [

yU—
Vo Varu‘sn‘x[

the superscript “U” representing the unconditional variance, H* and F;* being presented in
(31) and (34), respectively, and

gBrA_(__mo L1 +_+ I nop  (no—wo)p | (no—1o)p nop
0 vo(no+rp) mn1 vy

The proof of (81) is presented in Suppl. Section F. Similarly,

~HRyc HR_. KBDE
EB,s, [& el ( . y o (82)

Jes Jr

where,

1 1

BT,R p p P p

Ky '=|—+— AZ —|———|———|— —— -

o1 ( vy ) 21/0 21/12 o1 2n3 Zn% (83)

BT,R K BT,R K

See Suppl. Section G for the proof of (83). Having K, — 0and K, """ — 0along with
(35) makes (79) and (82) asymptotically exact (compare to Theorem 6).

5.3. Conditional and Unconditional Second Moment of ¢;

To complete the derivations and obtain the unconditional RMS of estimation, we need the
conditional and unconditional second moment of the true error. The conditional second
moment of the true error can be found from results in [16], which for completeness are
represented here:
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2l ~Gl+ye Cf
EolH - 84
Jop oE )
with ¥t and DF defined in (61),
(<2 (Gﬁ‘c G
e | (89)
/DR D
and
-GE te. Gf—c "
E. [Eofl\ﬂ 0 1 01 . (86)
o /ot /DR’ \/DEDE
where
p P
cLE__ — _ T
01 2n(2) Qn% (87)
Similar to obtaining (79), we can show that
—Hlt4e KDP
E [52] =~® (—O =0
.S L50 \/7 ' R > (88)
Ff 0
with Af* and FIt given in (31) and (34), respectively, and
1,11 P, p PP P
KT’R:———A————— .
0 <1/0+1/1+n1> +21/0+21/12+1/01/1+2ng+2n%+n11/0+n11/1 (89)

Similarly,

HE_¢ KD
Eﬂ,sn[Ef]:‘P( AL >7 (90)

VAT

with K7 obtained from K" by exchanging ny and ny, and g and 1. Similarly,

B (e —Hf+e Hf—c K"
1,Sn 0 \/ﬁ \/> \/Fﬂ s (91)

with £ and £t given in (31) and (34), respectively, and
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11 p P P p P
KIA_ (2 )ya2 P P _r_ P
o1 (7/0+1/1> m+27/§+27/%+1/01/1 2n2  2n? (02)

6. Monte Carlo Comparisons

In this section we compare the asymptotically exact finite-sample approximations of the
first, second and mixed moments to Monte Carlo estimations in conditional and
unconditional scenarios. The following steps are used to compute the Monte Carlo
estimation:

1. Define a set of hyper-parameters for the Gaussian model: mg, mq, 1p, ,v1, and X.
We let X have diagonal elements 1 and off-diagonal elements 0.1. mp and m; are

chosen by fixing 67, ( 6,=4, which corresponds to Bayes error 0.1586). Setting 6,

and X fixes the means 2 and 4 of the class-conditional densities. The priors, m
and 7, are defined by choosing a small deviation from g and 4, that is, by setting
m; = y; + ay;, where a=0.01.

(unconditional case): Using 7y and 74, generate random realizations of zg and p.
(conditional case): Use the values of pg and yq obtained from Step 1.

For fixed Iy and I1;, generate a set of training data of size n; for classi =0, 1.
Using the training sample, design the LDA classifier, 1, using (2).

Compute the Bayesian MMSE error estimator, 8, using (5) and (7).

Knowing zg and p, find the true error of y, using (3).

© N o g k~ w0 D

Repeat Steps 3 through 6, Ty times.
9. Repeat Steps 2 through 7, T, times.

In the unconditional case, we set T; = T, = 300 and generate 90, 000 samples. For the
conditional case, we set T = 10, 000 and T, = 1, the latter because p and p4 are set in Step
2.

Figure 1 treats Raudys-type finite-sample approximations, including the RMS. Figure 1(a)
compares the first moments obtained from equations (22) and (33). It presents Esq[e;ELu] and
EMS(][&E] computed by Monte Carlo estimation and the analytical expressions. The label
“FSA BE Uncond” identifies the curve of Eﬂ,%[s‘ﬁ, the unconditional expected estimated
error obtained from the finite-sample approximation, which according to the basic theory is
equal to E, 5,[£]. The labels “FSA BE Cond” and “FSA TE Cond” show the curves of
Esq[.sgl,u], the conditional expected estimated error, and Eg,[£]u], the conditional expected
true error, respectively, both obtained using the analytic approximations. The curves
obtained from Monte Carlo estimation are identified by “MC” labels. The analytic curves in
Figure 1(a) show substantial agreement with the Monte Carlo approximation.

To obtain the second moments, Vard[g]Aand RMS[sEﬁ as defined in (1), we use equations
(52), (54), (55), (59), (63), (84), (85), (86) for the conditional case and (74), (76), (77), (79),
(82), (88), (90), (91) for the unconditional case. Figures 1(b), 1(c), and 1(d) compare the
Monte Carlo estimation to the finite-sample approximations obtained for second/mixed
moments, Vard[&], and RMS[.;,E], respectively. The labels are interpreted similarly to those
in Figure 1(a), but for the second/mixed moments instead. For example, “MC BEXTE
Uncond” identifies the MC curve of Eﬂ,sq[agg]. The Figures 1(b), 1(c), and 1(d) show that
the finite-sample approximations for the conditional and unconditional second/mixed
moments, variance of deviation, and RMS are quite accurate (close to the MC value).
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While Figure 1 shows the accuracy of Raudys-type of finite-sample approximations, figures
in the Supplementary Materials show the the comparison between the finite-sample
approximations obtained directly from Theorem 1-6, i.e. equations (29), (57), (70), (73),
(76), (102), and (103), to Monte Carlo estimation.

7. Examination of the Raudys-type RMS Approximation

Equations (18), (24), (53), (56), and (63) show that RMSsn[aEm] is a function of 14

variables: p, ng, ny, £, A1, 6;2u Timo,pe1r g0 Tl pgr Time, 1 Thng,pe,p0, 0210 Timo,pg.m1, 00
Tinq,ut.mouts Tima, 1 Studying a function of this number of variables is complicated,
especially because restricting some variables can constrain others. We make several
simplifying assumptions to reduce the complexity. We let np=n,=2 fo = p1 = fand assume
very informative priors in which mg = pg and my = g1. Using these assumptions, RMSSn[§|

4] is only a function of p, n, 4, and 52. We let p € [4, 200], n € [40, 200], g€ {0.5, 1, 2},
52 € {4, 16}, which means that the Bayes error is 0.158 or 0.022. Figure 2(a) shows plots of
RMS%[&B]M] as a function of p, n, 4, and 5,2, These show that for smaller distance between

classes, that is, for smaller 52 (larger Bayes error), the RMS is larger, and as the distance
between classes increases, the RMS decreases. Furthermore, we see that in situations where
very informative priors are available, i.e. mg = g and my = g4, relying more on data can
have a detrimental effect on RMS. Indeed, the plots in the top row (for = 0.5) have larger
RMS than the plots in the bottom row of the figure (for 5= 2).

Using the RMS expressions enables finding the necessary sample size to insure a given
RMSSn[E,gm] by using the same methodology as developed for the resubstitution and leave-
one-out error estimators in [16, 26]. The plots in Figure 2(a) (as well as other unshown

plots) show that, with mg = 19 and mq = g4, the RMS is a decreasing function of 5Z .
Therefore, the number of sample points that guarantees

maxgsz »0RMS; [£7|p]=limsz oRMS, [€”|1]being less than a predetermined value 7
insures that RMSSn[.egLu] < 1, for any 52. Let the desired bound be

rz(n, p, B)=limg oRMS; [7|u] From equations (52), (54), (55), (59), (63), (84), (85),
and (86), we can find x(h, p, A) and increase n until x{n, p, /) < . Table 1 (f=1:
Conditional) shows the minimum number of sample points needed to guarantee having a

predetermined conditional RMS for the whole range of 62 (other gshown in the
Supplementary Material). A larger dimensionality, a smaller 7, and a smaller gresult in a
larger necessary sample size needed for having x(h, p, /) < =

Turning to the unconditional RMS, equations (34), (75), (78), (83), (89), and (92) show that
RMSMSn[.sE?] is a function of 6 variables: p, ng, Ny, 19,1, AZ . Figure 2(b) shows plots of
RM_SMsn[sg] as a function of p.n, S, and A2 assuming ng=ni=12 H=h = f. Note th_at
setting the values of nand ffixes the value of vy = 1 = vin the corresponding expressions
for RMSﬂ,%[eﬁ. Due to the complex shape of RMSMSW[‘;B], we consider a large range of n

and p. The plots show that a smaller distance between prior distributions (smaller A2 )
corresponds to a larger unconditional RMS of estimation. In addition, as the distance

between classes increases, the RMS decreases. The plots in Figure 2(b) show that, as A2
increases, RMS decreases. Furthermore, Figure 2(b) (and other unshown plots) demonstrate
an interesting phenomenon in the shape of the RMS. In regions defined by pairs of (p, n), for
each p, RMS first increases as a function of sample size and then decreases. We further
observe that with fixed p, for smaller g, this “peaking phenomenon” happens for larger n. On
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the other hand, with fixed g, for larger p, peaking happens for larger n. These observations
are presented in Figure 3, which shows curves obtained by cutting the 3D plots in the left
column of Fig. 2(b) at a few dimensions. This figure shows that, for p =900 and 5= 2,
adding more sample points increases RMS abruptly at first to reach a maximum value of
RMS at n = 140, the point after which the RMS starts to decrease.

One may use the unconditional scenario to determine the the minimum necessary sample
size for a desired RMSMSn[ag]. In fact, this is the more practical way to go because in
practice one does not know . Since the unconditional RMS shows a decreasing trend in

terms of A2, we use the previous technique to find the minimum necessary sample size to
guarantee a desired unconditional RMS. Table 1 (4= 1: Unconditional) shows the minimum

sample size that guarantees maxaz ~oRMS, ¢ G |=limaz L oRMS, o [2”] being less than

a predetermined value 7, i.e. insures that RMSMSn[éE] < zforany A2, (other Sshown in the
Supplementary Material).

To examine the accuracy of the required sample size that satisfies x.(h, p, £) < zfor both
conditional and unconditional settings, we have performed a set of experiments (see
Supplementary Material). The results of these experiments confirm the efficacy of Table 1
in determining the minimum sample size required to insure the RMS is less than a
predetermined value .

8. Conclusion

Using realistic assumptions about sample size and dimensionality, standard statistical
techniques are generally incapable of estimating the error of a classifier in small-sample
classification. Bayesian MMSE error estimation facilitates more accurate estimation by
incorporating prior knowledge. In this paper, we have characterized two sets of performance
metrics for Bayesian MMSE error estimation in the case of LDA in a Gaussian model: (1)
the first, second, and cross moments of the estimated and actual errors conditioned on a
fixed feature-label distribution, which in turn gives us knowledge of the conditional
RMSSn[éBTGJ; and (2) the unconditional moments and, therefore, the unconditional RMS,
RMSQ%[ﬁ. We set up a series of conditions, called the Bayesian-Kolmogorov asymptotic
conditions, that allow us to characterize the performance metrics of Bayesian MMSE error
estimation in an asymptotic sense. The Bayesian-Kolmogorov asymptotic conditions are set
up based on the assumption of increasing n, p, and certainty parameter v, with an arbitrary
constant limiting ratio between nand p, and nand 1. To our knowledge, these conditions
permit, for the first time, application of Kolmogorov-type of asymptotics in a Bayesian
setting. The asymptotic expressions proposed in this paper result directly in finite-sample
approximations of the performance metrics. Improved finite-sample accuracy is achieved via
newly proposed Raudys-type approximations. The asymptotic theory is used to prove that
these approximations are, in fact, asymptotically exact under the Bayesian-Kolmogorov
asymptotic conditions. Using the derived analytical expressions, we have examined
performance of the Bayesian MMSE error estimator in relation to feature-label distributions,
prior knowledge, sample size, and dimensionality. We have used the results to determine the
minimum sample size guaranteeing a desired level of error estimation accuracy.

As noted in the Introduction, a natural next step in error estimation theory is to remove the
known-covariance condition, but as also noted, this may prove to be difficult.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Appendix

Proof of Theorem 1

We explain this proof in detail as some steps will be used in later proofs. Let

~ Xo+X1\ L -1, _
GoB:<m3—T> > (Xo—X1), (93)

where mj) is defined in (8). Then

T
~ Yom -1 ng—U, -1 -1 1 -1 -1
GE=""0 N (®o—% ) (KDY Ko%K Y il)+§(§1TZ X% ). X1). (94)

no+1o 2(no+1o)

Fori,j=0,1andi #j, define the following random variables:

-1, _ . —1_ _ —1_
ylzmlTZ (Xo—%1), Zi:X?Z X, zij:xiTZ X;. (95)

The variance of y; given g does not depend on . Therefore, under the Bayesian-

—1 -1
Kolmogorov conditions stated in (10), miTZ p; and MTZ 1 ; do not appear in the

—1
limit. Only m? Y~ m; matters, which vanishes in the limit as follows:

Pattern Recognit. Author manuscript; available in PMC 2015 June 01.



1duasnuey Joyiny vd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Zollanvari and Dougherty Page 25

—1 —1 TN~—1
m; m;
by by Jm; £ lim L—l— lim
no ni nog—o0 no ng—0o0

___
miyTm oo
ni

Var, [yi|p]=m] (

To find the variance of z and z; we can first transform z and z; to quadratic forms and then
use the results of [34] to find the variance of quadratic functions of Gaussian random
variables. Specifically, from [34], for y ~ N(x, ) and A being a symmetric positive definite
matrix, Var[yT Ay] = 2tr(AX)? + 44T AXA./, with tr being the trace operator. Therefore,
after some algebraic manipulations, we obtain

Varg [z|p]= 2-;”——{—4” Z 2 K9 lim Liyq lim & Z i,

n;—oo i ni—oo ™ ©@7)
T T
_p  m Z n K : HZZ Hi O]
ro |zii|pl= — lim lim lim =0.
Va S”[ ”|IJJ] "i"j+ nj + nj—oo" J+7LJ—>OO +n ;—00 i =0

From the Cauchy-Schwarz inequality
(Cov]z,y] < \/Var[z]Var[y]), Covg [yi, 2k | 1] £ o, Covg, [Yis zij| 1] X, 0, and

Covg, [2i,2ij|u] £ ofori, j, k=0,1,i#], Furthermore and

1—;
S e ==

| yields

"ﬁi’/i
Varg [éﬂu] £ 0.1n general (via Chebyshev’s inequality), limn_ . Var[X,] = 0 implies

convergence in probability of X, to limp_, ., E[Xq]. Hence, since Varg [G1 | 2] LR 0, fori, j
=0,1landi#]j,

plim GP|p= lim B, [GPluj=(~1)" [§ (6T pj4;) +
b.k.a.c.

“/i(miTZilm TE Bi) 11—y T~ —1 1
T+ oy (“iz “7?+Ji> o “J( 1+’n)+_)

(98)

B
i

Now let

vi+1 vi41

~ T i 2
L S

where & = (x5 - x)T 2-1(xg - x7). Similar to deriving (97) via the variance of quadratic
forms of Gaussian variables, we can show

2
Varsn[5 |u]= 452 (1 i) +2p (i—l—ni) . (100)
1

nog N1 no

Thus,

2
~ *+1
Varsn[Diu]:<Vl_: ) Varsn[3\2|u} £ 0. oy

Ui

As before, from Chebyshev’s inequality it follows that
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plim D; |u— hm Eén [ D;|p)=D. (102)
b.k.a.c.

By the Continuous Mapping Theorem (continuous functions preserve convergence in
probability),

plim &8 |pu= phm(I) (( 1) — +C) |u=2 (Pl.nn (-1 l:".—cm) =0 ((—1)1 \/zg_c>

b.k.a.c. b.k.a.c. /D‘
K2

The Dominated Convergence Theorem (| X| < B, for some B > 0 and X, — X in probability
implies E[X,)] — E[X])), via the boundedness of ¢(.) leads to completion of the proof:

. _GoB
lim Ey [ B|u]— hm E [q) <(_1)z ij”) |/l]
b.k.a.c. é\ . \/E -

=F P | plim )] = plim £8| .
Sn bkac< ) \/_ |H b.k.a.c. ‘l’l’

Proof of Theorem 2

We first prove that Varg (@65 ) £, 0 with éOB defined in (94). To do so we use

Var, o, [GE=Var, [ E; [GF|ul| +E, [Varg [GF|ul] - (0s)

To compute the first term on the right hand side, we have

T
~B VoIm, -1 ng—1y T 1 ~~——1 p ~——1
By, (G5 lul=1 030 o=+ 52 ( BT >+5 (mZ ““LE) —1i Y m(

no+1o

Fori,j=0,1andi #] define the following random variables:

!> No—m),  Z=ulS s 2=l wy. ao)

The variables defined in (107) can be obtained by replacing x;’s with g;’s in (95) and x; ~
N(, Z/n;) and g ~ N(m;, X/ ;). Replacing g with m; and n; with 1 in (96) and (97) yields

-1 -1
Var”(y;):m?(zgo +z£ )m; EiN 0, Va1u(z) 24 +4m Z o —>0,
T
Var“(z;j) +m Z rn1 Z mJ 0

ViV

(108)

By Cauchy-Schwarz, Cov,.(ys, z1.) — 0, Cov . (y:, z;;) %, 0, and Covpu(2;, 25) %o,
pa K
Hence, Vary [Esn[Gﬂliﬂ —0

Now consider the second term on the right hand side of (105). The covariance of a function
of Gaussian random variables can be computed from results of [35]. For instance,
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_ —1_ 2
Cov, [a’x;, XZTZ xi|u}:n—iaTui. (109)
From (109) and the independence of xq and X,

_ -1_ _ —1_ 2 -1 .
Covy [X;‘FZ xi,x;TFZ Xi|M]:;H?Z Wi ©# 7 (110)
(2

Via (108), (109), and (110), the inner variance in the second term on the right hand side of
(105) is

GB| )= (o= v0)* p____ mop _p_
Var [ 0 lH]= 2n2 no+u0) " ni(notro)? +2”%

— 2 _
+< (ro—+0) 7+ g ) B o — ( O nl(n0+,,0)> nE X

no(’noJrllo) nl(’noJrl/Q) (TLoJrIJo
+2 ( VO(nO?VO)‘ + p— 2> mOZ Mo— 2 ((n +;/0)2 n1 TL(J(]‘|’V(] > mg‘zilul—’—

no(no+ro)> n1(no+uo)
((noJrVo)2 ) Z ”1+ (nlo n_ll) m()z my.

(111)

(n0+V0)

Now, again from the results of [35],

Byl ¥ pl=m] ¥ mit 2

112
Eulpl>Y pl=mI > mJ,HtJ (2

From (111) and (112), some algebraic manipulations yield

~ L §
B [Varsn[Gc?\N]} =-lno—volp  _nop

2n0 (TL0+V0) n1 (n()+vt))2

_Dp_ (”0-”0)2 "g ya ng 1 2 (113)
+2"%+ (no(n0+vo)2+n1(no+l/0)2) V0+ ((no+l/0)2+ ) wt ((no-l-uo) T ) Am'

From (113) we see that £, [ Var, e £, 0. In sum, Var, s [GE X, 0and similar to
the use Chebyshev’s inequality in the proof of Theorem 1, we get

phmG = hm E’

~B1 a
b.k.a.c. [GL } - Hi’ (114)

Sn

with H; defined in (29).

On the other hand, for Dfdefined in (99) we can write
Var”’sn[ﬁi]:\/'aru [Esl[ﬁzm]] +E, {Varsn[f)imﬂ. (115)

. . . L 212
From similar expressions as in (112) for X; Z Xj,weget £, [o ]:5H+%+%. Moreover,
Var,[67] is obtained from (100) by replacing n; with v, and 67, with A2 . Thus, from (99),
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2
N *+1 11 1 1\?2
Var, [B,, (D] =<"’; ) [4A$n <—+—) +2p (—+%> ] 0. e

Vg 11 IZ0)

Furthermore, since E,,[67]=A7,+ £+ 2, from (101),

*
v; 17414 Un) 1 ng mni

2
~ Y1 11 1 1)?
Ey [ Var, [Dilu]] :(”—> {4(Afn+§+£) (—+n—> +2p <—+—> ] o0 @
0
Hence, Var, ; [ D] X, 0and, similar to (114), we obtain

plim D= i F, ., [Bol=lm F,.o [P F. (g

bk ac. . M:Sn n

with F defined in (29). Similar to the proof of Theorem 1, by using the Continuous Mapping
Theorem and the Dominated Convergence Theorem, we can show that

1 ~B| _ 13 ) —CAJB+C
b.lll.rz?c.E“’S" [gi ] _b.lﬁg%C.Eu,Sn {@ (_1)l e )
; OB
=F |:(I) <plim -1 i+1 =G} /—\l—c)
Hosn b.k.a.c.( ) \/B

and the result follows.

Proof of Theorem 3

We start from

B2 _ . ’ _ ’
EST,[<€OB) ‘M]ZES" |:P (UO(X07X17Z) S c, Uo(X(),Xl,Z ) S C|X0,X1,Z S ‘I’O,Z S ‘I’o,ul)] ;o (120)

which was shown in (36). Here we characterize the conditional probability inside Eg, [.].
From the independence of z, Z, xg, and X,

Uo(io,il,Z) . / éOB l/j 0
/ v v ~N ~ ~
|: Uo(fo,il,z ) IXOaXhZ € ¥,z € VYo, GOB ) 0 D y  (121)

where here N (., . ) denotes the bivariate Gaussian density function and @OB and D are
defined in (94) and (99). Thus,

. (122)

o (—(A?g—l—c) 2
VD

E, (D) |u)=

Similar to the proof of Theorem 1, we get
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2 . —GB4c
im E 2BN\Z) s 2By\2 m E._ [2B _ 1) i
Jim By [(&7) 4] plim (&%) lu=( lim Eg [&|u] o | (-1) 75

Similarly, we obtain limy, ;. o .. E[£5 €0 =limy 1. ... 25 7, and the results follow.
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Comparison of conditional and unconditional performance metrics of éfusing
asymptotically exact finite setting approximations, with Monte Carlo estimates as a function
of sample size/.séa) Expectations. The case of asymptotic unconditional expectation of ¢ is

not plotted as

is unconditionally unbiased; (b) Second and mixed moments; (c)

.. . .. . d 1~B ..
Conditional variance of deviation from true error, i.e. Vary [£”[u]and, unconditional

variance of deviation, i.e. Var’ _ [€”] (d) Conditional RMS of estimation, i.e. RMSs [5l4]
and, unconditional RMS of estimation, i.e. RMSM,Sn[aE]; (a)—(d) correspond to the same
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scenario in which dimension, p, is 15 and 100, 15 = 11 =50, m; = g + 0.0 with pg = =,
and Bayes error = 0.1586.

Pattern Recognit. Author manuscript; available in PMC 2015 June 01.



1duasnuey Joyiny vd-HIN 1duasnuey Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Zollanvari and Dougherty Page 32

: W\

: \\\\ N
N

SsSaiaiai

00

: WA
SRR
sSmiaiaia

00

AN
- SN
.

SRR

00 00

Figure2.
(@) The conditional RMS of estimation, i.e. RMSSn[aEW], as a function of p< 200 and n<
200. From top to bottom, the rows correspond to 5= 0.5, 1, 2, respectively. From left to

right, the columns correspond to 5,%:4, 16, respectively. (b) The unconditional RMS of
estimation, i.e. RMSMSn[ég], as a function of p < 1000 and n < 2000. From top to bottom,
the rows correspond to f= 0.5, 1, 2, respectively. From left to right, the columns correspond

to A2 =4, 16, respectively.
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RMSMSn[.sg]-peaking phenomenon as a function of sample size. These plots are obtained by

cutting the 3D plots in the left column of Fig. 2(b) at few dimensionality (i.e. A2 =4). From
top to bottom the rows correspond to f= 0.5, 1, 2, respectively. The solid-black curves
indicate RMSMSn[gg] computed from the analytical results and the red-dashed curves show
the same results computed by means of Monte Carlo simulations. Due to computational
burden of estimating the curves by means of Monte Carlo studies, the simulations are

limited to n <500 and p = 10, 70.
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