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Abstract— This paper presents a novel method that combines coupled hidden Markov models (HMM) and non-

Gaussian mixture models based on independent component analyzer mixture models (ICAMM). The proposed 

method models the joint behavior of a number of synchronized sequential independent component analyzer 

mixture models (SICAMM), thus we have named it generalized SICAMM (G-SICAMM). The generalization 

allows for flexible estimation of complex data densities, subspace classification, blind source separation, and 

accurate modeling of both local and global dynamic interactions. In this work, the structured result obtained by G-

SICAMM was used in two ways: classification and interpretation. Classification performance was tested on an 

extensive number of simulations and a set of real electroencephalograms (EEG) from epileptic patients performing 

neuropsychological tests. G-SICAMM outperformed the following competitive methods: Gaussian mixture models, 

HMM, Coupled HMM, ICAMM, SICAMM, and a long short-term memory (LSTM) recurrent neural network. As 

for interpretation, the structured result returned by G-SICAMM on EEGs was mapped back onto the scalp, 

providing a set of brain activations. These activations were consistent with the physiological areas activated during 

the tests, thus proving the ability of the method to deal with different kind of data densities and changing non-

stationary and non-linear brain dynamics.  

Index Terms—dynamic modeling, non-Gaussian mixtures, ICA, HMM, EEG 
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I. INTRODUCTION 

A. Background 

In a simple pattern recognition statement, a given unknown state must be determined from a vector of 
observations. This evolves towards more complex settings where a sequence of states must be estimated 
considering not only the observed data but also the state dynamics (dependence among states at different 
times). Hidden Markov models (HMM, [1]) is by far the most popular approach to estimate hidden sequential 
states from observed data. This is due to its reasonable simplicity in conjunction with good capability to 
capture local state dynamics (dependences between the states corresponding to consecutive time instant). 

 On the other hand, observed data and states are related by the conditional probability density function 
(pdf). The usual assumption is that the conditional pdf is multivariate Gaussian, because the model parameters 
can be efficiently estimated. This implies that the unconditional pdf of the observed data fits a Gaussian 
mixture model where every component of the mixture is the state conditional pdf. But Gaussianity relates to 
linearity which is not a reasonable assumption in many real life problems. Some examples where non-
linearity in the probability has been considered are: action recognition via sparse Gaussian processes [2]; 
modeling growth dynamics using unscented Kalman filters [3]; an extended Kalman filter augmented with 
local searches [4]; and modeling the data using a two-step method with fuzzy clustering and Gaussian mixture 
models (GMM) [5]. Some particular non-Gaussian conditional probabilities have been proposed in HMMs  in 
applications such as handwritten word recognition [6] and biological sequence analysis [7]. 

A general extension of GMM to non-Gaussian mixtures is based on the concept of independent component 
analyzers (ICA). Briefly, ICA is a blind source separation technique that separates a set of observations into a 
group of non-Gaussian and statistically independent sources [8, 9]. We can model every conditional 
probability as an ICA and then the unconditional probability of the data will be an ICA mixture model 
(ICAMM) [10]. In ICAMM, the source model is assumed to have several hidden states, and the data from 
each state are modeled by a different ICA. A general implementation of ICAMM included non-parametric 
source estimation and semi-supervised learning [11-13]. In [14, 15], ICAMM was proposed to model the 
conditional pdfs in a HMM, the method was called sequential ICA mixture models (SICAMM). ICA mixture 
emission distribution in each hidden state was assumed.  

B. Motivation and paper organization 

The main contribution of the paper is the generalization of SICAMM to multiple coupled HMM, that we 
will call generalized SICAMM (G-SICAMM). Use of multiple coupled HMM is a more efficient way to deal 
with the observed data when they come from different channels. This may happen when we want to combine 
data from different modalities and/or data captured from different sensors. It is true that we could combine the 
observed data vectors of the different channels in just one data vector. However, notice that the number of 
model parameters to be estimated increases very significantly. Thus, for example, let us consider 2 coupled 
HMM, where the dimension of the observation vectors is 𝑀. In SICAMM we have to estimate a mixing 
matrix of dimension 2𝑀 ൈ 2𝑀, a total of 4𝑀ଶ parameters, while in G-SICAMM we have to estimate two 
mixing matrices of dimension 𝑀 ൈ  𝑀, a total of 2𝑀ଶ parameters. 

There are precedents of using coupled HMM (CHMM). CHMM is a state of the art method for dynamic 
modeling that has been implemented in Bayesian networks using GMM [16]. It has been used in several 
pattern recognition applications, such as modeling intra-modal dependences in multimodal data for video-
realistic speech animation [17] and sign language recognition [18]. In contrast with GMM-based methods, the 
non-Gaussianity of the sources extracted by G-SICAMM allows for source identification and facilitates their 
interpretation and association with meaningful variables of real applications. G-SICAMM is suitable for a 
myriad of scenarios where local interaction dynamics have to be modeled while preserving global 
relationships between the variables. This condition is inherent to several problems where topological and/or 
functional setups determine the requirement of partitioning in several Markov chains. Depending on the 
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application, the partition could be related with physical components, sensor spatial locations, or data 
modalities. Therefore, G-SICAMM allows for decomposition of a particular phenomenon for subspace 
analyses, bearing in mind physical model understanding and/or data mining exploitation. With an adequate 
preprocessing of the observations, G-SICAMM can be used in any classification or pattern recognition 
problem. It would be potentially useful when the objective is to analyze long term non-stationary processes 
with nonlinearities and temporal dependence. 

All in all, from a motivation perspective, it can be concluded that realizing the inner structure of the 
observed data emanating from the multichannel setting makes G-SICAMM a more efficient method to deal 
with a limited amount of data for both training and testing in comparison with one channel methods like 
SICAMM or HMM. It is also more versatile than other coupled methods like CHMM, as non-Gaussian 
modelling is possible. Finally, the inherent ICA structure of G-SICAMM may lead to a better interpretation of 
the results by analyzing the estimated independent sources that are originating the data. 

We have considered the following competitive methods for comparison: GMM, HMM (GMM for the 
observations pdf), CHMM (GMM for the observations pdf), ICAMM, SICAMM, and long short-term 
memory (LSTM) recurrent neural networks [19, 20]. An extensive number of simulations to evaluate the 
dynamic modeling performance were made. The results demonstrated the capabilities of G-SICAMM to 
exploit the sequential dependence of successive states in the same Markov chain and the temporal dependence 
of the global state among multiple Markov chain interactions. A real application consisting of classification of 
stages of neuropsychological tests using electroencephalographic (EEG) signals was also considered. Two 
tests with different kinds of stimuli were implemented: the visual memory Barcelona Neuropsychological 
Test (TB) [21] and TAVEC [22], an auditory working memory test. Those tests were being performed by 
epileptic patients as part of their clinical diagnosis. The classification results of G-SICAMM outperformed 
those of all the other competitive methods in terms of the balanced error rate (BER) and the recall measured 
by Cohen’s kappa coefficient [23]. Furthermore, patterns of physiological significance were obtained in the 
parameters of G-SICAMM. 

The rest of the paper is composed by the following parts. Section 2 reviews the background of SICAMM; 
Section 3 includes the development of the proposed G-SICAMM method; Section 4 contains the explanations 
of the simulations; Section 5 is devoted to the real application; and finally, Section 6 includes discussion, 
conclusion, and future lines of research derived from this work. 

II. SEQUENTIAL ICA MIXTURES 

We will use matrix notation for the variables defined in this work. For clarity of notation, we will denote 
random variables and their realizations with the same symbols, and the difference between both can be 
deduced from context. 

A. Independent Component Analyzers 

Let us assume that we have a set of N observations,  nx , 1...n N . For simplicity, we will assume that 

these observations are centered. Independent component analyzers ([8]) search simultaneously for a mixing 

matrix A  and a set of independent sources  ns  such that 

 

    n n x A s  (1) 

 

A  is a matrix of size  M R , where R  is the number of extracted sources at each time instant and M  is 
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the number of variables of the observations. For simplicity, we will assume that R M  and that A  can be 

inverted to find the demixing matrix, 1W A . Thus, the sources can be estimated from the observations as 

   n n s W x , and individual sources can be estimated as    T
m ms n n w x , where T

mw  is the mth row 

of W , 1 m M  . Due to the independence consideration of ICA, the multivariate probability density 
function of the observations can be obtained as a product of one-dimensional pdfs: 

 

      
1

det
m

M

s m
m

p n p s n


 x W  (2) 

 

where  
msp  is the marginal density of the mth source. 

The use of ICA mixture models (ICAMM) was first proposed in [10], which considered a source model 
switching between Laplacian and bimodal densities. ICAMM considers a mixture of 𝐾 separate ICA models, 

each with its own mixing matrix kA , sources  k ns , and center, kb , 𝑘 ൌ  1. . . 𝐾. It is a switching model, so 

that, if the 𝑛th observation belongs to state 𝑘 (i.e.,  c n k ), the data can be expressed as 

 

    k k kn n x = A s b  (3) 

 

This model increases the flexibility of ICA, because sources are independent from other sources in the same 
state, but they can have any dependence with sources from different states. Furthermore, each state can be 

centered around different values. In essence, kA  and  k ns  determine the shape of the "cluster" of points 

during state 𝑘, and kb  determines its center. Given the switching model, the pdf of each observation is 

estimated as          
1

| ,
K

k
p n p n c n k p k


  x x with  p k  being the prior probability of state 𝑘 and  

 

 

     

  
, ,

1

| ( ) det

det

k

k m

k k

M

k s k m
m

p n c n k p n

p s n


  

 

sx = W s

W
 (4) 

 

where     , ,
T

k m k m ks n n w x b  is the estimate of the mth source at time n, given the model was in state 

k.  

B. Sequential ICA mixture model 

In the case of ICAMM, the likelihood of the data is usually obtained assuming there is no time dependence 
in the observations nor between states. This assumption simplifies the calculation of the probabilities involved 
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in the process, since in that case the likelihood becomes        1
1 ...

N

n
p N p n


 x x x . However, there are 

many practical cases where the observations do not behave in a totally independent manner and instead show 
some degree of time dependence in the feature observation record. 

This dependence is considered in sequential ICAMM (SICAMM) [14, 15]. SICAMM is a hidden Markov 
model (HMM) whose state emissions are modeled as a non-Gaussian mixture using ICA. Therefore, the 

probability of emitting any given observation  nx , while the model is at state 𝑘, is the same 

    |p n c n kx  shown in (4). 

Since each state of the HMM considers a different ICA model, this is, basically, a switching model between 
different ICAs that incorporate sequential dependence. Thus, SICAMM integrates HMM and ICAMM into a 
single model. Given the HMM and the emission probabilities in (4), the likelihood of the data can be 
expressed iteratively, e.g., using classical methods for HMM such as forward-backward (Baum-Welch) and 
Viterbi [15]. 

III. GENERALIZED SEQUENTIAL ICAMM (G-SICAMM) 

In this paper, we propose a general framework to characterize the joint behavior of several synchronized 
SICAMM models, which we have called generalized sequential ICAMM (G-SICAMM). The degrees of 
freedom of G-SICAMM allow it to accurately model complex local non-Gaussian probability densities and 
consider time dependencies, without losing global modeling capabilities. It is known that ICA can produce 
not only a valid statistical model of the data, but also sources with physical or physiological meaning. 
Examples of this are the extraction of physiologically significant patterns for EEG data [24], the extraction of 
atrial rhythms during heart fibrillation [25], the removal of physiological artifacts from the EEG signal [26], 
and the similarities between ICA and image processing in the visual cortex [27]. This capability is inherited 
by the proposed method. Unlike models that are purely statistical in nature, G-SICAMM can obtain a 
representation of the data that reflects both their pdf and their underlying generating model. Therefore, the 
parameters of G-SICAMM could be related with the analyzed physical phenomenon. 

G-SICAMM assumes that the observations can be divided into several groups or "chains" of data that 
behave more or less independently, but whose hidden states are related. There are several possible reasons for 
this separation, such as: i) the data come from several related, but independently measured, sources (e.g., two 
different biosignals, such as EEG and ECG [28]); ii) we are interested in isolating the contribution of different 
input variables. In this work, we will assume the latter, and keep the former for a future work. 

In the same way as SICAMM, which integrates HMM and ICAMM, G-SICAMM is a combination of 
coupled hidden Markov models (CHMM, [16]) and ICA mixture models. G-SICAMM is a CHMM whose 
emissions are modeled as non-Gaussian mixtures using ICA. Since the emissions of each state of the CHMM 
are modeled using a different ICA model, G-SICAMM is essentially a synchronized switching model between 
different ICAs across different chains. Fig. 1.c illustrates the dependencies considered in G-SICAMM. 
ICAMM has no temporal dependencies (see Fig. 1.a), and SICAMM only has temporal dependence within the 
same model (see Fig. 1.b). In G-SICAMM (see Fig. 1.c), the state of each model at time n depends on the 
state of all models at the previous time instant, n - 1. We have considered a fully-coupled model in order to 
enable asymmetrical and complex dependencies to be modeled. However, other architectures similar to those 
of factorial HMM [29] or hierarchical HMM [30] could be implemented. Furthermore, we extend the Markov 
assumption from each individual chain to the joint sets. 
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c) G-SICAMM 

Fig. 1. Comparison of the different dependencies considered in: a) ICA mixture models; b) sequential ICA mixture models; c) 

generalized sequential ICA mixture models. Square blocks represent the hidden states, round blocks represent the parameters of the 

emissions, and arrows show dependence between blocks. The (l) superindex in c) denote the parameters of the lth chain: their definition 

is otherwise identical to those in Section II. 

 

Before tackling the model itself, we will define several notations which will ease the theoretical 
development of G-SICAMM. Let us assume that the data are split into L chains. We will denote the 

parameters of the lth chain with an  l  superscript, 1...l L . The observation from the lth chain at time n is 

denoted by    l nx , and it is a random vector of size  lM . The set of observations from all chains at time n is 

denoted by random column vector              1 2, ,...,
TT T TLn n n n   x x x x . Each chain is assumed to have 

been modeled by an ICAMM with  lK  states whose parameters are:  l
kW ,    l

k ns ,  l
kb ,  1... lk K . 

Finally, we define the random state vector              1 2, ...,
T

Ln c n c n c n   c , which contains the state of 

each one of the L chains at time n, with      1 l lc n K  . Realizations of the state vector will be denoted by 

     1 2, ,...,
TLk k k   k , and the transition probability between the combinations of states k  and 'k , 

    ' | 1p n n  c k c k , is denoted by ' kk . The prior probability of the combination of states k  is 

denoted by  p k . Finally, in order to simplify the model, the conditional independence of the data is 

extended from single chains to the whole G-SICAMM chain structure, i.e., 

               
1

| |
L

l l l

l

p n n p n c n k


  x c k x .  

In practice, the G-SICAMM parameters are not known beforehand, and they have to be estimated from 
training data. The estimation algorithm depends on the kind of data available for training. For unsupervised or 
semi-supervised data (i.e., data whose hidden states are only partly known), all parameters should be 
estimated simultaneously. In the case of supervised training (i.e., the hidden states of the training data are 

State
c(n) = k

State
c(n+1) = k’

ICA
k’

Time n + 1
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ICA
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Time n
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known), the estimation of the ICAMM parameters can be performed separately for each state and for each 
chain, and separately from the estimation of the transition probabilities. In the following, we will only 
consider supervised training. 

The transition probabilities ' kk  are estimated by counting: 

 

 
# transitions from combination ' to combination 

#samples in combination '
 kk'

k k

k
 (5) 

 

This is a maximum likelihood estimator of the transition probabilities, and it is consistent and unbiased. 
The variance of the estimation depends on the value of kk' , and it is higher for values close to 0.5. The 

variance of the estimation in this work will be very small, considering that the estimator is consistent and the 
number of known labels is large (~500 observations). The prior probability of each combination of states is 
also estimated by counting, 

 

   #samples in combination 

#samples in any combination
p 

k
k  (6) 

 

Since we know the hidden states, the centroids  l
kb  are estimated empirically. Assuming that N 

observations are available for training: 

 

  

       

   
1

1

N
l l

k
l n

k N
l

k
n

n n

n














x
b  (7) 

 

where    l
k n  is an indicator function whose value is 1 when    lc n k  and 0 otherwise. Given these 

centroids and the known hidden states, the ICA matrices and the sources of each state and each chain can be 
calculated using any conventional ICAMM estimation algorithms (e.g., [10, 11]), in such a way that 

 

                 /l l l l l
k k kn n n c n k   s W x b  (8) 

 

   l
k ns  is only defined for cases where    lc n k , and is undefined elsewhere. As seen in (7) and (8), the 
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ICA parameters of the lth chain (i.e.,  
 

 
    

 , ,l l l

l l l

k k k
pW s b ,    1,...,l lk K ) are independent from the data 

and states in other chains, and from the parameters of other states in the same chain. This is due to the de-
coupling obtained by using supervised training, and a semi-supervised method would have to consider cross-
dependencies. 

Once the G-SICAMM parameters have been trained, classification can be performed using any method, 
e.g., by maximum likelihood or the forward-backward method [31]. In this case, we will assume Viterbi 
decoding, which can obtain the optimal (in the sense of maximum likelihood) solution to the sequence of 
hidden states [32]. Briefly, Viterbi decoding is a dynamic programming algorithm which searches the most 
likely sequence of hidden states for a set of N observations. This maximization is performed recursively using 
an auxiliary variable: 

 

           | max 1v n p n n v n    k kk' k'
k'

x c k  (9) 

 

The values  v nk  are calculated iteratively, with the initial value being         1 1 | 1v p p  k x c k k . 

Given the proposed G-SICAMM model,     |p n n x c k  is calculated as 

 

 
       

          
 

1

,
1

| det

ꞏ

l

l

l l

L
l

k
l

M T
l l l

s k m k
m

p n n

p n





  

 





x c k W

w x b

 (10) 

 

Once all  v Nk  have been calculated, the algorithm selects the combination of states with maximum 

 v Nk ,   maxN v N k
k

k , and returns the associated “path” or sequence of states 1 1,..., ,N Nk k k  as the 

estimated classification of the sequence of observations. 

Both the training and the classification algorithms are shown in Table I. The parameters of G-SICAMM are 

the ICAMM parameters of each chain (i.e.,  
 

 
    

 , ,l l l

l l l

k k k
pW s b ,    1,..., , 1,...,l lk K l L  ), the transition 

probabilities between every pair of combinations of states, , kk' k k' , and the priors of each combination of 

states,  p k . 
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TABLE I 

THE G-SICAMM ALGORITHM. 

TRAINING 
Given a set of data  nx  and known states  nc , 1... TRAINn N  

Estimate the transition probabilities, ' kk , using (5) 

Estimate the prior probabilities,  p k , using (6) 

For each chain 1...l L  

For each state  1... lk K  

Estimate the centroid  l
kb  using (7) 

Jointly estimate the demixing matrices  l
kW  and the sources  l

ks  using an embedded ICA method, e.g., [10, 11] 

CLASSIFICATION 
Given a set of data  nx , 1... TESTn N  

Estimate     1 | 1p x c k for all k using (10) 

Initialize         1 1 | 1p p   k x c k k  

For each observation 1... 1TESTn N   

Estimate     |p n n x c k for all k  using (10) 

Update  nk  using (9) 

Estimate 
TESTNk by maximizing  TESTN k  

For each observation 1...1TESTn N   

Select the observation that follows the path that ends in
TESTNk  

 

IV. SIMULATIONS 

The classification performance of G-SICAMM was measured by several Monte Carlo experiments on 
simulated data. The following methods were considered for comparison: GMM; ICA mixture models 
(ICAMM); continuous HMM whose emissions were modeled using GMM (HMM); continuous HMM whose 
emissions were modeled using ICA (SICAMM); continuous coupled HMM whose emissions were modeled 
using GMM (CHMM); long short-term memory (LSTM) recurrent neural networks; and the proposed 
method, G-SICAMM. We considered three simulated experiments: (i) determining the behavior of G-
SICAMM with respect to time dependencies within the same chain (Section IV.C.1); (ii) determining the 
behavior of G-SICAMM with respect to time dependencies between different chains (Section IV.C.2); and 
(iii) a sensitivity analysis to test the behavior of G-SICAMM with respect to the number of chains, L 
(Section IV.D).  

A. Model parameter initialization 

The simulated data were obtained from a G-SICAMM with two chains  2L  , two hidden states in each 

chain     1 2 2K K  , and observations of dimension four in both chains     1 2 4M M  . The 

parameters of the model were initialized as follows: 

 The demixing matrices for each state and each chain,  
l

l
kW , were randomly initialized using values drawn 

from a uniform distribution in the range [0, 1]. 

 The centroids were set relatively close,      1 2
1 1 1,1,1,1

T b b  and      1 2
2 2 1.5,1.5,1.5,1.5

T b b . 

 The sources followed a non-Gaussian (uniform) distribution with zero mean and unit standard deviation.  
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 In order to set the amount of time dependence in the data, the transition probabilities of both chains were 
obtained using the following conditional transition probabilities: 

 

 

       
       

       
         

11 22

12 21

11 22

12 21

If the other chain was in state 1 at time 1

1

If the other chain was in state 2 at time 1

1  

l l

l l

l l

l l

n

n n

n n

n

n n

n n

  

  

   

   



 

  



  

   

 (11) 

where 0 1   and 1     , 1,2l  . α and β are two parameters which allow us to regulate the 

sequential dependence in the data.   is the intra-chain dependence parameter, since it sets the time 
dependence of each chain with respect to past values of the same chain. Conversely,   is the inter-chain 

dependence parameter, since it sets the time dependence of each chain with respect to past values of the 
other chain. If 0  , the transition probabilities of each chain are independent from those of the other 

chain; furthermore, if 0, 0.5    there is no time dependence. The transition probabilities between 

combinations of states,  k k' , are calculated from those in (11) using results from probability theory. 

These values were selected in order to obtain a model that was simple, yet informative enough to show the 
behavior of the proposed method. The resulting G-SICAMM model, however, is flexible enough to be used in 
many real applications. For instance, the number of chains and states were consistent with those used in the 
experiment on real data (Section V), where the two states corresponded to a binary classification 
(active/inactive) of the brain regions delimited by the chains. 

B. Data generation procedure 

Once defined the G-SICAMM parameters, we can randomly generate data for this model configuration 
using the following procedure. Let us assume that we need to generate N data samples. First, we assume that 
the model starts at the combination of states [1, 1]Tk  and use the transition probabilities  k k'  to generate a 

random sequence of N combinations of states. Once the states have been generated, the observations can be 
obtained as explained in Table II. 

TABLE II 
DATA GENERATION ALGORITHM FROM G-SICAMM ONCE THE STATES ARE KNOWN. 

For each chain, 1...l L : 

For each time instant, 1....n N : 

For each source,  1... lm M : 

Draw one random value from the distribution of the mth source of state      l lc n k  

Multiply the sources by the mixing matrix of the corresponding state,  
   1

l

l

k


W , and add the centroid,  

 
l

l

k
b  

 

 

C. Simulated Experiments 

For each iteration of the experiment, a known G-SICAMM model was set as indicated in Section IV.A and 

1024N   observations,   , 1...n n Nx , along with their respective combinations of states,  nc , were 
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randomly drawn from the model using the method outlined in Section IV.B. The first half of the data was 
used for training and the second half of the data was used for testing the classification performance of every 
competitive method. Performance was measured using the average classification error rate for 300 iterations. 

The considered methods were set up as follows. For the coupled HMM methods (i.e., CHMM and G-

SICAMM), the models were set as per the simulation, with two chains  2L , each one with two hidden 

states     1 2 2K K   and with the emissions being vectors of size 4     1 2 4M M  . For the single-chain 

methods (HMM, SICAMM, GMM, ICAMM, and LSTM), both chains were considered at the same time, 
resulting in four hidden states (the combinations of states of each chain, ' 2ꞏ2 4K   ) and emissions of size 

eight  ' 4 4 8M    . For G-SICAMM, SICAMM and ICAMM, the ICA for each hidden state was 

estimated from training data, assuming square mixing matrices, using MIXCA [11]. 

For GMM, HMM and CHMM, the number of Gaussian components for each hidden state ranged between 
3 and 20 components, a range of numbers used in several EEG applications, e.g., [33]). The exact number of 
components for each state was chosen by maximization of the Akaike information criterion [34], a 
commonly-used criterion to test the quality of a statistical model. There is extensive literature of the 
application of AIC criterion for choosing the optimal number of components, including very recent works 
(e.g., [35, 36]).  

In all cases, prior probabilities and transition probabilities were estimated by counting. 

The parameters of the LSTM network were chosen using cross-validation on the training set. For the 
simulated case, we opted with a network with six layers: an input layer, a fully connected layer with 50 
neurons, a ReLu layer, a bidirectional LSTM layer with 6 neurons, a second fully connected layer with one 
neuron per combination of states ( 'K ), and a softmax layer. The network was trained using Adam with 
starting learning rate 0.01. 

1) Intra-chain time dependence 

For the first experiment, the inter-chain dependence parameter (11) was set to 0.1   and the intra-chain 

dependence parameter was changed from 0.5   (no dependence) to 0.99   (almost complete 
dependence) in steps of 0.025. The Monte Carlo experiment was repeated 300 times for each value of  , for 
a total number of 6,000 iterations. 

Fig. 2 shows the average classification rate of each method. For readability, no variance bars are shown. 
However, the variance of the classification rate was low overall, lowered with inter-chain dependence, and 
was lower for ICA-based methods than it was for LSTM and GMM-based methods. The non-dynamic 
methods (ICAMM and GMM) maintained their performance when the intra-chain dependence increased. 
Conversely, all the dynamic methods (LSTM, HMM, SICAMM and G-SICAMM) increased their 
performance as   increased. SICAMM performed better than HMM and very similarly to LSTM and 
CHMM. Finally, G-SICAMM achieved the best classification performance at every point of the simulation 
due to exploitation of time cross-dependencies between chains.  
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Fig. 2. Average classification error rate with respect to the intra-chain dependence parameter, α. For readability, no variance bars are 

shown: variance was always small and reduced with increasing α. 

2) Inter-chain time dependence 

A second experiment was carried out to test the performance of the methods with respect to changes in the 
inter-chain dependence parameter (11). In this case, the intra-chain dependence parameter was set to 0.8   
and the inter-chain dependence parameter was changed from 0   (no dependence) to 0.8  
(maximum dependence) in steps of 0.06. This relatively high value of   was set in order to allow for a larger 
range of variation for  , since   . The Monte Carlo experiment was repeated 300 times for each value of 

 , for a total number of 3,900 iterations. 

Fig. 3 shows the average classification rate of each method. As in Fig. 2, no variance bars are shown, since 
variance was low overall, and lower for ICA-based methods than it was for LSTM and GMM-based methods. 
Also in concordance with the results shown in Fig. 2, G-SICAMM consistently outperformed the other 
competitive methods, with SICAMM and CHMM tied for the second best result. In this experiment, LSTM 
yielded an intermediate result between SICAMM/CHMM and HMM. HMM yielded a similar result to the 
non-dynamic ICAMM for some range of values of  , but yielded an overall better result than ICAMM. 

Finally, ICAMM and GMM achieved steady results since they do not consider dependence.  

In Fig. 3, the performance of dynamic methods (G-SICAMM, SICAMM, LSTM, CHMM and HMM) 
worsened with rising inter-chain dependence 0.2  , and only improved when 0.3  . This behavior can be 

explained from the transition probabilities set for the model in (11). Since 0.8  , positive values of   will 

actually reduce the time dependence in the model as long as 0.5   . If we keep increasing the inter-

chain dependence parameter so that 0.5   , the overall time dependence in the model rises again. This 

explains the results in Fig. 3, where the effect of the time dependence is more pronounced the more   steps 

away from 0.3 (i.e., the more    steps away from 0.5). Regardless of this effect, G-SICAMM obtained a 

better result than the other considered methods for any value of inter-chain dependence. 

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95
Intra-chain dependence,

0.02

0.03

0.04

0.05

0.06
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Fig. 3. Average classification error rate with respect to the inter-chain dependence parameter, β. For readability, no variance bars are 

shown: variance was always small and reduced with increasing β. 

Please notice that every point in the curves of Figures 2 and 3 corresponds to a specific dependence model 
determined by α and β, so it is normal that G-SICAMM and SICAMM follow similar error patterns. This is 
because in a given point, both methods must estimate the same dependence model. However, G-SICAMM 
needs to estimate just two parameters (α, β) using the sample estimates of equation (5) to compute the 
transition matrices of equation (11). On the contrary, SICAMM, as explained before, fusions both chains in 
only one and so defines four states instead of two. Thus, 10 parameters must be estimated from equation (5) 
corresponding to the symmetric (4x4) transition matrix. For larger dimensions, the difference between the 
transition parameters required by SICAMM and G-SICAMM increases dramatically. Moreover, G-SICAMM 
requires the estimation of two ICAMM models of dimension 4, while SICAMM must estimate one model of 
dimension 8. This also contributes to a constant (independent of α and β) excess error of SICAMM respect to 
G-SICAMM. All this explains the larger error showed by SICAMM and ultimately justifies the improved 
performance of G-SICAMM in both the simulated and the real examples, as it will be shown in Section V. 

D. Sensitivity analysis 

 A further experiment was set up to show the effect of the number of chains on the performance of the 
model. In previous sections, the parameters of G-SICAMM were initialized in a supervised learning scheme 
considering that the number of chains was known. The experiment in this section was designed in order to 
approximate a more general case where the number of chains is unknown. The parameters of the generating 
model for this experiment were set as explained in Section IV.A, using the following values for the 
parameters of the model: 

 Four chains  4L , each with four variables   4, 1...lM l L   and two hidden states 

  2, 1...lK l L  . Thus, in total, each observation  nx  had 16 variables. 

 The centroids of the model were    1 1,1,1,1
Tl b  and    2 1.5,1.5,1.5,1.5

Tl b  for all chains, 1...l L . 

 The sources followed a non-Gaussian (uniform) distribution with zero mean and unit standard deviation.  

 In order to simplify dependence, only the following 4 combinations of states were considered: 

 1 2,1,1,1
Tk ,  2 1,2,1,1

Tk ,  3 1,1,2,1
Tk  and  4 1,1,1,2

Tk . This guaranteed that all chains crossed 
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Inter-chain dependence,
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their two states, while keeping the number of combinations to a minimum. The resulting  4 4  transition 

matrix was set to 0.6 kk  and ' 0.13 kk  for 'k k . 

 

1024N   data were generated from this model as explained in Section IV.B. The first half of this data was 
used to fit G-SICAMM models with a different number of chains, ranging from 1 to 8. For models with a 
smaller number of chains than the generating model, we proceeded as for SICAMM in Section IV.C (i.e., by 
combining the data and establishing the possible combinations of states). For models with a higher number of 
chains than the generating model, one or more chains were split in half, obtaining two chains with 
observations of size 2 and with the same hidden states as the original chain. These parameters are summarized 
in Table III. 

The second half of the generated data was used for testing the models. This process was repeated for 300 
iterations, and performance was measured using the average classification error rate. Fig. 4 shows the results 
of the simulation. There is a clear optimum for the correct number of chains (L = 4). This shows the sensitivity 
of the results with respect to the number of chains, which requires enough flexibility to model the original 
data. Furthermore, smaller numbers of chains (1-3) obtained better performance than higher numbers of 
chains (5-8). This could be due to the reduced complexity of the smallest models, which could offset the 
incorrect number of chains. Therefore, in case of similar or conflicting results, one should likely choose the 
lowest number of chains. 

TABLE III 
PARAMETERS OF EACH G-SICAMM USED FOR THE SENSITIVITY ANALYSIS EXPERIMENT. 

Number of chains 
1 2 3 4 

 1 16M   
 

 

1

2

8

8

M

M




 

 

   

1

2 3

8

4

M

M M



 
   4lM l   

 1 4K   
 

 

1

2

4

4

K

K




 

 

   

1

2 3

4

2

K

K K



 
   2lK l   

Number of chains 
5 6 7 8 

 

   4 5

4, 1...3

2

lM l

M M

 

 
 

   

 

1 2 4

2, 3...6l

M M

M l

 

 
 

 

 

1 4

2, 3...7l

M

M l



 
   2lM l   

  2lK l     2lK l     2lK l     2lK l   
 

 

Fig. 4. Results obtained by changing the number of chains in which we divide the data: a) error rate; b) negative log-likelihood. The 

number of chains of the generative model was 4. 
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V. REAL APPLICATION 

One of the main fields of application of pattern recognition is bioinformatics, which includes the analysis 
of electroencephalographic (EEG) data [37]. EEG signals are a useful clinical tool and they are an active area 
of research, for instance, on cognitive functions [38], sleep disorder diagnosis [39], and brain connectivity 
analysis [40]. Previous works have shown that ICA can produce not only a valid statistical model of the EEG 
data, but also sources with physiological significance. Typically, each column of the mixing matrix is 
considered as a spatial pattern (“scalp map”) of activation of the sources, with the corresponding source being 
interpreted as the level of activation of the map during the experiment. Popular applications of ICA on EEG 
have been to locate dipolar sources in the brain and to remove artifact (non-EEG) sources (see [24, 26] and 
the references within). HMM has also been applied to analyze the event-related dynamics of brain oscillations 
and the causality of physiological phenomena [37]. Two examples of this application are decoding upper limb 
movement EEG signals from chronic stroke patients with impaired mobility [41] and controlling brain 
computer interfaces [42]. In general, dynamic analyses have assumed GMM-based methods that provide 
adequate statistical modeling capabilities, but constrain a physical interpretation or association with the 
underlying grounds of the physiological phenomenon. 

In this paper, we have approached the processing of EEG signals from epileptic patients that were 
performing neuropsychological tests. These tests were applied as part of clinical diagnosis analyses to monitor 
the learning and memory cognitive function of the patients. In particular, we were interested in studying 
changes in the activation of brain areas during memory tasks. This kind of tests makes up an essential area of 
clinical neurophysiology assessment. Information cannot be processed if the brain is unable to store a certain 
amount of it in short-term (working) memory or to consolidate past experiences, events and strategies in long-
term memory. Conversely, information stored in short- or long-term memory is useless without the means to 
properly access and activate it.  

In patients with refractory temporal lobe epilepsy, it is important to assess hemispheric memory and speech 
lateralization because preexisting memory deficits may worsen or new deficits may appear after surgical 
resection. The standard preoperative assessment of the lateralization of memory and speech includes 
intracarotid amytal testing, which is an invasive procedure. However, the (non-invasive) hemispheric EEG 
analysis using the proposed G-SICAMM method during the application of neuropsychological memory tests 
may be a useful tool to evaluate the memory function dominance. There is clinical evidence that the neural 
networks of each hemisphere show independent activation patterns following different dynamics. 
Collaborative interaction between hemispheres, however, is required to accomplish some cognitive tasks. 
From a medical standpoint, two areas (left and right cerebral hemispheres) may be a large enough number of 
areas to be analyzed. Therefore, a G-SICAMM with two Markov chains, one for each hemisphere, was 
considered for this application. In other EEG applications, like spindle sleep analysis, the number of areas to 
be analyzed may be four or more [43]. 

A. Experimental Setup 

The number of epileptic patients was six. The biosignal acquisition and the tests were synchronized using a 
graphic user interface designed by the authors, and the data were captured by the Neurophysiology and 
Neurology Units at Hospital La Fe, Valencia. 

The first neuropsychological test was the visual memory Barcelona Neuropsychological Test (TB, [21]). 
The test consists of ten trials and scoring is given depending on the number of correct responses. In each trial, 
the participant is shown an abstract line figure (probe) during 3 seconds. There is a 2-second retention interval 
and afterward the participant is told to recognize the probe out of a group of four similar figures. The second 
test was the TAVEC [22], an auditory working memory test. In each trial, the participant listens to a list of 
sixteen items and is then told to repeat as many items as they can remember. 

The stages of the TB can be split in two states ([stimulus+retention] vs. [response]) or three states 
([stimulus] vs. [retention] vs. [response]). The stages of the TAVEC can be split in two states ([stimulus] vs. 
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[response]). The proposed methods were used for classifying the EEG signals into the chosen number of 
states. The first half of the data of each patient was used for training, and the second half of the data was used 
for testing. 

For each subject, 19 EEG channels were captured using a sampling frequency of 500 Hz and positioned 
according to the 10-20 system. The signals were filtered and split into epochs of 0.25 second length. This 
short length was selected in order to ensure that all stages of the test (some of which were very short) were 
spread over multiple epochs, thus improving parameter estimation. The twelve features shown in Table IV 
were calculated for each epoch, and the best feature subset for each subject was selected using cross-
validation on the training set. Some of these features (TSI, ASI, spindles, average amplitude, centroid 
frequency) are commonly used in polysomnography analysis [14, 44]. The statistical features were based on 
higher order statistics, which have been used in several applications on EEG data (see [45] and the references 
within). The remaining features are classical and have been used in many works. 

We considered the same methods used on simulated data. The parameters of the ICAMM, SICAMM and 
G-SICAMM methods were estimated using supervised training on the first half of the data, following the 
method described in Section IV.C, except that ' 19M  . G-SICAMM and CHMM were set up with two 

chains  2L  , one for each brain hemisphere     1 2 9M M  . Both chains considered the same states: in 

this case, the chain structure is used to isolate the contributions of each brain hemisphere. Such division could 
also be used, for instance, in order to determine hemispheric dominance during certain tasks and measure 
spatial neglect ([46]). The parameters of the LSTM network were again chosen using cross-validation on the 
training set. The results shown in the following correspond to a network with six layers: an input layer, a fully 
connected layer with 100 neurons, a ReLu layer, a bidirectional LSTM layer with 6 neurons, a second fully 
connected layer with one neuron per combination of states ( 'K ), and a softmax layer. The network was 
trained using Adam with starting learning rate 0.01. 

The performance of each method was initially measured using the error rate and the recall (or sensitivity) of 
the classification. However, the stages of the test have different durations, with the stimulus stage being the 
longest. Thus, the error rate and the recall were heavily dominated by this stage. In order to compensate for 
these differences in prior probability, we replaced the error rate with the balanced error rate (BER) and the 
recall with Cohen’s kappa coefficient ( , [23]). The BER is the average of the error rates for each state, and 
thus is more resistant with respect to states with very different prior probabilities. Cohen’s kappa coefficient is 
a commonly-used tool to assess accuracy that takes into account different state probabilities, and thus it is 
much more robust than the recall. In this work, the following definition of κ for a classification with K states 
was used 

 1 1

2

1

K K

ii i i
i i

K

i i
i

N c c c

N c c


 
 

 


  


 

 


 (12) 

where N is the number of classified samples; iic  is the number of correctly classified samples from state i, 

1,..., ;i K  ic   is the number of samples that truly belong to state i; and ic  is the number of samples that 

were classified as state i. The BER is bound in the interval [0, 1], and a low value is better than a high value. 
Cohen’s kappa is bound in the interval [-1, 1] and a high value is better than a low value. Thus, an optimum 
result would have BER = 0 and 1  . 

 

TABLE IV 
LIST OF FEATURES CALCULATED FROM THE DATA x AT EACH EPOCH OF LENGTH Δ. 

Feature Definition 
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Feature Definition 

Average amplitude    1

1 n

i n
y n x i





   

Maximum amplitude       2 max ,...,y n x n x n   

Average power       2

3 1

1 n

i n
y n x i y n




 
   

Centroid frequency  4y n  = pole frequency of AR2 model 

Peak frequency      2

5 max
f

y n X f , where  X f  is the Fourier transform of    ,...x n x n    

Spindles ratio  6
sigma

sigma

P
y n

P P



, where   2

P X f df   and  
15 2

11.5

Hz

sigma Hz
P X f df   

TSI 
 7

theta

delta alpha

P
y n

P P



, where  

3.5 2

0.5

Hz

delta Hz
P X f df  ,  

8 2

3.5

Hz

theta Hz
P X f df  , and 

 
11 2

8

Hz

alpha Hz
P X f df   

ASI  8y alpha
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B. Results 

Fig. 5.a shows the average BER and kappa values of each method for two-class classification 
([stimulus+retention] vs. [response]). In concordance with the results in Section IV, ICAMM-based models 
obtained a better overall performance than GMM-based models, and dynamic methods performed better than 
non-dynamic methods. The latter is particularly marked in the case of G-SICAMM, with considerably better 
results (lower BER and higher  ) than ICAMM. G-SICAMM obtained the best results overall, and 
SICAMM and LSTM yielded worse performances than G-SICAMM. In all cases, however, it can be seen that 
this classification is a difficult problem that required the use of powerful dynamic models. These trends 
remain consistent when considering three-class classification ([stimulus] vs. [retention] vs. [response]), as 
seen in Fig. 5.b), although with slightly higher BER and lower Cohen’s kappa for all methods. Once more, 
dynamic methods outperformed non-dynamic methods, and G-SICAMM obtained the best results. Similar 
trends were obtained for two class classification for the TAVEC test, as shown in Fig. 5.c, with the exception 
of LSTM, which yielded a result comparable to that of G-SICAMM in this case.  

Fig. 6 shows the results of the classification of the two neuropsychological tests for one of the subjects: 
Barcelona test with two states (Fig. 6.a) and three states (Fig. 6.b), and TAVEC test with two states (Fig. 6.c). 
Results for other subjects were similar to those presented. The results of the non-dynamic methods (GMM, 
ICAMM) tended to oscillate very fast or to remain stuck at one particular class, thus explaining the worse 
performance yielded by those methods. CHMM and HMM achieved good (e.g., Fig. 6.a, .c) and bad (e.g., 
Fig. 6.b) results in several trials, with an overall better result than both non-dynamic methods. The dynamic 
ICAMM-based methods and LSTM consistently yielded the best results. LSTM and SICAMM showed some 
oscillating behavior, while G-SICAMM showed very few rapid changes, yielding very smooth classifications. 
This behavior produced better average performance for G-SICAMM, although it still fails in some trials (see 
G-SICAMM in Fig. 6.c at the 720s mark). This is also supported by the high values of kappa, which seems to 
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indicate high concordance between the true states and the classification obtained by the proposed method. 

 

As mentioned in Section III, the parameters of G-SICAMM can be used to model the dynamics of EEG 
signals in a similar way to ICAMM parameters [24]. In brief, the mixing matrices are considered as a set of 
spatial patterns (or “scalp maps”) whose independent temporal activations are regulated by their 
corresponding sources. The study of these parameters can determine the connectivity of brain regions during 
the stages of the experiment and shed new light on the EEG data (e.g., [47]). Conversely, the parameters 
obtained by the Gaussian mixed model have no direct relation with the physiological parameters underlying 
the EEG data. Thus, the hidden Markov models with GMM emissions can only be used for classification, 
while G-SICAMM can be used both for classification and for understanding the physiological processes 
behind the EEG. Similarly, the weights of the LSTM network are not readily interpretable as physiological 

 

Fig. 5. Average results of the classification of multimodal data from patients 
performing neuropsychological tests, in terms of balanced error rate and 
Cohen’s kappa. Error bars are shown in red.

 

Fig. 6. Classification of neuropsychological tests for one of the subjects. 
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phenomena, although some works have attempted to project results back onto the scalp for convolutional 
neural networks [48]. 

Some of these preliminary results are shown in Fig. 7. Fig. 7.a shows some results of the Barcelona test for 
subject #3, and Fig. 7.b shows some results of the TAVEC test for the same subject. In both cases, the 
independent components found during the stages of the experiment were consistent with the nature of the 
experiment itself. Furthermore, there were differences between the sources of each state, whereas sources 
from the same state were more similar between them. For the Barcelona test, the results show the activation of 
two regions typical in visual tasks. The first one is the excitation of the occipital region of the head, which is 
related to visual input and processing. Thus, its presence is in concordance with the test. The other common 
source is distributed on the frontal-central region of the head. This region has been found to be related with 
the processing of information during working memory, as seen in [49]. Since this experiment is based on 
working memory, it is indeed consistent that such an area would appear consistently across experiments. 
Finally, the third interesting source found in the response events, which seems to be more noisy than the other 
two, might be caused by electromyographic noise due to the movement required during the response (hand 
movement and pointing). 
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Fig. 7. Spatial patterns of three of the sources extracted from subject #3: a) Barcelona test; b) TAVEC test. 

For the TAVEC test (Fig. 7.b), the patterns for the stimulus state show higher responses on the left 
hemisphere, particularly on the temporal area. This suggests the activation of Wernicke’s speech area on the 
dominant (left) cerebral hemisphere [50], which is in concordance with the fact that the TAVEC is a verbal 
test. The activation of the occipital cortex might suggest visual activity on the part of the subject. Besides, the 
activity during the response state is more centered and more oriented towards the front area of the brain. This 
suggests a suppression of the visual input during the responses, which fits the nature of the test. Other 
interesting result reflected in the estimated G-SICAMM parameters is the excitation of the left frontal 
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temporal area which suggests the activation of Broca’s speech area, usually related with the production of 
speech [50]. 

VI. DISCUSSION AND CONCLUSION 

The method proposed, G-SICAMM, defines a general pattern recognition framework to characterize the 
joint behavior of a number of synchronized SICAMM models. Subspace classification, learning of interaction 
dynamics, and hidden non-Gaussian source separation are jointly considered. Thus, the proposed method is 
capable of modeling several datasets in parallel, learning local dynamic accurately while also considering 
global dynamic interactions. The requirements of the problem (physical components, sensor spatial locations, 
data modalities,...) would determine the use of several Markov chains. Thus, given the characteristics of a 
problem, simpler methods might be used, e.g., SICAMM, if there are no physical, topological or functional 
reasons to use several chains and ICAMM if there is no temporal dependence. 

Some of the parameters of G-SICAMM are fixed due to the method design, e.g., since the mixing matrices 
are square, the number of sources per chain is equal to the number of variables per chain. In the proposed 
supervised learning scheme, the number of states and the number of chains (which depend on the 
characteristics of the application) are considered as prior information. Classification without prior information 
would require an unsupervised learning scheme for G-SICAMM that is outside the scope of this work. 
However, the restriction about the number of chains would remain conditioned to the application. 

The inner structure of the observed data in the multichannel setting makes G-SICAMM a more efficient 
method to deal with a limited amount of data for both training and testing in comparison with one channel 
methods like SICAMM or HMM. It is also more versatile than other coupled methods like CHMM, as non-
Gaussian modelling is possible. Besides, the inherent ICA structure of G-SICAMM may lead to a better 
interpretation of the results by analyzing the estimated hidden independent sources. Simulations showed that 
the higher the value of temporal dependency in HMM (intra- and inter-chain), the higher the improvement in 
classification error rate of G-SICAMM over those of the other competitive methods. These characteristics of 
G-SICAMM would be suitable for the analysis of brain networks in order to model relationships of 
activation/inhibition of relatively distant zones. 

The flexibility of G-SICAMM to model data densities with different degrees of alteration, changing in 
time, of an underlying ICA mixture model was also demonstrated. Accurate non-Gaussian source 
approximation depends on the embedded ICA algorithm and the way that the multichannel dataset is divided. 
The first depends on the assumptions of the ICA estimation, being non-parametric the most relaxed, and the 
latter normally is related with the application. Thus, the configuration of G-SICAMM parameters should be 
tuned with the application requirements. In this work, G-SICAMM was able to adapt to different cases of 
changing non-stationarity and non-linearity from EEG signals. 

Mixture models (MM) have been employed in many applications due to their suitability to represent 
complex data geometries. One of the most popular MM is the Gaussian Mixture Model (GMM), whose data 
generating process has been successfully adapted for description and prediction in several applications (see 
for instance [51]). In practice, an adequate deployment of GMM is able to model almost any kind of data 
distribution. However, the capabilities of inference from the parameters of GMMs are constrained since it is 
difficult to associate the estimated Gaussian components with variables from real applications. Thus, the 
reasoning of assigning meaningful patterns to GMM components based on hypotheses on a real phenomenon 
is not achievable. In contrast, non-Gaussian mixture models (NGMM) would enable the estimation of 
plausible underlying random variables that could be related with physical phenomena, besides the usefulness 
of generating a predictive distribution. This was demonstrated in the processing of EEG signals. 

We considered the automatic classification of EEG signals from epileptic patients performing two learning 
and memory neuropsychological tests. Two types of classification were considered: two-class classification 
([stimulus+retention] vs. [response]) and three-class classification ([stimulus] vs. [retention] vs. [response]). 
G-SICAMM outperformed all the other competitive methods, including a continuous two-coupled HMM and 
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a LSTM recurrent network. The average improvements obtained by G-SICAMM over LSTM and GMM-
based CHMM were 0.17 and 0.08 (for the balanced error rate) and 0.27 and 0.05 (for Cohen's kappa 
coefficient), respectively. The configuration of G-SICAMM allowed brain hemisphere analysis, and thus, 
more accurate detection of small dynamic changes in each hemisphere than the one obtained by analyzing the 
brain dynamics as a whole. 

Furthermore, the G-SICAMM parameters provided a structured result from which an explanation from the 
application standpoint was made. The independent components found for the six patients during the stages of 
the neuropsychological test were consistent with the underlying physiological model. For the visual test, there 
were activations of spatial zones of the brain dedicated to the processing of visual information and attention, 
and of the premotor cortex. For the auditory test, we confirmed the activation of brain regions closely related 
with understanding and producing speech. Thus, the potential of the method for the analysis of brain 
dynamics on EEG signals was demonstrated. 

There are several lines of work that remain open to exploration: (i) to study in greater depth the dynamic 
model parameters extracted from real biological data and search for any correlation with the underlying 
biological processes (e.g., EEG connectivity); (ii) to incorporate different kind of enhancements such as semi-
blind source separation; unsupervised and semi-supervised learning; and multimodal pattern modeling; (iii) to 
adapt the treatment of the CHMM structure to consider alternatives to the current fully connected approach, 
which would reduce computational time and improve numerical convergence; and (iv) to introduce G-
SICAMM in different applications such as multimodal fusion. 
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