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Abstract
The training loss function that enforces certain
training sample distribution patterns plays a criti-
cal role in building a re-identification (ReID) sys-
tem. Besides the basic requirement of discrimi-
nation, i.e., the features corresponding to differ-
ent identities should not be mixed, additional intra-
class distribution constraints, such as features from
the same identities should be close to their cen-
ters, have been adopted to construct losses. De-
spite the advances of various new loss functions,
it is still challenging to strike the balance between
the need of reducing the intra-class variation and al-
lowing certain distribution freedom. In this paper,
we propose a new loss based on center predictiv-
ity, that is, a sample must be positioned in a loca-
tion of the feature space such that from it we can
roughly predict the location of the center of same-
class samples. The prediction error is then regarded
as a loss called Center Prediction Loss (CPL). We
show that, without introducing additional hyper-
parameters, this new loss leads to a more flexi-
ble intra-class distribution constraint while ensur-
ing the between-class samples are well-separated.
Extensive experiments on various real-world ReID
datasets show that the proposed loss can achieve su-
perior performance and can also be complementary
to existing losses.

1 Introduction
Re-identification (ReID), as an important application of deep
metric learning, aims to retrieve the images with the same
identity of queries. The common solution is to construct an
embedding space such that samples with identical identities
(IDs) are gathered while samples with different IDs are well
separated. To enforce such a property, loss functions that
measure the quality of an embedding distribution plays a crit-
ical role and underpins the success of a ReID system.

Generally speaking, the loss function for ReID systems
usually involves two terms: between-class discriminative
losses and intra-class losses. The former encourages the sepa-
ration of samples with different IDs, e.g., triplet loss [Schroff
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Figure 1: An example illustrates the difference between the center
loss and the center prediction loss. Assuming that the intra-class data
distribution is a Gaussian mixture with two Guassian components,
the center loss and center prediction loss incur different loss values.
(a) For the center loss, since each data point is far from the center, a
high loss value will be incurred. (b) For the center prediction loss, a
point (red) far from the center can be mapped to a point close to the
center of the remaining points through the learned MLP. Therefore,
a much smaller loss will be incurred and more flexible similarity
structure can be preserved inside the class. Best viewed in color.

et al., 2015], ID entropy loss, circle loss [Sun et al., 2020]
etc. Intra-class losses are applied to samples within the same
ID, their main purpose is to reduce the intra-class variation of
samples. For example, center loss [Wen et al., 2016] enforces
all the intra-class samples to be clustered around a learned
class-specific center. It try to shrink samples of the same
class into one point in the feature space and may easily drop
their similarity structure [Wang et al., 2019]. The empirical
study shows that applying intra-class losses like center-loss
can improve the generalization performance of learned met-
ric in applications like face recognition [Wen et al., 2016].
However, for applications with higher intra-class variations
like Person-ReID, center loss can boost the clustering effect
of features, but may reduce the ranking performance of ReID
models [Luo et al., 2019a]. This is because intra-class sam-
ples can exhibit significant intra-class variation and may not
be characterized by a single center [Sohoni et al., 2020] or
other existing simple distribution prior.

To overcome the issue of the current intra-class losses, in
this paper we propose a new loss called the center prediction
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loss to strike the balance between intra-class variation reduc-
tion and flexible intra-class distribution modeling. The main
idea is to regularize the intra-class data distribution via a sim-
ple requirement: a sample must be positioned in a location
such that from it we can roughly predict the location of the
center of remaining samples. The prediction error is treated
as a loss function called center prediction loss. We show that
using the predictor in the CPL allows more freedom in choos-
ing intra-class distribution families and the CPL can naturally
preserve the between-class discrimination.

By conducting extensive experiments on various person
ReID and vehicle ReID datasets, we demonstrate the supe-
rior performance of the proposed loss and show that it can
lead to consistent performance improvement to several exist-
ing ReID systems.

In summary, the contribution of this study is three-fold:

• We propose a new intra-class loss called Center
Prediction Loss (CPL). To the best of our knowledge,
it is the first attempt to use the property of center predic-
tivity as the loss function.

• We show that the CPL allows more freedom for choos-
ing the intra-class distribution family and can naturally
preserving the discrimination between samples from dif-
ferent classes.

• Extensive experiments on various ReID benchmarks
show that the proposed loss can achieve superior perfor-
mance and can also be complementary to existing losses.
We also achieve new state-of-the-art performance on
multiple ReID benchmarks.

2 Related Work
This section reviews some commonly used loss function for
metric learning.
ID cross-entropy loss treats each ID as an class, and use the
cross-entropy loss to perform multi-class classification:

Lce = −Ex

[
log

exp
(
w>y x+ by

)∑C
j exp

(
w>j x+ bj

)] , (1)

where E is the expectation. x and y are a randomly sam-
pled embedding feature and its class label. [w1, · · · ,wC ] ∈
Rd×C is the weights of the classifier and b is the bias term. In
practice, we approximate the E with mini-batch in the SGD
optimization.
Center Loss [Wen et al., 2016] simultaneously learns a cen-
ter for each class and penalizes the distances between the
deep features and their corresponding class centers.

Lcenter =
1

2
Ex

[
‖x− cy‖22

]
, (2)

where cy is the learned center for class y. The definition of
other symbols are same as above. Working with the ID cross-
entropy loss, center loss can obtain excellent intra-class com-
pactness and inter-class separability on the training set.
Triplet Loss [Schroff et al., 2015] applies to a triplet of sam-
ples called anchor point (xa), positive point (xp) and negative

point (xn). It aims to pull an anchor point closer to the posi-
tive point (same identity) than to the negative point (different
identity) by a fixed margin m:

Ltri = E{xa,xp,xn} [D(xa,xp)−D(xa,xn) +m]+ , (3)

where D(·) denotes euclidean distance, m is a fixed margin
and [·]+ is the hinge function.
Circle Loss [Sun et al., 2020] applies to a randomly sam-
pled batch of samples. Given a single sample x in the feature
space, assume that there are K same-class samples which
gives K similarity scores and L other-class sample which
gives L between-class similarity scores, then circle loss is de-
fined as:

Lcircle = E

log
1 +

L∑
j=1

exp
(
γ
(
sjn +m

)) K∑
i=1

exp
(
γ
(
−sip

)) ,
(4)

where sjn is the intra-class similarity, sip is the between-class
similarity. m is the margin between sjn and sip and γ is a
hyper-parameters.
Lifted Structure Loss [Oh Song et al., 2016] tries to pull
one positive pair as close as possible and pushes all negative
samples farther than a margin m.

LLS = E

∑
yij=1

Dij + log

( ∑
yik=0

exp (m−Dik)

)
+ log

∑
yjl=0

exp (m−Djl)


+

 ,
(5)

where D(·) is the distance metric, ij is positive pair, ik and
jl are negative pairs.
Ranked List Loss (RLL) [Wang et al., 2019] proposes to
build a set-based similarity structure by exploiting all in-
stances in the gallery. Different from the above methods
which aim to pull positive pairs as close as possible in the em-
bedding space, the RLL only needs to pull positive examples
closer than a predefined threshold (boundary). In the form of
pairwise constraint, the loss can be expressed as:

LRLL = E
[
(1− yij) [α− dij ]+ + yij [dij − (α−m)]+

]
,

(6)
where dij is euclidean distance between ith sample and jth
sample. yij = 1 if yi = yj , and yij = 0 otherwise. RLL aims
to push its negative point farther than a boundary α and pull
its positive one closer than another boundary α−m. Thus m
is the margin between two boundaries.
N-pair-mc Loss [Sohn, 2016] uses the structural informa-
tion between the data to learn more discriminative features.
Triplet loss pulls one positive point towards anchor while
pushing a negative one simultaneously. In the process of each
parameter update, N-pair-mc loss also considers the relation-
ship between the query sample and negative samples of differ-
ent classes, prompting the query to maintain a distance from
all other classes, which can speed up the convergence of the
model.
Limitations of the existing losses: By analyzing the above
loss functions, we identify the following limitations of the
existing methods: First, all of the above loss functions try to
reduce the distance between samples of the same class. Most
losses encourage the same-class samples to be shrunken into
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Figure 2: A default way of applying the proposed CPL. The CPL is
an intra-class loss and it needs to be used with another between-class
discriminative loss. In this approach, we apply a fully connection
layer as an identity classifier and use the ID cross-entropy loss.

one point. However, this may hurt preserving the intrinsic
intra-class sample diversity which has been shown to be ben-
eficial for learning transferable features [Wang et al., 2019].
Second, some loss functions, such as RLL, use a fixed intra-
class margin for all classes to regularize the intra-class sample
distribution. However, a fixed margin can hardly be optimal
for all classes.

In contrast, our proposed CPL allows more flexibility in
intra-class sample distribution and does not necessarily re-
quire same-class samples should have very small distances.
Also, it does not involve any pre-set hyper-parameters and
can be adaptive to each class.

3 Approach
In this section, we elaborate on our approach. We first intro-
duce the detail of the proposed Center Prediction Loss (CPL).
Then we explain the properties of the CPL with examples. Fi-
nally, we provide implementation details of the CPL.

3.1 Center Prediction Loss
The proposed CPL is calculated from a set of randomly sam-
pled same-class samples. After extracting features from a
feature extractor φ(·), we obtain a set of feature vectors
{x1,x2, · · · ,xk} from those intra-class samples. The CPL
is defined as:

LCPL = min
θ

E{x1,··· ,xk}

[
k∑
i=1

‖f(xi; θ)− ci‖22

]
, (7)

where k is the number of intra-class samples, f(xi; θ) is the
center predictor, which consists of a multi-layer perceptron
(MLP) parameterized by θ. ci = 1

k−1
∑
j 6=i xj

1. E denotes
the expectation. In other words, as shown in Figure 2, CPL
is defined as the optimal predictive error from a sample to the

1There might be other choices for the prediction target ci, e.g.,
the center of all same-class samples or even a randomly sampled
same-class data point. We empirically find that using the center of
the remaining samples leads to slightly better performance. Investi-
gation of other target choices is provided in our ablation study.

z

x

y

Figure 3: The learned 2D embeddings (L-2 normalized) and their
corresponding CPL (z-axis) in CIFAR-10 experiment. Different col-
ors denote different classes. Best viewed in color. As can be seen,
samples located at the class boundary tend to incur higher CPL.

center of the rest of same-class samples. At the first glance,
CPL is very similar to the center loss, which directly requires
xi to be close to a learned center. However, we will show that
the introduction of the center predictor (MLP) significantly
changes the properties of the loss.

3.2 Properties of the CPL
The difference between CPL and traditional single-center-
based intra-class loss can be well explained with the example
shown in Figure 1. As seen, for a Guassian-mixture-alike dis-
tribution shown in Figure 1, the center loss will incur heavy
penalization since the samples are not gathered around a cen-
ter. In contrast, CPL will not incur a heavy loss. This is
because if a sample is located at the right (or the left) side
Gaussian component, it should be aware that the center of
the rest same-class samples should be located in the middle.
Thus, the center predictor will project a sample to the middle
of the two Gaussians and lead to a small CPL. From this ex-
ample, we can see that the CPL allows greater flexibility for
the distribution formation.

One potential concern of the CPL is that if it allows too
much freedom for the intra-class distribution it may hurt the
discrimination of between-class samples. In fact, the cen-
ter prediction mechanism can automatically avoid positioning
samples at the class boundary. This is because, for boundary
samples, a slight perturbation of samples will lead to a sig-
nificant change of the prediction target which may jump from
the center of one class sample to that of another class sample.
Therefore, the center predictor will struggle to make the right
prediction and in effect, it tends to incur high loss values. To
validate this claim, we conduct an experiment on a subset of
CIFAR-10. We set the output number of the last hidden layer
to 2 in ResNet20, which allows us to plot the features on 2-D
surface for visualization. We learn 2-dimension embeddings
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Figure 4: The center loss and the center prediction loss (CPL) on two classes with different Gaussian distributions. The class (red samples)
on the left is a compact circular distribution, and the class (blue samples) on the right is an elliptic distribution with large co-variance. Best
viewed in color.

of samples with both an ID entropy loss and the CPL. The re-
sults are shown in Figure 3 in which different colors are used
to denote samples from different classes and values of CPL
are shown on the z-axis. As can be seen, the points at the
class-boundary lead to significantly higher loss values.

We further use a simple example to illustrate how CPL
works in practice. In Figure 4 (a), there are two Gaussian
distributions with different covariance matrices, representing
two classes. Then we train a center predictor for CPL, and
calculate the prediction error, ei = ‖f(xi; θ)−ci‖22 for every
data point (Note that LCPL = E [

∑
ei]). Then we use the z-

axis of each point to indicate ei. To make a comparison with
the center loss, we use the same visualization method but cal-
culating ei = ‖xi−c‖22, where c is the respective class mean
vector. The visualization results are shown in Figure 4 (b) and
(c). From the visualization, we can see that the center loss pe-
nalizes the blue-class points much heavier than the red-class
points since the former has a relatively large variance. In con-
trast, the CPL does not over-penalize most blue-class points.
The only high loss values are incurred at the points located
at the class boundary. Therefore, minimizing the CPL will
not strongly force blue points to move closer to the center but
push points away from the class boundary.

3.3 Implementation of CPL
To straightforwardly implement the CPL, we need first update
the center predictor to find the best fit to the target and then
back-propagate through the loss to the feature extractor of
xi. However, this is computationally intractable. In practice,
we jointly optimize the parameters inside the center predictor
and the other network parameters. To avoid co-adaptation of
x and f(·), e.g., the network may push x to a very small scale
for minimizing the CPL, we does not allow gradient update
through ci. In other words, we fix ci as constant once it is
calculated in the forward pass. Another important implemen-
tation detail is that we apply a batch normalization to xi when
calculating ci, namely, ci = 1

K−1
∑
j 6=iBN(xj). Since

intra-class loss cannot be used for metric learning alone, we
by default to apply it with the ID cross-entropy loss, that is,
a classifier is attached to the learned embedding to categorize
a sample to its given ID. Figure 2 shows the structure of the

system, where we use a classifier for ID classification.
Note that the proposed CPL can be simply plugged into any

deep metric learning system as an additional loss function.
We present the pseudo-code of the CPL in Algorithm 1.

Algorithm 1 Applying Center Prediction Loss for ReID sys-
tems

1: Input: D
2: Randomly initialize feature extractor φ(·;λ) and center

predictor (MLP) f(·; θ)
3: for t = 0 to T do
4: Sample P IDs with K images per ID from D. Extract-

ing their features as {{xci}Ki=1}}Pc=1

5: Compute cci =
1

K−1
∑K
j=1,j 6=iBN(xcj)

6: Compute loss LCPL =
∑
c

1
K

∑
i ‖f(xci ; θ)− ci‖22

7: Calculate ID cross-entropy loss Lce for samples
8: Update both θ and λ with by back-propagate LCPL +

λLce via SGD.
9: end for

4 Experiments
4.1 Datasets
We conduct extensive experiments on four public per-
son ReID datasets, i.e., Market1501 [Zheng et al., 2015],
Duke [Zheng et al., 2017], CUHK03 [Li et al., 2014] and
MSMT17 [Wei et al., 2018]. We also verify the effectiveness
of our loss on three largescale vehicle ReID datasets, i.e.,
VeRi-776 [Liu et al., 2016b], VehicleID [Liu et al., 2016a]
and VRIC [Kanacı et al., 2018]. The Cumulative Match
Curve (CMC) at Rank-1 and the mean Average Precision
(mAP) are used as the evaluation criteria.

4.2 Implementation Details
Unless specified otherwise, we use BOT [Luo et al., 2019a]
as the baseline by default. We didn’t utilize label smooth, test
with flip and re-ranking. All the experiments use ResNet50
as the backbone. The center predictor is a two-layer MLP,
whose hidden layer is 512-dimension. The person images
were resized to 256×128 and vehicle images were resized to



Method

CUHK03
Market1501 Duke MSMT17Labeled Detected

Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP

IDE [Sun et al., 2018] 43.8 38.9 - - 85.3 68.5 73.2 52.8 - -
MGCAM [Song et al., 2018] 50.1 50.2 46.7 46.9 83.8 74.3 - - - -
AACN [Xu et al., 2018] - - - - 85.9 66.9 76.8 59.3 - -
SPReID [Kalayeh et al., 2018] - - - - 92.5 81.3 84.4 71.0 - -
HA-CNN [Li et al., 2018] 44.4 41.0 41.7 38.6 91.2 75.7 80.5 63.8 - -
DuATM [Si et al., 2018] - - - - 91.4 76.6 81.8 64.6 - -
Mancs [Wang et al., 2018] 69.0 63.9 65.5 60.5 93.1 82.3 84.9 71.8 - -
HPM [Fu et al., 2019] 63.9 57.5 - - 94.2 82.7 86.6 74.3 - -
DSA-reID [Zhang et al., 2019] 78.9 75.2 78.2 73.1 95.7 87.6 86.2 74.3 - -
IANet [Zhang et al., 2019] - - - - 94.4 83.1 - - 75.5 46.8
JDGL [Fu et al., 2019] - - - - 94.8 86.0 - - 77.2 52.3
OSNet [Fu et al., 2019] - - 72.3 67.8 94.8 84.9 - - 78.7 52.9
HOReid [Wang et al., 2020] - - - - 94.2 84.9 86.9 75.6 - -
ISP [Zhu et al., 2020] 76.5 74.1 75.2 71.4 95.3 88.6 89.6 80.0 - -
AlignedReID† [Luo et al., 2019b] 53.8 49.0 50.5 45.6 84.9 68.0 76.5 59.6 58.8 33.7
AlignedReID + CPL 55.6 50.1 52.4 47.0 85.2 69.5 79.0 61.3 62.7 36.5

BoT† [Luo et al., 2019a] 68.9 66.8 65.2 62.9 93.7 84.9 85.2 75.1 73.8 50.1
BoT + CPL 71.9 69.6 68.3 65.9 94.7 87.0 87.3 76.4 75.0 51.8

RGA† [Zhang et al., 2020] 81.1 77.2 78.9 75.0 95.2 88.4 88.7 78.4 79.9 56.7
RGA + CPL 82.5 78.3 80.9 76.8 95.5 88.8 89.0 78.8 81.4 57.8

Table 1: Performance (%) comparisons with the state-of-the-arts on CUHK03, Market1501, Duke and MSMT17. “†” means by our imple-
mentation. Bold and Italic fonts represent the best and second best performance respectively.

Method VeRi-776 VehicleID (Large)
Rank-1 mAP Rank-1 mAP

AAVER∗ [Khorramshahi et al., 2019] 89.0 61.2 63.5 −
PRND∗‡ [He et al., 2019] 94.3 74.3 74.2 −

GS-TRE(ResNet50) [Bai et al., 2018] − − − 78.8
FDA-Net [Lou et al., 2019b] 84.3 55.5 55.5 61.8

EALN [Lou et al., 2019a] 84.4 57.4 69.3 71.0
Mob.VFL [Alfasly et al., 2019] 87.2 58.1 67.4 −

QD-DLP [Zhu et al., 2019] 88.5 61.8 64.1 68.4
DMML [Chen et al., 2019] 91.2 70.1 67.7† 72.4†

MRL [Lin et al., 2019]‡ 94.3 78.5 78.4 81.2
SAVER‡ [Khorramshahi et al., 2020] 96.4 79.6 75.3 −

BoT† [Luo et al., 2019a] 94.7 79.3 75.5 81.0
BoT + CPL 96.0 80.6 76.7 82.3

Table 2: Comparison with state of the art methods on VeRi-776 and
VehicleID (in %). “*” indicates models trained with extra anno-
tations such as keypoints or viewpoints. “†” means by our imple-
mentation. The input image size is 224 × 224 by default except
the methods with “‡”. Bold and Italic fonts represent the best and
second best performance respectively.

224×224. The batch size is 64 (4 images/ID and 16 IDs). The
model is trained 120 epochs and the learning rate is initialized
to 3.5 × 10−4 and divided by 10 at the 40th epoch and 70th
epoch. The detailed implementation of other methods follows
the settings in their respective papers.

4.3 CPL with SOTA Methods
In this section we evaluate the performance of our pro-
posed loss by incorporating it into several state-of-the-art ap-
proaches. For person ReID benchmarks, we apply CPL on
[Luo et al., 2019b; Luo et al., 2019a; Zhang et al., 2020] that

Method Rank-1 Rank-5
OIFE(Single Branch)* 24.6 51.0

Siamese-Visual* 30.5 57.3
MSVF [Kanacı et al., 2018] 46.6 65.6

CRAD [Li et al., 2020] 50.1 68.2
BW [Kumar et al., 2020] 69.1 90.5
BoT† [Luo et al., 2019a] 74.3 90.3

BoT + CPL 76.6 91.8

Table 3: Comparison with state-of-the-art methods on VRIC (in %).
Bold fonts represent the best performance. “†” means by our imple-
mentation. “*” refers to results represented in MSVF.

already use ID cross-entropy loss and hard triplet loss. The
results are shown in Table 1. It is clear that our CPL can fur-
ther improve the performance of several SOTA methods on
four public person ReID datasets.

To further validate the effectiveness of our loss, we also
conduct experiments on three vehicle datasets. Although
BoT [Luo et al., 2019a] is originally designed for person
ReID, applying it to vehicle ReID is straightforward given
their similar pipelines. We resize the image size from 256 ×
128 to 224 × 224 in vehicle ReID. As shown in Table 2 and
Table 3, our method yields a consistent performance gain over
these vehicle datasets in different degrees, ranging from 1.2%
to 2.3% on Rank-1.

4.4 Ablation Study
In this section, we perform an ablation study on several key
factors. Unless specified otherwise, the default setting in the



Method
CUHK03

Market1501 Duke MSMT17Labeled Detected
Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP

Baseline (ID cross-entropy only) 65.71 63.36 63.93 60.11 93.29 83.06 84.34 72.87 71.38 47.08
Baseline + CPL 69.57 68.17 67.29 65.36 94.06 86.09 86.27 75.34 74.51 50.68

Baseline + Center [Wen et al., 2016] 64.57 63.03 62.57 59.65 92.87 82.78 83.48 72.52 70.92 46.37
Baseline + Center + CPL 67.36 66.28 66.43 63.96 93.41 84.70 85.14 74.89 72.51 49.27
Baseline + RLL [Wang et al., 2019] 67.86 66.71 63.79 62.84 93.79 84.65 86.18 75.25 72.45 48.80
Baseline + RLL + CPL 71.29 69.83 68.71 66.98 94.09 86.21 86.58 76.05 73.23 50.25
Baseline + Triplet [Schroff et al., 2015] 68.93 66.82 65.21 62.90 93.68 84.90 85.19 75.07 73.80 50.07
Baseline + Triplet + CPL 71.86 69.58 68.29 65.91 94.66 86.96 87.34 76.41 75.00 51.84

Table 4: The CPL is complementary to other loss functions. The baseline is BoT with ID cross-entropy loss only. Bold fonts represent the
best performance (in %).

Market1501 Duke CUHK03(L) MSMT17
Random point. 86.30 76.39 69.71 51.15
Farthest point 86.76 76.18 69.56 51.57
Sample mean 86.59 76.18 69.33 51.46

Leave-one-out mean 86.96 76.41 69.58 51.84

Table 5: The mAP (%) comparison with different predictor target.
Bold fonts represent the best performance.

experiment is BoT [Luo et al., 2019a] trained with ID cross-
entropy loss, triplet loss, and our proposed CPL.

Target of predictor In the CPL, the MLP predicts the cen-
ter of the remaining same-class samples. However, theoret-
ically, it is possible to use other prediction targets. In this
ablation study, we conduct experiments to evaluate several al-
ternatives. They are: (1) a randomly chosen same-class point
(Random point), (2) a sample which is farthest to the current
point (Farthest point), and (3) average of all the same-class
samples (Sample mean). We compare them with the target
used in the CPL, i.e., an average of remaining same-class
samples (Leave-one-out mean).

The results are shown in Table 5. We can see that the per-
formance of these four different ways is comparable, and us-
ing the mean of remaining same-class samples is slightly bet-
ter than others, so we use it as the target in CPL by default.

Complementarity of the CPL and other losses As men-
tioned in the introduction, the CPL is an intra-class loss
that encourages certain distribution patterns of the same-class
samples. It usually works with other loss functions. In this
section, we conduct experiments to combine the CPL with
other loss functions. The purpose of this experiment to check
if the CPL can be beneficial in addition to the existing loss
functions.

The results are shown in Table 4. As seen, the incorpora-
tion of the CPL leads to consistent performance improvement
in almost all cases. This clearly shows that the CPL is com-
plementary to the other loss functions.

The influence of batch-normalization (BN) layers We
find that using batch-normalization can make the training
more stable and lead to improved performance. We compare
the different ways of applying BN to CPL: (1) without apply-

Projection Target BN
(output)

Predictor BN
(hidden)

Predictor BN
(output) mAP (%)

No Pred. − − − 85.59
2-layer Pred. − − − 85.40
2-layer Pred. X − − 86.77
2-layer Pred. X X − 86.96
4-layer Pred. X X − 86.89
2-layer Pred. X X X 86.59

Table 6: The influence of batch normalization in CPL on Mar-
ket1501.

ing BN to calculate the target (Target BN) (2) only applying
BN for target calculation. (3) applying BN for both target
calculation and Predictor f(·; θ) (we test applying BN to dif-
ferent positions in the predictor). The results are shown in
Table 6. As seen, the use of BN is beneficial. However, the
benefit mainly comes from applying BN to target calculation.
Whether apply BN to the MLP predictor has little impact on
the performance.

In addition, we also investigated the impact of the MLP
structure. We test the performance by using a different num-
ber of layers in MLP. We find that the number of MLP layers
in the predictor has little impact on the performance, and two
layers are enough. Therefore, we choose a predictor with two
layers, with its hidden node dimension as 512.

5 Conclusion

In this work, we propose a new loss called the center pre-
diction loss to strike the balance between intra-class variation
reduction and flexible intra-class distribution modeling. The
loss encourages a sample to be positioned in a location such
that from it we can roughly predict the center of the same-
class samples. We show that the proposed CPL allows greater
freedom in data distribution families and it can also preserve
the discrimination of learned embedding by avoiding posi-
tioning samples around the class boundaries. We carried out
extensive experiments on various real-world ReID datasets to
demonstrate that the proposed loss is a powerful alternative
to many existing metric learning losses. Also, it can be com-
plementary to these losses and achieve higher performance.
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