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ABSTRACT

Weakly supervised semantic segmentation (WSSS) aims to produce pixel-wise class predictions with
only image-level labels for training. To this end, previous methods adopt the common pipeline:
they generate pseudo masks from class activation maps (CAMs) and use such masks to supervise
segmentation networks. However, it is challenging to derive comprehensive pseudo masks that cover
the whole extent of objects due to the local property of CAMs, i.e., they tend to focus solely on
small discriminative object parts. In this paper, we associate the locality of CAMs with the texture-
biased property of convolutional neural networks (CNNs). Accordingly, we propose to exploit shape
information to supplement the texture-biased CNN features, thereby encouraging mask predictions
to be not only comprehensive but also well-aligned with object boundaries. We further refine the
predictions in an online fashion with a novel refinement method that takes into account both the class
and the color affinities, in order to generate reliable pseudo masks to supervise the model. Importantly,
our model is end-to-end trained within a single-stage framework and therefore efficient in terms of the
training cost. Through extensive experiments on PASCAL VOC 2012, we validate the effectiveness
of our method in producing precise and shape-aligned segmentation results. Specifically, our model
surpasses the existing state-of-the-art single-stage approaches by large margins. What is more, it also
achieves a new state-of-the-art performance over multi-stage approaches, when adopted in a simple
two-stage pipeline without bells and whistles.

1. Introduction

The goal of semantic segmentation is to predict pixel-
level categories in a given image. Thanks to the various
applications, such as scene understanding [1], autonomous
driving [2], and image editing [3], it has been actively
studied by the research community. Particularly, a number
of fully supervised methods are devised for the task and
achieve excellent segmentation performances [4, 5, 6, 7, 8].
Nevertheless, the expensive cost for obtaining pixel-wise
annotations largely limits their scalability and practicability.

To mitigate the cost issue, utilizing weak supervision has
received increasing attention recently, mainly image-level
tags [9, 10, 11, 12]. Given only image-level labels, exist-
ing methods employ class activation maps (CAMs)! [13]
as an initial seed region and derive pseudo masks from
it [14, 10]. However, with only the image-level classification
loss, CAMs tend to highlight only small discriminative parts
rather than the full extent of an object [15, 16, 17]. This
locality of CAMs leads the resulting pseudo masks to be less
comprehensive as well as to disagree with object outlines.
To compensate for it, existing multi-stage methods try to
refine CAMs in an offline fashion and utilize them to train
an external segmentation network [10, 18]. Nevertheless,
they necessitate high levels of computational complexity

*Equal contributions.
*This work was done when Minsong Ki was at the Department of
Computer Science, Yonsei University.
**Corresponding author.
] hrbyun@yonsei.ac.kr (H. Byun)
ORCID(S): 0000-0002-3082-3214 (H. Byun)
'We use the term “CAM" in a broad way to represent class score maps
predicted by segmentation models throughout this paper.

and a long training time, which eventually compromises the
advantage of weak supervision in terms of costs [19].

In this paper, we aim to generate improved CAMs on
the fly that better cover object regions. To that end, we first
make a connection between the locality of CAMs and the
texture bias of convolutional neural networks (CNNs). As
diagnosed in the recent literature [20, 21, 22], CNNs are
heavily biased toward texture information when classifying
an object. Therefore, it is reasonable that CAMs show high
activation only for the discriminative texture patterns of
small object parts (e.g., the faces of cats), as demonstrated
in Fig. lc. Conversely, one may imagine a shape-biased
CNN [20] — its CAM would focus solely on the object
boundaries (e.g., the outlines of cats). To sum up, both types
of biases are complementary and indispensable for obtaining
comprehensive CAMs that can capture object regions to a
whole extent. This motivates us to explore leveraging shape-
biased features together with the conventional texture-biased
ones of CNNss so as to generate better CAMs.

From this motivation, we introduce a novel framework
for weakly supervised semantic segmentation, where shape
information plays a role as shape cues in producing complete
CAMs that localize the entire regions of objects. Specif-
ically, we design a shape cue module (SCM) that learns
shape-related features by intentionally removing texture in-
formation. The shape-biased features extracted by SCM are
injected back to the network, in order to supplement the
original texture-biased features during the decoding process.
Consequently, the model can derive more comprehensive
segmentation maps that not only cover the discriminative
parts but align well with object boundaries. Moreover, to
efficiently generate precise pseudo masks during training,
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(b) Ground-truth (c) Vanilla CAM

(a) Input (d) Ours

Figure 1: Visualization of the effectiveness of our method.
Compared to the vanilla CAM that pays attention to only
local parts (e.g., faces), our method is able to produce more
comprehensive activation maps by exploiting object shape
cues.

we propose an online mask refinement method, namely
semantics-augmented pixel refinement (SPR). Technically,
our SPR takes into account class semantics as well as color
information to compute local inter-pixel affinities. Based on
the affinities, it can effectively refine the initial predictions,
resulting in high-quality pseudo masks. They are in turn used
to supervise our model in an end-to-end fashion.

With the help of the shape cues and the effective mask
refinement, our model is able to produce comprehensive
activation maps with well-aligned boundaries, as shown in
Fig. 1d. Through extensive experiments on PASCAL VOC
2012 [23], we clearly validate the effectiveness of the pro-
posed methods in improving the segmentation performance
in the weakly supervised setting. Moreover, we demonstrate
the superiority of our model over existing state-of-the-art
single-stage approaches in terms of mask quality and bound-
ary alignment. Our model also sets a new state-of-the-art in
the multi-stage settings when adopted in a simple two-stage
pipeline without bells and whistles.

To summarize, our contributions are four-fold.

e We shed light on the connection between the locality
of CAMs and the texture bias of CNNs, which has
hardly been handled before.

e We introduce a novel weakly supervised segmentation
method that explicitly leverages shape-biased features
as shape cues for producing comprehensive segmen-
tation maps, overcoming the locality of CAMs.

e We propose a new pseudo mask generation method,
where both color and semantic information are lever-
aged for obtaining pairwise pixel affinities, thereby
accurately refining initial mask predictions.

e On PASCAL VOC 2012, the most popular bench-
mark, our method achieves a new state-of-the-art per-
formance with a significant margin in both the single
and the multi-stage settings.

2. Related Work

2.1. Fully Supervised Semantic Segmentation

The goal of semantic segmentation is to classify each
pixel in a given image. A majority of fully supervised
methods are built upon the encoder-decoder architecture to
predict segmentation masks from latent representation [24,
25, 6]. Meanwhile, some methods adopt the attention mech-
anism to capture rich contextual relations [26, 27, 28, 29].
In addition, there appear attempts to find the optimal model
design by neural architecture search [30, 31]. Recently, re-
searchers bring the remarkable success of Transformers [32]
to the segmentation task [7, 33, 8]. Despite the great per-
formances, fully supervised methods suffer from the high
labeling cost, which triggers researchers to explore weak
supervision [9] or even the unsupervised setting [34, 35].

2.2. Weakly Supervised Semantic Segmentation

Weakly supervised learning aims to mitigate heavy an-
notation costs and has widely been studied in image [13,
36] and video domains [37, 38, 39] using various label
forms. Specifically, most of the weakly supervised semantic
segmentation work utilizes image-level labels owing to the
cheapest cost, while a variety of supervision levels have also
been employed, such as points [40], scribbles [41, 42], and
bounding boxes [43, 44, 45, 46]. Our framework employs
image-level labels for training, and existing methods can be
divided into two mainstreams.

Multi-stage approaches first obtain class activation
maps (CAMs) [13] using a classification network and then
refine them in an offline manner, which are later used as
pseudo labels to train external segmentation models. Early
approaches examine the adjacent pixels of initial confident
seeds to grow seed regions [47, 9]. Moreover, several
methods consider broader pixel affinities using the random
walk [10] or the self-attention [11]. There are also some
attempts to improve the initial seed quality by the stochastic
convolution [15] or the online attention accumulation [48].
CONTA [14] adopts the backdoor adjustment to alleviate
confounding biases, while CDA [49] designs a copy-and-
paste augmentation to decouple the context from objects.
Recent methods mainly focus on discovering less discrim-
inative object parts by erasing the dominant regions [50,
51], using complementary image patches [52], or pushing
images away from the decision boundary [16]. Meanwhile,
some methods attempt to refine segmentation results by
exploiting saliency maps as post-processing [53, 54] or
auxiliary supervision [55, 56] In addition, several recent
methods consider the inter-image relation to capture richer
information [57, 58, 59].

Among the prior work, there are several methods that
try to refine the initial segmentation results to be aligned
with boundaries. The first group relies on the saliency labels
or predictions [54, 55, 58]. However, the saliency maps
require extra human annotations and/or auxiliary model
training. Also, they intrinsically highlight only the dominant
object in the scene and ignore small objects, which can be
detrimental to the segmentation task where both types of
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objects need to be captured. The second group tries to esti-
mate semantic boundaries. Amongst, some methods [10, 18]
take an indirect way by allowing a model to learn inter-
pixel affinities, while another approach [60] directly trains
a boundary detection model by generating pseudo boundary
labels. Nonetheless, they all need auxiliary networks for the
purpose and cannot be trained in an end-to-end fashion, i.e.,
they require training of another segmentation model in the
next stage. In contrast to them, our method (a) does not
require any saliency labels or predicted maps, (b) does not
need any auxiliary networks, and (c) is seamlessly integrated
into a single-stage segmentation pipeline and provides shape
cues in an end-to-end fashion.

Single-stage approaches streamline the complicated
training of multi-stage counterparts in order to save the
expensive training cost. EM-Adapt [61] introduces an online
expectation-maximization method under weak annotation
constraints. CRF-RNN [62] fuses top-down and bottom-
up activation maps with smoothness visual cues, while
RRM [19] integrates the classification and the segmen-
tation networks into an end-to-end framework. Moreover,
SSSS [12] introduces three desirable concepts for precise
segmentation and improves the segmentation quality based
on them. Most recently, AA&LR [63] proposes the adaptive
affinity loss and the label reassigning strategy to better learn
from noisy pseudo masks.

Our method follows the efficient single-stage pipeline.
Different from previous work, we shed light on the connec-
tion between the locality of CAMs and the texture biases of
CNNSs. Accordingly, we propose to explicitly leverage shape
cues, thereby allowing the predicted masks to capture the
objects accurately.

2.3. Texture Biases in Convolutional Neural
Networks

In the recent literature [20, 64], it is demonstrated that,
unlike humans, convolutional neural networks (CNNs) have
strong biases towards textures rather than shapes, i.e., they
heavily rely on texture information when classifying objects.
It is also revealed that shape-biased features are more robust
than texture-biased counterparts against domain shifts [65]
and adversarial attacks [66]. Accordingly, a variety of meth-
ods have been proposed to ameliorate the texture biases, such
as image stylization [20], information erasure [67], dedi-
cated augmentation schemes [21], adversarial training [68],
and separated supervision [22].

In this paper, we argue that the texture-biased property of
CNNs hampers the segmentation performance in the weakly
supervised setting. To tackle this challenge, we discover
shape-related features and use them as shape cues for pro-
ducing more precise segmentation masks.

3. Proposed Method

As depicted in Fig. 2, our framework consists of two
parts: the shape-aware segmentation network and the self-
supervised training with pseudo masks. The shape-aware

Shape-aware Segmentation Network

Decoder
=

‘mask

Self-supervised Training
with Pseudo Masks

Figure 2: Overview of the proposed framework. It consists of
the shape-aware segmentation network and the self-supervised
training with pseudo masks.

segmentation network takes an image as input and produces
mask predictions. To enhance the mask quality, we introduce
a novel shape cue module (SCM) that distills shape-related
features from the encoder. During decoding, they are used
as shape cues to encourage the segmentation mask to be
comprehensive. Afterward, our semantics-augmented pixel
refinement (SPR) further hones the mask prediction by lever-
aging both color information and class semantics, leading to
accurate pseudo masks. The resulting pseudo masks in turn
provide pixel-level supervision to the segmentation network
in an online fashion.

3.1. Shape-aware Segmentation Network
3.1.1. Overview

Our shape-aware segmentation network follows the ar-
chitectural design of DeepLabV3 [5]. An input image X €
RHXWX3 goes through the encoder, where H and W are
the height and the width of the image, respectively. Taking
the encoded feature as input, the decoder predicts an initial
segmentation score map. Following the existing work [12],
we add an auxiliary map for the background class filled
with constant values (i.e., 1). This results in the score map
S e RMwxX(K+D where (h, w) indicates the size of the
score map and K + 1 denotes the number of object classes
plus the background. To train the model with image-level
labels, we obtain the image-level class scores by performing
normalized global weighted pooling. In detail, we first obtain

c
the normalized score map M, i.e., m¢ = %, where
! EC/=1 CXP(SF )
m is the normalized score for class ¢ of the i-th pixel”. Then,
the image-level class score for the c-th class is derived by the

attended sum of pixel-level scores as follows.

o = i i , 1
€+ Yy ms )
where € is a small constant for numerical stability. After-
ward, we apply the sigmoid function on the obtained scores
to get the image-level class probabilities, i.e., 3¢ = o(v°).
Given the image-level class probabilities § and the
image-level weak labels y, we calculate the classification

2For better presentation, we use pixel indices rather than (x, y) coordi-
nates throughout this paper.
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loss using the binary cross-entropy as follows.

K
1 A -
L= X (5 tog 5 + (1 =y log(1 = 59). (2)

We note that the background class is excluded from the loss
calculation.

3.1.2. Shape cue module

As discussed in Sec. 1, the CNN-based encoder would
learn biased representation toward texture, which results in
incomplete masks in the decoding process. To improve the
mask quality, we design the shape cue module (SCM) that
utilizes shape-related features as shape cues along with the
original texture-biased features. Although various methods
can be applied to extract shape information from CNNs, such
as texture diversification [20] and adversarial training [68],
we here instantiate our SCM based on the information era-
sure approach [67] owing to its simplicity and generality. Ina
nutshell, we pull out shape-biased features from the encoder
by intentionally erasing its texture information.

The next question is, how can we selectively remove
texture information? Generally, texture regions are known
to be less informative than shape ones, since they tend
to be highly similar to their neighborhood. Formally, the
information contained in a given local region (i.e., patch) can
be estimated with the Shannon entropy [69]. However, since
directly estimating the distribution of a patch is impractical,
we follow Shi et al. [67] to approximate the distribution
by treating the neighboring patches as its samples. Conse-
quently, the self-information of the patch p can be estimated
using the kernel density estimator with the Gaussian kernel
as follows.

A | exp (- [lp—p'[I* /2%)
1(p)=-log—— ., (3)
| Byl vp'eB, V2rzh

where BB, is the set of all neighboring patches of p within the
pre-defined distance R, & is the bandwidth of the Gaussian
kernel, and | - | is the cardinality operator.

Considering a patch placed on a texture region, for
example, it is likely to have high color similarity with
neighbors (the same texture) and therefore will get low
self-information. On the contrary, another patch containing
part of an object shape would have high self-information,
since they tend to be unique among their neighborhood.
Based on this tendency, we remove texture-related features
by stochastically zeroing out the neurons of texture regions,
where the dropping probability is inversely proportional to
the self-information of the regions. Specifically, we define
the dropping probability for the center pixel of the patch p,
ie., Cp> with a Boltzmann distribution as follows.

Hep) o e 10/7, @)

where 7 is a temperature parameter that adjusts the smooth-
ness of dropping probabilities. For instance, a small 7 leads
to a sharp probability distribution.

Segmentation Network

Injected
RGB Image

as shape cues

Shape-related fetures
Shape Cue Module (SCM)
Figure 3: Details of the proposed shape cue module (SCM).
Our SCM extracts shape-biased features and allows the de-
coder to use them as shape cues for accurate segmentation.

We obtain the dropping probability for every pixel, based
on which we block out the input feature map. For example
in Fig. 3, the green and the red boxes have been dropped due
to the low information, whereas the blue box survives and
passes through the following convolutional layer to acquire
the texture-dropped (i.e., shape-biased) features. We then
feed the obtained shape-related features into the decoder
by concatenating them with intermediate features. By uti-
lizing them as shape cues, our segmentation network can
effectively produce comprehensive and boundary-aligned
segmentation masks, as verified in Sec. 4.

3.2. Self-supervised Training with Pseudo Masks

To improve the segmentation performance, existing
weakly supervised segmentation methods typically generate
pseudo mask labels in either an online (single-stage) [19, 12]
or an offline manner (multi-stage) [9, 10]. Our method lies in
line with the single-stage approaches, and therefore obtains
pseudo masks on the fly by efficiently refining the initial
prediction.

3.2.1. Semantics-augmented pixel refinement

Existing single-stage approaches mainly exploit the
color information of images (i.e., RGB) to refine initial
predictions by performing dense-CRF [70] or using a local
RGB affinity kernel [12]. However, hinging solely on the
color space might be sub-optimal for mask refinement. For
instance, considering a tree, it is implausible to propagate
the predictions of leaves into branches based on color
information, although they constitute the same object. To
tackle this challenge, we propose to consider class semantics
as well as color information to compute the pixel affinities.
Specifically, we introduce a semantics-augmented pixel
refinement (SPR), where two different kernels are employed
respectively for color and label spaces. Formally, the joint
kernel function between the pixels i and j can be formulated
for class c as follows.

56 —s¢

X; — X; ;
w‘“““wi’

ke (i, j) = —a &)

where « is a hyper-parameter to balance two types of affini-
ties, while x; and s indicate the pixel intensity and the score
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for class ¢ of the i-th pixel respectively, with their standard
deviations of oy and o?.

With the defined kernel in Eq. 5, we get the local affini-
ties for pixel i by applying the softmax within a local window

I k€ (i.))) :
centered atit, i.e., 6¢ . = L, where N is the
=1 Bgyen; eXpKEG) i

set of pixels in the window with its radius of R,. Thereafter,
the normalized score map M is repeatedly refined using the
local affinities. For example, the refined score for class ¢ of
the pixel i at the ¢-th iteration can be obtained by:

¢ _ c . C
My = Z O My 6)
VieN;

where W is the set of pixels within the distance R,, and

the beginning value (¢ = 0) is set to the initial score, i.e.,
mf;o = m{. The refinement is performed for all pixels and
the object and the background classes present in the image?.
The refining process is at the #-th iteration is illustrated in
Fig. 4.

After a total of T times refinement (T" = 10), we get the

final scores m{ . for class c. Then, we generate the pseudo

mask M by selecting the class with the highest probability
and thresholding on m;; with the pre-defined threshold
6. We assign one-hot pseudo labels only to the remaining
pixels, which constitute the valid set V.

We note that our SPR can be viewed as a generalization
of the existing RGB-based refinement methods [19, 12].
For instance, when @« = 1, our SPR relies exclusively
on pixel intensities, which is what the previous methods
do. However, working only on pixel intensities would be
sub-optimal for mask refinement and the class semantics
indeed helps to improve the pseudo mask quality, which
we validate in Sec. 4. Meanwhile, our SPR also relates to
AffinityNet [10] in that both consider class semantics for
mask refinement. Nonetheless, they clearly differ from each
other in the following aspects. AffinityNet requires training
of an auxiliary network and performs refinement in an offline
manner. In contrast, our SPR is seamlessly integrated in an
end-to-end framework and efficiently refines initial masks in
an online fashion without any external network.

3.2.2. Learning from pseudo masks

With the pseudo masks, we train the model to produce
similar segmentation results to them. From this point of
view, we compute the conventional pixel-wise loss between
predictions and pseudo masks. In addition, we adopt the
region-wise loss that optimizes the segmentation results at
the region level.

Firstly, the pixel-wise loss computes the cross-entropy
losses for individual pixels and aggregates them as follows.

K+1

1 _
Loixel = T > Dt logm, (7)

VieV c=1

where m{ and ] are the prediction and the pseudo GT of
pixel i for class ¢, respectively. We compute the loss for only

3In practice, the refinement is implemented with the GPU-friendly
convolution operator, thus is lightweight in terms of costs.

Input X Color Affinity

=

Score map S¢ Semantic Affinity

The (t — 1) refined score map The refined score map at step t
ME, Mg

Figure 4: lllustration of semantics-augmented pixel refinement
(SPR). Our SPR considers class semantics as well as pixel
intensities to compute the inter-pixel affinities between the
center and the neighboring pixels. Note that the predicted seg-
mentation maps, i.e., arg max(M,), are presented to represent
the refined score maps for the illustrative purpose.

the pixels in the valid set V and ignore the other unconfident
pixels. We also normalize the class-wise loss to handle the
class imbalance.

Since the pixel-wise loss penalizes the pixel-level pre-
dictions independently, it ignores the inter-pixel relation that
is informative for segmentation. Therefore, along with the
pixel-wise loss, we also consider the region-wise supervi-
sion. Motivated by Ke et al. [71], we design a loss function
that involves structural information of pixels. Technically,
we first define a local window with its radius R centering
at the i-th pixel in the pseudo masks. Afterward, we separate
the neighboring pixels in the window, M, into two sets
according to whether they agree with the center point i. If a
pixel j € M, produces a different class prediction with the
center i, i.e., arg max(m;) # arg max(m), it is considered a
boundary point and inserted into the boundary set M,t.’“d. On
the contrary, we put a pixel into the non-boundary set M,
if it shares the same class prediction with the center i. We
note that every pixel in the window belongs to exactly one
of the subsets.

With the two disjoint subsets, we compute the region-
wise loss. Concretely, we encourage the class probability
distribution of the center pixel i to be similar to those of
pixels in the non-boundary set, while repelling those of
pixels in the boundary set. The loss function is formulated
as follows.

1 1
L= _ l: .,
e v;v M| iy,
Dy (m;||m,), if j € MP"
max(0,y — Dy (m;||my), if j € MP
(®)

Dy (-) denotes the Kullback-Leibler divergence between
two class probability distributions, and y is a margin.

In the weakly supervised setting, the generated pseudo
masks are often noisy and unreliable, especially at the early
training stage. This makes the region-wise loss misleading.
Therefore, we use an annealing scheduling for the region-
wise loss to stabilize the training. In summary, the overall

where 7; ; =

S. Kho, P. Lee et al.: Preprint submitted to Elsevier

Page 5 of 15



Exploiting Shape Cues for Weakly Supervised Semantic Segmentation

loss function from the pseudo masks can be computed by:
‘Cmask = ‘Cpixel + )"Cregion’ )]
where A is a weighting factor for stable training, which

steadily increases from O to 1 during the training.

3.3. Joint Training and Inference
As aforementioned, our model follows the single-stage
pipeline and thus is trained in an end-to-end manner. The

overall training object is the sum of the classification loss (Eq. 2)

and the mask loss (Eq. 9).

Ligal = Logs + Lonask- (10)

For inference, we feed an image into our model and use
the mask prediction by the decoder as the final result. Note
that the pseudo mask generation is not performed at test time.

4. Experiments

4.1. Experimental Settings
4.1.1. Dataset and evaluation metrics

For evaluation, we use the most popular benchmark for
weakly supervised semantic segmentation: PASCAL VOC
2012 [23]. It contains 20 object categories and includes
1,464, 1,449, and 1,456 images respectively for training,
validation, and test. Following the convention, we augment
the training set with the additional images provided by
SBD [72], leading to 10,582 training samples in total. We
measure the mean Intersection-over-Union (mloU) between
predicted masks and ground-truths.

4.1.2. Implementation details

Our segmentation network strictly follows the structure
of DeepLabV3 [5], an encoder-decoder architecture with
atrous spatial pyramid pooling with its output stride of 16.
For a fair comparison, we use WideResNet-38 [73] pre-
trained on ImageNet [74] as the encoder and adopt a four-
layer decoder to predict segmentation masks. Our model is
trained in an end-to-end manner for 20 epochs using the SGD
optimizer with the weight decay of 10~* and the momentum
of 0.9. The initial learning rate is set to 10~3 for the backbone
classification network and 1072 for the other modules. We
follow the learning rate decay strategy of SEAM [11] with
the decay rate of 0.9.

4.1.3. Hyperparameter settings

Data augmentation. Following the convention [10, 75], we
augment each input training image using the following three
strategies: (1) random scaling with the ratio range of [0.9,
1.0], (2) random cropping with the resolution of 448 x 448,
and (3) horizontal flip with the probability of 0.5.

Shape cue module. To estimate the self-information of
each patch, we use randomly sampled 9 patches from the
neighborhood within the manhattan radius R; = 7. For
the Gaussian kernel, we set its bandwidth & to 1. After
obtaining the self-information, we derive the dropping prob-
ability using the Boltzmann distribution with the smoothness
parameter 7 of 0.5 followed by normalization.

Table 1

State-of-the-art comparison on PASCAL VOC 2012 validation
and test sets. We indicate the supervision level, such as image-
level class labels (I), full supervision (F), saliency maps (S),
and additional data (D).

Method Backbone Sup. CRF  val  test
DeepLabV3 [5] ResNet-101 F X - 85.7
WideResNet-38 [73] F X 808 825
Multi-stage
DSRG [9] cyprs ResNet-101 LS v 614 632
FickleNet [15] cypri1o ResNet-101 s v/ 649 653
OAA [48] \covro ResNet-101 IS /652 664
CIAN [53] aparao ResNet-101 1, v/ 641 647
ICD [57] cvpran ResNet-101 I,s /678 680
LSISU [76] preos ResNet-101 IS v 684 689
NSROM [54] cyprips  ResNet-101 IS / 683 685
EDAM [58] cypriar ResNet-101 s v 709 706
EPS [55] cyprias ResNet-101 1S v/ 710 718
AuxSegNet [16] ccyoy  ResNet-101 1,8 v/ 681 68.0
AffinityNet [10] cypris  WideResNet-38 1 v/ 617 637
IRN [18] cvprao ResNet-50 1 v 635 648
SEAM [11] cyprizo WideResNet-38 T /645 657
ICD [57] cvprezo ResNet-101 1 v 641 643
BES [60] gccvian ResNet-101 1 /657 666
MCIS [59] eccviao ResNet-101 1 /662 669
CONTA [14] peuripsz0  WideResNet-38 T /661 667
AdVCAM [16] cyprpy  ResNet-101 T /681 680
ECS-Net [50] ccyiar WideResNet-38 I /666 67.6
CDA [49] \cevian WideResNet-38 1 /661 668
CGNet [51] \ceviar WideResNet-38 1 /684 682
CPN [52] \ccvra WideResNet-38 T /678 685
RIB [17] euripe21 ResNet-101 1 v/ 683 686
. X 67.9 68.6
Ours (two-stage) WideResNet-38 1 v 69.5 705
Single-stage
EM-Adapt [61] \ccy1s  VGG16 1 v/ 382 396
SEC [47] eccvs VGG16 1,SD v 507 517
CRF-RNN [62] cypri;  VGG16 1 v 528 537
RRM [19] paarao WideResNet-38 1 v 626 629
SSSS [12] cvprrao WideResNet-38 T /o627 643
AA&LR [63] wrras WideResNet-38 I /639 6438
. X 652 65.6
Ours WideResNet-38 I v 664 66.8

Semantics-augmented pixel refinement. To diversify the
receptive field, we adopt multiple 3 X 3 windows with the set
of radiuses R, = {1,2,4,8,12,24} and merge the results.
We set the total number of refinement T = 10. To generate
the pseudo mask M from the refinement score map My,
we use the adaptive threshold 0, i.e., 60% of the maximum
scores among all positions for all classes. Also, we ignore
conflicting pixels and less confident pixels with the lower
bound of 0.2 during the learning from pseudo masks. The
balancing parameter « is set to 0.8 by default.

Region-wise Loss. To build the boundary and non-
boundary sets, we use a local window with its radius R3 = 3.
The margin value, i.e., y, is set to 3.0.

4.2. Comparison with State-of-the-arts
4.2.1. Single-stage results

In Table 1, we compare our model with existing state-
of-the-art methods in terms of mloU on PASCAL VOC
2012. For reference, we include fully supervised methods
and multi-stage approaches that are not directly comparable
to ours. On both validation and test sets, our method achieves
a new state-of-the-art performance with large margins of
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Figure 5: Qualitative comparison w/o CRF on PASCAL VOC 2012 validation set. We provide (a) input images, (b) ground-truths,

(c) results of SSSS [12], and (d) results of our method.

Figure 6: Qualitative comparison w/ CRF on PASCAL VOC 2012 validation set. We provide (a) input images, (b) ground-truths,

(c) results of SSSS [12], and (d) results of our method.

2.5 % and 2.0 %, respectively. Notably, even without CRF
post-processing, our model is able to surpass all the existing
single-stage competitors, which clearly manifests the supe-
riority of ours. Moreover, our model shows a comparable
performance to several multi-stage counterparts that rely on
complicated and costly training.

4.2.2. Multi-stage results

To further validate the effectiveness of our model, we
adopt it into a simple two-stage framework. Specifically, we
first train our model with image-level labels in the single-
stage setting. When the training finishes, we feed all training
images into the model to generate pseudo masks. Thereafter,
we perform CRF on the pseudo masks for offline refinement
and utilize the refined pseudo masks as full supervision to
train an external segmentation model. For the segmentation
model, we employ DeepLab based on WideResNet-38 for a
fair comparison with existing methods [51, 52].

As shown in Table 1, the simple adoption of our method
in the two-stage setting leads to a large performance boost,
but at a cost. In the comparison, it outperforms all the
previous multi-stage state-of-the-arts under image-level su-
pervision. Furthermore, it even performs favorably against
the several recent methods that utilize extra saliency maps.
This verifies that our method is capable of generating high-
quality pseudo masks.

Table 2

Boundary loU comparison with state-of-the-art approaches
on PASCAL VOC 2012 validation set. We reproduce the
comparative methods using their official code.

Method Sup. w/o CRF w/ CRF
DeepLabV3 [5] F 60.4 62.8
RRM [19] I 420 454
S$SSS [12] I 39.6 46.2
Ours 1 46.6 49.3

It should be noted that this paper focuses on the single-
stage pipeline. Therefore we conduct the following experi-
ments and analyses in the cost-effective single-stage setting.

4.2.3. Qualitative comparison

To better understand the advantages of our model, we
perform a qualitative comparison with one of the state-of-
the-art methods, SSSS [12]. For a clear comparison, we
present both the results w/o and w/ CRF of the comparative
methods, which are respectively shown in Fig. 5 and Fig. 6.
In the both comparisons w/o and w/ CREF, it is obviously
shown that our method produces more precise segmentation
masks compared to SSSS. In particular, our results align well
with the ground-truth masks regarding the object bound-
aries, even without the help of CRF as shown in the examples
of Fig. 5. This clearly verifies the benefits of our novel shape-
injecting strategy.
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Table 3

Class-wise loU results on PASCAL VOC 2012 validation set. All the results of the previous methods are the scores after CRF.
Method ‘ bg aero bike bird boat bot. bus car cat chair cow table dog horse mbk per. plant sheep soft train tv ‘ mloU
CRF-RNN [62] | 858 652 204 638 312 372 696 643 762 214 563 208 682 606 662 558 308 661 349 488 47.1 | 5238
RRM [19] 879 759 317 783 546 622 805 737 712 305 67.4 409 718 662 703 726 490 707 384 627 584 | 626
SSSS [12] 887 704 351 757 519 658 719 642 811 308 733 281 816 601 626 748 486 710 401 685 643 | 627
AA&LR [63] | 884 763 338 799 342 682 758 748 820 318 687 474 791 685 714 800 503 765 430 555 585 | 63.9
Oursw/o CRF | 80.9 756 215 784 642 656 800 740 860 301 73.9 438 822 742 640 700 438 785 391 733 619 | 652
Oursw/ CRF | 90.8 79.5 204 817 67.3 641 797 740 87.0 306 733 438 844 755 625 733 436 823 402 73.8 659 | 66.4

Table 4

Class-wise loU results on PASCAL VOC 2012 test set. All the results of the previous methods are the scores after CRF.
Method ‘ bg aero bike bird boat bot. bus car cat chair cow table dog horse mbk per. plant sheep soft train tv ‘ mloU
CRF-RNN [62] | 85.7 58.8 305 67.6 247 447 748 618 737 229 574 275 713 648 724 573 373 604 428 422 506 | 53.7
SSSS [12] 802 734 373 683 458 680 727 641 741 329 749 392 813 746 726 754 581 710 487 67.7 601 | 643
Oursw/o CRF | 90.2 77.7 222 737 556 651 813 777 839 287 743 492 801 788 720 689 451 770 447 740 569 | 65.6
Oursw/ CRF | 91.1 81.3 208 762 59.2 648 81.8 78.1 850 207 753 47.7 825 822 705 726 416 826 453 755 504 | 66.8

Table 5

Effect of each component in our model.
module. SPR: semantics-augmented pixel
stands for the boundary loU.

SCM: shape cue
refinement. bloU

Variants | Baseline scm spr MoV (%) - bloU (%)
train val train val
#1 v 427 417 18.2 17.8
#2 v v 455 441 23.1 22.2
#3 v v 530 510 283 27.8
#4 v v /689 652 489 46.6

4.2.4. Boundary evaluation

To examine the effectiveness of our method in boundary
alignment, we further evaluate it using boundary IoU [77].
The metric has recently been proposed to measure the
boundary quality of segmentation masks by computing IoUs
only for pixels within distance d from object outlines. We set
d to 5 % of an image diagonal, resulting in 30-pixel distances
on average.

The results are shown in Table 2, where our method
achieves a new state-of-the-art performance with a consider-
able gap without regard to the use of CRF post-processing.
In addition, our method w/o CRF even surpasses the existing
state-of-the-arts w/ CRF, which is consistent with the shape-
aligned segmentation results shown in the qualitative com-
parison (Fig. 6). By combining these comparison results on
boundary quality with those on the conventional evaluation
metric (i.e., mloU), the superiority of our method over
previous state-of-the-arts is clearly validated.

4.2.5. Class-wise segmentation results

The class-wise IoUs on the PASCAL VOC 2012 val-
idation and test sets are respectively presented in Table 3
and Table 4. On both sets, our model outperforms the state-
of-the-art methods for the majority of the object classes,
which clearly demonstrates its superiority. In addition, even
without using CRF (Ours w/o CRF), our method beats all
the competitors for many object classes as well as in terms
of the overall mloU.

Input #1 #2 #3 #4

Figure 7: Qualitative comparison of the ablated variants.

4.3. Ablation Study and Analysis
4.3.1. Effects of the proposed components

We investigate the contribution of each proposed com-
ponent upon the baseline. Here the baseline denotes the
common segmentation pipeline with the conventional color-
based refinement [19, 12]. We measure mloU and boundary
IoU on PASCAL VOC 2012 train and val sets. The results
are presented in Table 5. On one hand, SPR moderately
improves the performance (#1—#2), suggesting that taking
class semantics into account during mask refinement is
helpful. On the other hand, adding SCM leads to a larger
performance gain (#1—#3), which exhibits the importance
of shape cues for segmentation. It is also noticed that, the
boundary quality is greatly improved thanks to the shape
cues, as expected. With both modules put together (#4), our
model achieves significant performance boosts compared
to the cases using either of them, indicating their synergic
property. Intuitively, leveraging shape cues during decoding
brings about better initial predictions, which subsequently
aid SPR in generating more accurate pseudo masks.

In Fig. 7, we qualitatively compare the ablated vari-
ants by visualizing their individual CAMs. We observe that
the baseline (#1) produces rough and inaccurate activation
maps. In addition, SPR (#2) improves the overall activation
map quality, while SCM (#3) helps to produce boundary-
aligned activations. Equipped with both the modules, our
full model (#4) predicts the activation maps that best suit
the whole object regions.
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(a)

(b)

(c)

(d)

(e)

Figure 8: Visualization of the effect of SCM. We provide (a) input images, (b) self-information maps, as well as the Grad-CAMs

of (c) SCM, (d) the encoder, and (e) the decoder.

Figure 9: Visualization of the effect of SPR. We provide (a) input images, (b) ground-truths, (c) initial predictions, and (d) pseudo

masks generated by SPR.

Table 6

Analysis on the balancing hyper-parameter a. We measure
the mloUs of pseudo masks and predictions for training and
validation sets, respectively.

a«— ‘ 0 -~ 05 06 07 08 09 10
train-pseudo | 40.4 - 599 654 68.8 685 656 600
val 391 .. 555 61.2 645 658 648 619

4.3.2. Analysis on semantics-augmented pixel
refinement

As mentioned in Sec. 3, our SPR extends the conven-
tional color-based refinement [19, 12] by incorporating class
semantics as well as color information for mask refinement.
More specifically, when a of Eq. 5 is set to 1, SPR becomes
the same with PAMR. However, we argue that only consid-
ering RGB intensities is insufficient for mask refinement. To
validate this claim, we perform an analysis on the impact
of a in Table 6. As a result, our method achieves the best
performance when a = 0.8, with a large gain of 3.9 % from
the color-based refinement (¢ = 1). It confirms that both

color and class affinities are important for obtaining accurate
pseudo masks, and balancing between them is necessary.

4.3.3. Visualization of the effect of shape cue module
To better understand the effect of our shape cue mod-
ule (SCM), we provide visualization results in Fig. 8. From
the examples, we make several observations: (1) The self-
information maps (Fig. 8b) capture well the shapes (or
edges) despite some noises in the background or complicated
texture regions. (2) Our SCM (Fig. 8c) extracts useful shape-
related features that are sensitive to object silhouettes while
filtering out the noises. (3) Guided by the shape cues from
SCM, the decoder (Fig. 8e) produces more precise activation
maps that are well-aligned with object shapes, compared to
the encoder (Fig. 8d). More specifically, our SCM enables
sharpening the coarse activation map (1%" column) by cap-
turing comprehensive object masks rather than small dis-
criminative parts (2"¢-6/" columns) and producing accurate
activation maps even for occluded cases (78" columns).
This clearly manifests the effectiveness of our shape cues.

S. Kho, P. Lee et al.: Preprint submitted to Elsevier

Page 9 of 15



Exploiting Shape Cues for Weakly Supervised Semantic Segmentation

Table 7

Training time comparison with multi-stage approaches on PASCAL VOC 2012 training set. We reproduce the comparative methods

using their official code.

CAM Multi-scale CAM Auxiliary Pseudo label ~ Segmentation .
Method Stage .. . . . .. Total time
training generation model training generation model training
AffinityNet [10]  Multi 15 min 12 min 113 min 4 min 340 min 484 min
IRN [10] Multi 15 min 12 min 21 min 33 min 340 min 421 min
Ours Single - - - - 372 min 372 min

Figure 10: Qualitative results on PASCAL VOC 2012 training set. We provide (a) input images, (b) ground-truths, (c) results of

our method w/ CRF.

Table 8
Effects of loss functions. “bloU” indicates the boundary loU.
mloU (%)  bloU (%)
Eas | Epiet  Lregion train  val  train  val
v 35,7 356 224 220
v v 616 581 381 364
v v 33.7 335 230 227
v v v 68.9 65.2 48.9 46.6

4.3.4. Visualization of the effect of
semantics-augmented pixel refinement

To see the effect of our mask refinement (i.e., SPR), we
visualize several examples in Fig. 9. As shown in the figure,
initial predictions (Fig. 9c) are already accurate and compre-
hensive to a certain extent thanks to our shape cues, but the
boundaries are somewhat rough and less match the ground
truths due to the large receptive field. After performing our
SPR on them, we obtain the more accurate pseudo masks
with well-aligned outlines (Fig. 9d). They are in turn used to
effectively guide our model in the self-supervised training
stage.

One limitation of our SPR could be the inflexibility in
balancing between the two types of information. Naturally,
different object classes may have their own optimal balanc-
ing weights for refining their masks, and it may hold true
even for the instances within the same class. This makes our
SPR produce potentially sub-optimal pseudo masks, which
in turn restricts the improvements of self-supervised training
of the segmentation method. Designing adaptable (or learn-
able) balancing weights could be a promising direction for
future work.

4.3.5. Effects of the loss functions

We perform ablation studies on the loss functions to in-
spect their contributions in Table 8. When no pseudo mask is
used (L, only), our model shows the inferior performance.
When the pixel-wise loss (L) is adopted, the perfor-
mance significantly increases, indicating the important role
of our SPR module. On the other hand, solely using the
region-wise 10ss (L qgio,) does not bring a performance gain.
We conjecture that the region-wise loss could be misleading
without pixel-level constraints, since the boundary sets from
pseudo masks are unreliable, especially at the early steps.
Meanwhile, the two losses from pseudo masks play comple-
mentary roles, and our model attains the best performance
when they are used together.

4.3.6. Training cost analysis

To verify the training efficiency of our method over the
existing multi-stage approaches, we conduct training cost
analysis. For the competitors, we choose AffinityNet [10]
and IRN [18], since they are widely used as baselines for the
latest two-stage works such as SEAM [11], AdvCAM [16],
and RIB [17], i.e., they require at least the training time of
AffinityNet and IRN. The experiments are conducted using
two GTX 1080Ti GPUs and the Intel Core 17-8700 Proces-
sor. The results can be found in Table 7. It can be observed
that our method is much more training-efficient compared to
the multi-stage approaches, as it can be trained in a single-
stage manner without relying on auxiliary segmentation
networks. In addition, our model does not require com-
plicated training strategies including expensive multi-scale
CAM generation and carefully designed auxiliary models.
Moreover, it can also be noticeable that our method puts
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Figure 11: Qualitative results on PASCAL VOC 2012 validation set. We provide (a) input images, (b) ground-truths, (c) results

of our method w/ CRF.

Figure 12: Qualitative results on PASCAL VOC 2012 test set. We provide (a) input images, (b) results of our method w/o CRF,

(c) results of our method w/ CRF.

only a minor computational overhead (about 10%) upon the
baseline segmentation model, i.e., DeepLabV3 [5].

4.4. Qualitative Results

We provide more visualization results to further demon-
strate the strong performance of our model. The qualitative
results on the PASCAL VOC 2012 training, validation, and
test sets are respectively presented in Fig. 10, Fig. 11, and
Fig. 12. For the training and validation sets, we show the
ground-truth images and the results after CRF. On the other
hand, we instead demonstrate the results of our method w/o
and w/ CREF for the test set, as the ground-truths of the test
split are withheld. As can be seen in Fig. 10 and Fig. 11,
our method is able to produce very precise segmentation
maps that well match the ground-truths even for the chal-
lenging cases (e.g., complex background, cluttered objects).
Moreover, in Fig. 12, it is shown that our method produces
comprehensive segmentation predictions with well-aligned
boundaries even without CRF. After CRF post-processing,
the results are further improved and show the high segmen-
tation quality, even though the model is trained using only
image-level labels.

5. Conclusion and Discussion

In this paper, we presented a novel framework for weakly
supervised semantic segmentation. We started by associat-
ing the locality of CAMs with the texture bias of CNNs. To
handle it and produce comprehensive segmentation masks,

we proposed to extract shape information from the encoder
and explicitly use it as shape cues for segmentation. More-
over, we designed the semantics-augmented pixel refinement
in which pseudo masks are obtained using pixel-wise affini-
ties that consider class semantics as well as color intensity.
By the in-depth analyses, we verified the efficacy and the
complementarity of the proposed methods. Furthermore,
we achieved a new state-of-the-art on val and fest sets of
PASCAL VOC 2012 in both single and multi-stage settings.

Our proposed model effectively leverages the shape cue
to produce the segmentation results aligned with the ob-
ject boundaries, greatly improving the performance in the
weakly-supervised setting. On the other hand, the perfor-
mance of our model may depend on the quality of shape
information to an extent, e.g., noisy shape information can
mislead the model. In the future work, we would like to
explore Vision Transformers [78] for obtaining shape infor-
mation which are recently found to focus more on the object
shapes compared to CNN variants [79].
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