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SMPR: Single-Stage Multi-Person Pose Regression
Junqi Lin, Huixin Miao, Junjie Cao*, Zhixun Su, Risheng Liu

Abstract—Existing multi-person pose estimators can
be roughly divided into two-stage approaches (top-down
and bottom-up approaches) and one-stage approaches.
The two-stage methods either suffer high computational
redundancy for additional person detectors or group
keypoints heuristically after predicting all the instance-
free keypoints. The recently proposed single-stage methods
do not rely on the above two extra stages but have lower
performance than the latest bottom-up approaches. In this
work, a novel single-stage multi-person pose regression,
termed SMPR, is presented. It follows the paradigm of
dense prediction and predicts instance-aware keypoints
from every location. Besides feature aggregation, we pro-
pose better strategies to define positive pose hypotheses for
training which all play an important role in dense pose
estimation. The network also learns the scores of estimated
poses. The pose scoring strategy further improves the
pose estimation performance by prioritizing superior poses
during non-maximum suppression (NMS). We show that
our method not only outperforms existing single-stage
methods and but also be competitive with the latest
bottom-up methods, with 70.2 AP and 77.5 AP75 on the
COCO test-dev pose benchmark. Code is available at
https://github.com/cmdi-dlut/SMPR.

I. INTRODUCTION

Multi-person pose estimation from a single image
aims to identify all the person instances and detect
the keypoints of each person simultaneously. It is a
challenging task in computer vision, and widely used
in motion recognition [29], [28], person Re-ID [13], and
pedestrian tracking [33], etc.

Previous neural network methods are mostly two-
stage based, which are roughly divided into top-down
and bottom-up approaches. The top-down methods [3],
[8], [7], [23], [25], [24] employ object detectors to
identify all the persons and then detect their keypoints
individually. The bottom-up methods [2], [12], [18],
[22], [21] detect all instance-free keypoints first and
then group them into person instances heuristically. On
the one hand, these two-stage strategies achieve higher
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Fig. 1: Superior pose hypotheses identification is vital for
dense pose regression. ”baseline” and ”baseline*” means
initial pose regression with different positive poses selec-
tion strategies. ”refinement” and ”refinements*” means
pose refinement after feature aggregation with different
positive poses selection strategies. Only classification
score is used in NMS for the above comparisons. ”pose
scoring” means that predicated pose scores are also
utilized in NMS. The comparison are done on COCO
minival.

performance by dividing the challenge into smaller sub
problems which are easier to be solved. On the other
hand, they impose additional computational overheads
for the computation is separated or not fully shared. They
also introduce some essential obstacles. For example, the
top-down methods’ running time heavily depends on the
number of persons in the image and there is no clear
semantic connection between keypoints when grouping
them into instances in the bottom-up methods.

Very recently, a single-stage paradigm is pro-
posed [20], [26], [30] to overcome the aforementioned
limitations. These methods estimate all the instance-
aware keypoints of an input image in a compact and
efficiency manner. Single-stage pose estimation seems
similar with single-stage object detection [27], [31].
They all regress K 2D points from each feature location
using one single feature vector of that location. However
predicting K keypoints, K = 17 in COCO [16] dataset,
from a feature vector is harder than estimating 2 corners
of a bounding box from the feature vector. Because key-
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Fig. 2: Overview of the proposed SMPR. SMPR adopts a FPN backbone. We only draw the afterwards pipeline
of one scale of FPN feature maps for clear illustration. There are 5 heads for the feature maps from level 3 to
level 7. Each head has two subnets: one pose regression and the other for location classification which labels the
locations on the feature maps with “person” or “not person”. The regression subnet has three branches aiming for
initial pose estimation (location + offsets 1), final pose regression (location + offsets 1 + offsets 2) and scoring. In
the head for feature level 3, a heatmap prediction subnet is included to assist training.

points usually not lie in proximity of the location which
needs larger receptive field and keypoints own much
more geometric variations than box corners. Modules
based on hierarchical keypoints representation [20] or
feature aggregation by deformable convolution (DCN)
[26], [30] are designed to improve the initial keypoints
regression by locating more informative features lying
closer to the keypoints. It is evident that predicting
the keypoints using multiple nearby feature vectors, for
example, regressing the wrist keypoint with a feature
vector around the wrist, is much easier than using a
single feature vector far away from them. But they still
perform less well than the latest bottom-up methods.

There are two problems in current single-state pose
estimators. The first problem is that including false
positive poses in regression losses, and the second is that
superior pose may be suppressed in NMS using classifi-
cation scores. Fig. 1 show that positive pose hypothesis
selection, feature aggregation and pose scoring are all
important for dense pose regression. The two problems
can actually be improved using one common perspective,
i.e. identifying positive/superior poses. Following the
perspective, we propose a single-stage multi-person pose

regression network in an anchor-free way, called SMPR.
It estimates all the instance-aware keypoints of an input
image in a compact and efficiency manner, see Fig. 2.
SMPR adopts feature pyramid networks (FPN) [14] and
has 5 heads for the feature maps from level 3 (downsam-
pling ratio of 8) to level 7 (downsampling ratio of 128).
Each head contains multiple branches for classification
and pose regression, etc. We regress one initial pose
for each feature location of current feature level and
refine the pose after feature aggregation, and the two
regressions are both supervised by positive poses. We
adopt three positive pose identification strategies for the
initial pose regression, the final pose regression and the
NMS step. Considering that the initial pose regression
from single feature location is not trusty, we select a
pose as positive if its feature location is inside a shrunk
minimal enclosing bounding box of the corresponding
pose, which means that the used feature is very close
to the box’s center. When refining the initial regression,
OKS (Object Keypoint Similarity) of the refined poses
are adopted to select positives since the refined poses are
far superior than the initial estimation. Finally, we also
learn a OKS score for NMS in view that the classification
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score is not very relevant to the quality of a pose.
Our SMPR, with the three superior pose identification
strategies, outperforms other single-stage pose estima-
tors. It also shows competitive performance with the
latest bottom-up pose estimators [4]. The contributions
of this paper are summarized as follows:

• We propose two positive pose identification strate-
gies during training which improve the performance
of single-stage pose estimation.

• We present a pose scoring module to address the
problem of sorting pose hypotheses in NMS. It
explores a new direction for improving the perfor-
mance of pose estimators.

• We propose an anchor-free single-stage network for
multi-person pose estimation, which reduces the
computational redundancy. It is end-to-end trainable
and does not require additional pose anchors or
handcrafted keypoints grouping.

II. RELATED WORK

Top-down Methods. In the top-down methods [3],
[8], [7], [23], [19], [3], [24], person detectors is first
employed to generate bounding boxes for each person
instance in an image. Then, the regions in the bound-
ing boxes are cropped and scaled to perform single-
person pose estimation. Mask RCNN [9] proposes to
utilize extracted features instead of the original image
to improve efficiency. In order to focus on regressing
difficult keypoints and improve accuracy further, CPN
[3] proposes a cascaded pyramid network. From the
perspective of feature encoding, HRNet [24] proposes
a high-resolution network to maintain high-resolution
feature representations, which achieves the state-of-the-
art performance. Top-down methods have better per-
formance, but they cannot achieve computing sharing.
Moreover, they are highly dependent on the performance
of person detectors.

Bottom-up Methods. The bottom-up methods [2],
[12], [18], [4] first detect all instance-free keypoints
and then group them together. For grouping, Openpose
[2] proposes to utilize part affinity fields to establish
connections between keypoints, and then uses the greedy
algorithm to combine the corresponding keypoints with
the highest scores. Associative Embedding [18] proposes
to group keypoints by generating tags for each keypoint,
and those with the same tag belong to the same per-
son. Based on this grouping strategy, HigherHRNet [4]
proposes to use the fusion of multi-resolution heatmaps
to implement keypoints detection. Bottom-up methods
can share calculations, so they are faster. But grouping

is heuristic, which makes the model difficult to train.
Their performance are usually lower than the top-down
methods.

Single-Stage Methods. The single-stage methods
[20], [32], [26], [30] are proposed very recently to
overcome the aforementioned difficulties. The structured
pose representation is introduced, which represents the
keypoints of each person instance as a root location
with K offsets. Hence these methods predict instance-
aware keypoints directly from estimated root locations
[20], [32] or follow the dense predication strategy [26],
[30], i.e. predicate poses from each location of the
feature maps. To regress a pose from one root location
accurately, SPM [20] adapts an hierarchical strategy.
CenterNet [32] estimates individual keypoints using
standard bottom-up approach and assign the individual
keypoints to their closest person instance indicated by a
root location and K offsets. The dense pose estimators
[26], [30] employ DCN [5] to refine the initial estimation
from each location. Point-set anchors [30] provides 27
pose anchors per location as the initial pose estimation
and DirectPose [26] and our SMPR adopt anchor-free
approach. The performance of DirectPose is poor even
with a delicate feature aggregation mechanism. Although
SPM and point-set anchors outperform many state-of-
the-art bottom-up methods, they are not competitive with
HigherHRNet [4]. Our SMPR outperforms previous one-
stage methods by a large margin (more than 7.2 points
AP than DirectPose and 1.5 points AP than Point-set
Anchors with smaller model size).

III. OUR METHOD
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Fig. 3: The head architecture of SMPR.

In this section, we first introduce the instance-aware
keypoints representation. SMPR is designed based on the
representation and its network architecture are discussed
next. Then we show how to predicate the initial poses,
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align features with keypoints’ position and refine the
initial poses using the aligned features. We observe that
selection of positive poses is vital for pose regression.
Hence two different positive selection strategies are
detailed when introducing the initial pose predication
and the final pose refinement. Finally, we illustrate the
proposed pose scoring module (PSM) which solves the
inconsistency between classification scores and quality
of predicated poses. In each subsection, the relationship
to and differences from existing single-stage pose esti-
mators are also discussed.

A. Instance-aware Pose Representation

Poses are conventionally represented as

P̄ = {P 1
i , P

2
i , ..., P

K
i }Ni=1, (1)

where N is the number of persons in the image, K is the
number of keypoints, and P j

i = (xji , y
j
i ) denotes coordi-

nates of the jth keypoint from person i. SMPR estimates
poses in an image in a dense way, i.e. predicating one
pose from each location. We need an instance-aware pose
representation aims to unify the location information of
person instance and keypoints, which can be defined as

P = {(xci , yci ), (∆x1i ,∆y1i ), (∆x2i ,∆y
2
i ), ...,

(∆xKi ,∆y
K
i ), }Ni=1, (2)

where (xci , y
c
i ) represents the coordinates of a location

for predicating the initial keypoints of the ith person.
Then the jth keypoint of the ith person can be expressed
as (xji , y

j
i ) = (xci + ∆xji , y

c
i + ∆yji ). ∆xji and ∆yji

represent the offsets. The structured pose representation
(SPR) in [20] is also offsets based. Note that there are
two differences between SPR and our representation.
In SPR, an auxiliary root joint (xri , y

r
i ) is introduced

to denote the person position which is learnt in their
network, and multiple person may share the same root
joint theoretically. In SMPR, the location (xci , y

c
i ) is

known and not shared. It is assigned to person i if it
locates in the bounding box of that person. If it locates
in the overlap of multiple bounding boxes we assign it
to the person with the smallest bounding box.

B. Network Architecture

C. Initial Pose Regression

The network architecture of SMPR is an extention
of the anchor-free object detector RepPoints [31] with
new branches, adapted modules and specified training
strategies for pose detection. We use ResNet [10] or
HRNet [24] as the backbone network, and then utilize
the feature pyramid network (FPN) [14] to produce 5

Fig. 4: Pose hypotheses from locations inside the pseudo
boxes (top row) or shrunk pseudo boxes (bottom row) are
selected as positives during the initial pose regression,
which leads to 43.3 or 49.5 AP on COCO minival.
Locations of positives are represented by green or red
dots in the top row or bottom row respectively.

feature pyramid levels from scale 3 (downsampling ratio
of 8) to scale 7 (downsampling ratio of 128). Thus there
are 5 shared heads for the features of 5 scales. The
ground truth poses are assigned to different feature levels
according to their scales, and each head is responsible for
predicating poses of corresponding scale. The head is il-
lustrated in Fig. 2 and its detail architecture can be found
in Fig. 3. Each head contains two subnets aiming at
pose regression and location classification, respectively.
Classification labels the locations on the feature maps
with “person” or “not person”. The regression subnet
has three branches aiming for initial pose regression
(location + offsets 1), final pose regression (location +
offsets 1 + offsets 2) and OKS scoring. On each feature
location, we estimate an initial pose using the single
feature vector of the location. Then a feature aggregation
module is designed to align the keypoints with more fea-
ture vectors located around each keypoint. We predicate
the final poses, OKS score and classification score from
the aligned features. The numbers of output channels of
the two regression branches are both 2K (K represents
the number of keypoints). A heatmap prediction subnet
[28] is included only in the head for feature maps from
scale 3 to assist training.

We regress one initial pose for each feature location of
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the current feature level. The initial pose is expressed as
K offsets, stored in offsets 1, plus the feature location.
The regression is supervised by the ground truth poses.
We observe that supervising regression from all the
locations reduce the network’s performance and only
positive samples, i.e. superior poses, should be super-
vised. Superior poses can be measured by OKS. But the
initial poses are far from precise since only one feature
vector of current location is used and the location is
distant from the predicated keypoints. Hence we prefer
to identify positives by the relative position of current
locations and the nearest pseudo bounding box, which
is the minimal bounding box of ground truth keypoints.
Specifically, if a location is inside a shrunk area of a
pseudo box, we take the predication from it as a positive.
The side length of the shrunk boxes for different feature
levels are (8, 16, 32, 64, 128) ∗ 1.5 respectively. Previous
single-stage estimators [20], [26], [30] actually all have a
step for the initial keypoints predication. [20] predicates
partial keypoints closer to the root joint. [26], [30] and
we adopt similar strategies. But [30] employs 27 pose
point-set anchors per location and we depend on anchor-
free regression. [26] also follows the anchor-free way but
the initial predication is not supervised. We find that the
supervised regression using positives determined by the
shrunk pseudo boxes yields to higher performance than
using positives determined by the pseudo boxes, see Fig.
4.

D. Feature Aggregation

The initial predicated poses are inferior, see top row of
Fig. 5. Because it is difficult to decode all the keypoints
of a person through a single feature vector of current
location, especially for the keypoints far away from the
receptive field of the location. DCN is employed in
[31], [26], [30] to learn shape invariant features, i.e.
extract more feature vectors closer to the keypoints. In
principle, superior poses can be decoded from these
features. We follow the simple strategy of [31], [30].
The initial keypoints field of 34 channels are converted
to a offset field, offset d in Fig. 3, of 18 channels by 1x1
convolution. Feature aggregation is thus implemented by
3x3 DCN with the specified offset field. Then superior
poses can be learnt from the same location using more
aligned feature vectors as shown in bottom row of Fig. 5.
We also utilize the operation to enhance the classification
features simultaneously.

E. Pose Refinement

We can regress superior poses based on the aligned
features. As shown in Fig. 3, the jth keypoint of person

Fig. 5: Comparison of poses predicated from the same
locations before and after feature aggregation.

Fig. 6: Performance of pose refinement using positives
selected by different OKS thresholds on COCO minival.

i is expressed as

(xji , y
j
i ) = (xci + ∆xji + ∆̄xji , y

c
i + ∆yji + ∆̄yji ), (3)

where ∆ and ∆̄ are stored in the predicated offsets 1
and offsets 2. Although the refined poses are superior,
compared with the initial poses, there are still many
inferior poses. As stated above, identifying positives is
vital for supervised pose regression. We compute the
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Fig. 7: Examples of the inconsistency between classifi-
cation scores and quality of predicated poses, i.e. OKS.
The predicated OKS is more correlated with the poses’
quality. The green and blue poses represents the ground
truth and predicted poses respectively.

OKS of all the refined poses and the poses with OKS
higher than a threshold are selected as positives. The
threshold is set to 0.5 empirically, see Fig. 6. The poses
with lower OKS are filtered out. OKS is defined in [16]
as:

OKS =

∑
i e

−d2i
2s2κ2

i δ(vi > 0)∑
i[δ(vi > 0)]

, (4)

where di is the Euclidean distance between each ground-
truth and predicted keypoint, vi is the visibility flag of
the keypoint, s is the object scale and κi is a per-keypoint
constant that controls falloff. It is proved by experiments
that the performance is improved by a large margin.

F. Pose Scoring

After the final pose regression, the predictions from all
feature levels are merged and NMS is employed as post-
processing. Usually, the classification score is used in
NMS to select the best poses from the dense estimation.
However, the pose quality, measured by OKS, is usually
not well correlated with classification score, see Fig. 7
and 8. Huang etc. [11] also meet similar case in instance
segmentation. The performance is improved by learning
the quality of the predicted instance masks. Hence we
design a pose scoring module (PSM) to learn the quality
of the predicated poses. It is a branch of the pose
regression subnet. The predicated pose scores are more
correlated with OKS, see Fig. 7 and 8. In NMS, the
product of the classification score and the pose score is
used as the confidence of each final pose. Then superior
poses are preserved. Experimental results show that the
performance can be improved with PSM.

G. Loss Functions

The loss function of the entire network is as follows:

L = λ1Lcls + λ2Lhm + λ3Lreginitial+

λ4Lregrefined + λ5LPSM , (5)

where λ1 = λ5 = 1, λ2 = 4, λ3 = 0.05 and
λ4 = 0.1. Lreg∗ means L1 loss for the regression branch
and LPSM is the binary cross entropy (BCE) loss for
PSM. Since the training samples on each feature map
are mostly negative samples, there is a serious imbalance
problem. Lcls and Lhm are both focal loss functions [15]
for the classification branch and the heatmap branch,
respectively.

IV. EXPERIMENTS

A. Implementation

We present experimental results on the large-scale
benchmark COCO dataset [16]. Following the common
practice [20], [26], [30], we use trainval35k split (57k
images) for training, minival split (5k images) for our
ablation studies and test-dev split (20k images) to report
our main results. The Average Precision (AP) based on
OKS is used as metric. When testing, NMS [1] with a
threshold of 0.3 is employed.

Unless specified, ablation studies are conducted with
ResNet-50 [10] and FPN [14]. The network is trained
with the stochastic gradient descent (SGD) optimizer
over 4 GPU with a mini-batch of 32 images. The initial
learning rate is set to 0.02. Weight decay and momentum
are set as 0.0001 and 0.9, respectively. Specifically, the
model is trained for 30 epochs and the initial learning
rate is divided by 10 at epochs 25 and 28. We initialize
the backbone network with the weights pre-trained on
ImageNet [6], and initialize the newly added layers as
[15]. When training, the input image is resized to have
a shorter side of 800 and a longer side less or equal to
1333, and then it is randomly horizontally flipped with
probability being 0.5. Finally, it is randomly cropped into
800 x 800 patches.

B. Ablation Experiments

1) Baseline: First, we conduct the experiments
through regressing the initial poses directly to implement
multi-person pose estimation, where the samples in the
pseudo bounding box are defined as positives. As shown
in Tab. I, the performance is poor (43.3 AP). Because
it is hard to regress K keypoints from a single feature
vector, especially when its location is far away from the
center of the person. Hence the performance is improved
when only the samples inside the shrunk pseudo boxes
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Fig. 8: Visualizations of predicated classification scores (left), predicated OKS (right) and their multiplication
(middle) vs the ground truth OKS.

AP AP 50 AP 75 APM APL AR

baseline 43.3 72.7 45.8 38.6 51.0 54.7
baseline* 49.5 78.3 53.9 44.3 57.3 59.2
+ refine 54.2 80.6 59.4 48.3 62.9 63.2
+ refine* 57.0 83.0 62.6 50.8 65.8 64.1
+ PSM 58.5 82.9 64.3 52.3 67.1 64.8
+ heatmap 60.8 84.5 67.3 54.4 69.9 67.0
- FPN +
PAFPN

61.6 85.0 67.1 55.6 70.2 67.7

TABLE I: Ablation experiments on COCO minival.
”baseline” and ”baseline*” mean training initial pose
regression using the samples inside the pseudo bounding
box or the shrunk box. ”+ refine” and ”+ refine*” corre-
spond to refine the initial poses after feature aggregation
with all or superior pose hypotheses as positives. ”+
PSM” means that predicated pose scores are also used
in NMS. ”+ heatmap” means using heatmap to assist
training. ’- FPN + PAFPN’ means using PAFPN instead
of FPN to enhance communication between features of
different scales.

are taken as positives (from 43.3 AP to 49.5 AP), which
is denoted as ”baseline*”.

2) Refinement: As shown in Tab. I, there is a gap
between AP 50 and AP 75 of ”baseline*”, which means
that the initial estimation is not accurate but acceptable
when measured by a lower OKS. To overcome this issue,
feature aggregation is utilized to collect more features
close to the keypoints to refine the initial estimation.
Then the performance is improved by a large margin
(from 49.5 AP to 54.2 AP). But the model has higher AR
and relatively low AP, 63.2 vs. 54.2, which means that
it can detect person in the image, but it is still difficult to
regress keypoints’ precise locations. Therefore, we use
a OKS threshold, set to 0.5 in this paper, to make the
network focus on refine superior initial pose hypotheses.
It further improves the performance from 54.2 AP to

AP AP 50 AP 75 APM APL

+ PSM 58.5 82.9 64.3 52.3 67.1
Gt Scoring 68.8 87.9 75.7 64.5 75.4

TABLE II: The upper limit experiment for PSM. ”+
PSM” and ”Gt Scoring” means using predicated OKS
or ground truth OKS in NMS.

57.0 AP.
3) PSM: As described before, pose quality is usually

not well correlated with classification scores. Hence we
design PSM to score the predicated poses. Using the
product of the classification score and the predicted
pose score as the confidence in NMS to improve the
performance from 57.0 AP to 58.5 AP. We also conduct
a upper limit experiment. Using the ground truth OKS
as the confidence of the predicated poses in NMS yields
to higher performance, 68.8 AP in Tab. II. It shows that
the performance of multi-person pose estimators can be
improved by a very large margin by designing a more
powerful pose scoring module.

4) Additional Discussion: As shown in Tab. I, after
using the heatmap with downsampling ratio being 8 (i.e.
from scale 3) for auxiliary supervision during training
[26], the performance is improved by 2.3 AP. Note that
the heatmap predication is not used during inference. In
order to boost information flow and enhance communi-
cation between features of different scales, we replaced
FPN [14] with PAFPN [17] to obtain slightly better
performance (from 60.8 AP to 61.6 AP).

C. Comparison with State-of-the-art Methods

We compare SMPR with other state-of-the-art multi-
person pose estimators on test-dev split of COCO bench-
mark, see Tab. III. We increase the number of epochs
from 30 to 100 and divide the initial learning rate
by 10 at epochs 80 and 90. With multi-scale testing,
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Method Backbone AP AP 50 AP 75 APM APL

Top-down Methods

Mask-RCNN [9] ResNet-50 62.7 87.0 68.4 57.4 71.1
HRNet [24] HRNet-w48 75.5 92.5 83.3 71.9 81.5

Bottom-up Methods

CMU-Pose [2] 3CM-3PAF (102) 61.8 84.9 67.5 57.1 68.2
AE [18] Hourglass-4 stacked* 63.0 85.7 68.9 58.0 70.4

PersonLab [21] ResNet-152 66.5 88.0 72.6 62.4 72.3
HigherHRNet [4] HRNet-w32 66.4 87.5 72.8 61.2 74.2
HigherHRNet [4] HRNet-w48* 70.5 89.3 77.2 66.6 75.8

Single-stage Methods

DirectPose [26] ResNet-50 62.2 86.4 68.2 56.7 69.8
DirectPose [26] ResNet-50* 63.0 86.8 69.3 59.1 69.3
CenterNet [32] Hourglass-2 stacked (104) 63.0 86.8 69.6 58.9 70.4

SPM [20] Hourglass-8 stacked 66.9 88.5 72.9 62.6 73.1
Point-Set Anchors [30] HRNet-w48* 68.7 89.9 76.3 64.8 75.3

Ours ResNet-50 64.7 87.3 71.2 59.1 72.7
Ours ResNet-50* 67.1 88.5 74.2 62.0 74.7
Ours HRNet-w32 68.2 88.7 75.3 63.3 75.4
Ours HRNet-w32* 70.2 89.7 77.5 65.9 77.2

TABLE III: Comparison with state-of-the-art methods on MS COCO test-dev dataset. ”*”: using multi-scale testing.

SMPR achieve 67.1 AP and 70.2 AP with ResNet-50
and HRNet-w32, respectively.

1) Comparison with Top-down Methods: SMPR out-
performs the classic top-down method – Mask-RCNN
(64.7 AP vs. 62.7 AP). Our model is still behind some
latest top-down methods, since they employ an addi-
tional person detector to identify people and resolve
the inconsistency of human scales. But if the detected
boxes overlap, the calculation is redundant and slow.
However, the inference time of SMPR is independent
of the number of person in the input image.

2) Comparison with Bottom-up Methods: SMPR out-
performs the state-of-the-art bottom-up methods, such as
CMU-Pose, AE and PersonLab. It also achieves better
performance than the latest bottom-up method High-
erHRNet [4], 68.2 vs. 66.4 AP, using the same backbone
HRNet-w32 in single-scale testing. Besides that, our
performance with HRNet-w32 is also competitive with
HigherHRNet with HRNet-w48 in multi-scale testing.

3) Comparison with Single-stage Methods:
SMPR performs far better than most of the single-stage
methods, such as DirectPose [26], CenterNet [32] and
SPM [20]. SMPR with the backbone HRNet-w32 even
outperforms the latest single-stage pose estimator [30]
with the backbone HRNet-w48, 70.2 vs. 68.7 AP, in
multi-scale testing. Note that SMPR is anchor free
and Point-Set Anchors need 27 carefully chosen pose
anchors per location.

V. CONCLUSION

In this paper, we present a single-stage multi-person
regression network. The proposed network is anchor-free
and end-to-end trainable. It estimates multiple instance-
aware keypoints in constant inference time. Two positive
identification strategies are proposed to improve the net-
work’s performance. We also learn to score the predicted
poses to boost the performance further. Experiments
demonstrate that the proposed method outperforms many
bottom-up and top-down methods, and all the single-
stage pose estimators. It achieves 70.2 AP and 89.7 AP50
on the COCO test-dev pose benchmark, which is even
competitive with the latest bottom-up methods.

One interesting future direction would be to improve
the pose scoring module. It would also be interesting to
identify positives in a differentiable approach.
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