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Abstract

Portrait photo retouching is a photo retouching task that
emphasizes human-region priority and group-level consis-
tency. The lookup table-based method achieves promis-
ing retouching performance by learning image-adaptive
weights to combine 3-dimensional lookup tables (3D LUTs)
and conducting pixel-to-pixel color transformation. How-
ever, this paradigm ignores the local context cues and ap-
plies the same transformation to portrait pixels and back-
ground pixels when they exhibit the same raw RGB val-
ues. In contrast, an expert usually conducts different op-
erations to adjust the color temperatures and tones of por-
trait regions and background regions. This inspires us to
model local context cues to improve the retouching quality
explicitly. Firstly, we consider an image patch and predict
pixel-adaptive lookup table weights to precisely retouch the
center pixel. Secondly, as neighboring pixels exhibit dif-
ferent affinities to the center pixel, we estimate a local at-
tention mask to modulate the influence of neighboring pix-
els. Thirdly, the quality of the local attention mask can be
further improved by applying supervision, which is based
on the affinity map calculated by the groundtruth portrait
mask. As for group-level consistency, we propose to directly
constrain the variance of mean color components in the Lab
space. Extensive experiments on PPRI0K dataset verify the
effectiveness of our method, e.g. on high-resolution photos,
the PSNR metric receives over 0.5 gains while the group-
level consistency metric obtains at least 2.1 decreases.

1. Introduction

With promising development, the image enhancement
community has observed significant advances and received
numerous well-performed methods [10, 23, 28, 30, 35, 38,

]. Recently, Liang et al. focused on the visual quality
of portrait photos and proposed the portrait photo retouch-
ing task. When recording meaningful moments by a photo-
graph, the human often acts as an essential character in the
photo, and people usually take multiple photos in similar
scenes. However, the quality of raw photos taken directly by
a cell phone or camera is easily affected by weather, lighting
and shooting equipment, efc. Meanwhile, the tone of multi-
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Figure 1. Comparison of retouching quality. The outputs of 3D
LUT are identical for the same RGB inputs, but the outputs of our
method vary according to context pixels. The RGB values of each
pixel are shown in parentheses.

ple photos taken on the same subject at the same scene may
also become different. Liang et al. [19] indicated two criti-
cal factors for portrait photo retouching: one is the human-
region priority, i.e. the human region in the photo should re-
ceive more refined retouching compared to the background
region. The other is group-level consistency, i.e. a group
of portrait photos should be retouched to a consistent tone,
even though the shooting conditions are different.

The lookup table-based method [35] exhibits signifi-
cant performance for portrait photo retouching. In partic-
ular, Zeng et al. [35] proposed an image-adaptive 3D LUT
method that combines multiple lookup tables with a convo-
lutional neural network. Recently, based on 3D LUT, Liang
et al. [19] weighted the MSE loss to emphasize the human
region and build a baseline method for portrait photo re-
touching. Actually, in the photo retouching process, experts
usually perform different operations on portrait and back-
ground regions. As shown in Fig. 1, even raw pixels exhibit
the same RGB values, and their retouching targets could
be different because each pixel has its specific contexts.
However, the current method [19] tackles the whole image
and only generates the image-adaptive weights to combine



the looking-up results. In contrast, when contextual infor-
mation is considered, our proposed method can adaptively
adjust the retouching results and achieve high-quality en-
hancement.

An intuitive way to consider the contextual information
of a pixel is to select an image patch containing k& x k
pixels and predict pixel-adaptive weights to combine the
looking-up results. Besides, in an image patch, the con-
textual pixels may exhibit different affinities with respect
to the center pixel. Thus, we propose to enlarge the influ-
ence of homogeneous pixels (e.g. two portrait pixels) and
suppress the influence of heterogeneous pixels (e.g. a por-
trait pixel and a background pixel) via learning a pixel-
adaptive local attention mask. Moreover, considering each
photo is accompanied by a portrait mask, we can construct
the groundtruth affinity maps and apply pixel-wise super-
vision, which can further improve the quality of local at-
tention masks. The above processes form the Local-context
Aware Module (LAM). It explores contextual cues, predicts
pixel-adaptive weights, and brings complementary informa-
tion to image-adaptive LUT weights. Consequently, our
proposed method can effectively integrate lookup table re-
sults and achieve high-quality retouching results.

In addition to the retouching of individual photos, ensur-
ing the consistent color temperatures and tones of a group
of photos is also important for the portrait photo retouching
task. Liang et al. [19] simulate the group-level variations
by cropping two patches from the same image and applying
different transformations. We propose a group-style aware
module, which is simple to implement but can effectively
guide a group of photos to exhibit consistent color temper-
atures and tones. In particular, given a group of photos, we
first convert the enhanced photo and all other target photos
to the Lab space and then constrain the variance of mean
color components to achieve the group-style aware retouch-
ing.

The contributions of this paper are summarized as fol-
lows:

* We reveal the influence of contextual cues to the por-
trait photo retouching task and design the local-context
aware module to explicitly consider context pixels and
predict pixel-adaptive weight.

* We propose the group-style aware module, which per-
forms in a simple manner but can effectively ensure
consistent color temperatures and tones among a group
of enhanced photos.

» Extensive experiments on the large-scale PPR dataset
demonstrate the efficacy of our proposed method, e.g.
given high-resolution portrait photos, the PSNR met-
ric receives over 0.5 gains, and the group-level consis-
tency metric obtains at least 2.1 decreases.

2. Related work

Learning-based image restoration.  Image restora-
tion [2,5,8,20,31,34,42] aims to remove image distortions
caused by various situations. Since manual retouching re-
quires a mass of expert knowledge and subjective judgment,
many learning-based image restoration methods come out
recently. For image exposure and low-light issues, Wang
et al. [31] propose a neural network for photo enhancement
using deep lighting estimation to fix underexposed photos.
Recently Mahmoud et al. [ 1] propose a model that can per-
form multi-scale exposure correction for images. Guo et
al. [7] propose a model based on a luminance enhancement
curve, which is iterated continuously to achieve gradual
contrast and luminance enhancement of low-light images.
As for the noise reduction task, Huang ez al. [1 1] present a
model which generates two independent noise-bearing im-
ages of similar scenes to train the noise reduction network.

Learning-based image retouching. Image retouching
aims to improve the quality of raw images and has received
a large number of significant advances [3, 6,9, 12, 14-16,

,24,27,41]. Focusing on real-time processing of high-
resolution images (e.g. over 24 megapixels), Gharbi et al.
proposed the HDRNet [6] that put most of the computa-
tion on downsampled images. He et al. [9] proposed the
CSRNet that extracted global features with normal CNN
and modulated the features after 1 x 1 convolution. Some re-
searchers, such as Sean et al. [22] and Han-Ul et al. [ 15], ad-
justed the research paradigm and introduced residuals into
the model in order to pursue an enhancement over the origi-
nal image instead of training the image directly. In addition
to expert retouching, Han-Ul et al. [16] developed PieNet to
solve the problem of personalization in image enhancement.
These excellent works demonstrate that image enhancement
has splendid results based on paired datasets. However, the
collection of paired datasets is expensive. Therefore, image
enhancement methods based on unpaired datasets started
to receive attention. There are some GAN-based meth-
ods [3, 12], while do not require pairs of input images and
target images. Meanwhile, Jongchan er al. [24] proposed
the Distort-and-Recover method focusing on image color
enhancement, which also only required high-quality refer-
ence images for training. Although existing image enhance-
ment models have good generalizability, our work focuses
on portrait photo retouching, which emphasizes both the
human-region priority and group-level consistency, leaving
it an under-explored task.

In addition, HDRNet [6] can be regarded as a master-
piece along the lines of bilateral filter. For image process-
ing, the features extracted by the network are complete. The
applicability of this method is very broad, considering that
the human photographer’s retouching process also consid-
ers only these features. CSRNet [9] used an end-to-end ap-
proach that is easy to train. By utilizing an expanded con-
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Figure 2. Framework of the proposed local-context aware module. Given a portrait photo, we first elaborately estimate pixel-wise attention
and then adaptively modulate local context pixels. Afterward, neighboring pixels are flattened to form the context voxel, which are used to
predict pixel-adaptive LUT weights w”. Meanwhile, a weight predictor estimates the image-adaptive weights w’. Finally, the weighted

looking-up table operation generates the enhanced photo.

volutional layer, CSRNet can extend the field of perception
without the loss of the receptive field.

Deep learning methods with 3D LUT. In previous
studies, Zeng et al. [35] combined the deep learning-based
weight predictor and 3D LUT for the first time, which
achieved outstanding results. In particular, 3D LUT learned
a weight predictor based on the convolutional network,
which tackled low-resolution images and estimated image-
adaptive weights. Then, multiple lookup tables were dy-
namically combined to capture image characteristics and
perform the enhancement. The 3D LUT was a representa-
tive work that combined the deep learning paradigm with
the traditional image enhancement paradigm, which pre-
sented the community with a new perspective on how to
implement image enhancement. Subsequently, Jo et al. [13]
implemented a similar lookup process from input to out-
put values by training a deep super-resolution network and
transferring the output values of the deep learned model into
the LUT. A lot of works show that the traditional LUTs can
be well integrated with image enhancement tasks. In addi-
tion, due to the hardware-friendly nature, LUTs have been
used in camera imaging pipelines to retrieve precomputed
output from memory.

Contextual information in image enhancement. Con-
textual information can be taken into account in image en-
hancement to get better results. Its importance has been
demonstrated by a number of distinguished researchers in
recent work. By effectively modeling contextual informa-
tion, many deep learning-based methods [4, 18, 33] were

able to remove rain marks, distortions, and shadows from
images. Zhang et al. [40] proposed a context reasoning
attention network to adaptively modulate the convolution
kernel according to the global context and apply it to super-
resolution tasks. Besides, there was also some work that
applied contextual information to complete a missing re-
gion [36,37]. The context information also plays an impor-
tant role on other computer vision domains, e.g. image clas-
sification [29], saliency detection [21]. In particular, Liu et
al. [21] proposed PiCANet to learn informative contextual
features of each pixel and then embed them into a saliency
detection network. In the photo retouching domain, the con-
textual information is still under-explored. In this work, we
make an early exploration to study the influence of contex-
tual information on the portrait photo retouching task and
observe sufficient improvements.

Spatial-aware 3D LUT. Spatial-aware 3D LUT [32] is
a most relevant work to ours, though our work is indepen-
dently developed with [32]. The insight of learning pixel-
adaptive weights is similar. However, we precisely model
local context cues by a convolutional layer with kernel size
k x k, while the UNet architecture in [32] considers the en-
tire image and is affected by both local contexts and global
information. As a result, in [32], the global information in
the UNet branch is somewhat redundant with the image-
adaptive weights, also has the risk of bringing noises to the
retouching process. Besides, [32] employed the UNet ar-
chitecture and maintained multiple lookup tables. It is more
complex than our local-context aware module.



3. Methodology

3.1. Image enhancement based on 3D LUT

3D LUT defines a 3D grid consisting of M3 elements,
where M indicates the number of bins in each color chan-
nel. Given an input image I, the looking-up table method
makes transformations and generates the enhanced output
O. The transformation operation can be formulated as:

G
Ok = @(Ig,j,k)aI(i,j,k)a—rg,j,k))» ()

where ¢(-) defines a pixel-to-pixel mapping via a looking-
up table, in practice, M=33 is a common setting, which
contains 108K parameters and achieves a good balance be-
tween inference speed and enhancement quality.

To tackle dramatic variations among multiple photos,
Zeng et al. [35] capture the holistic cues within an image
and predict image-adaptive weight w/ = [w! wl...wl]to
adjust the looking-up table results. Thus, the transformation
operation with LUT weight can be formulated as follows:

R G B I I
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where ®(-) indicates the image enhancement process and
¢, is the mapping operation of the n*”* looking-up table.

3.2. Local-context aware module

In the portrait photo retouching task, experts usually
apply different adjustments about color temperatures and
tones for human regions and backgrounds. Thus, the con-
text cues should be carefully considered in the retouching
process.

As shown in Fig. 2, we propose the local-context aware
module to predict pixel-adaptive weights and precisely
modulate the looking-up table results. Given a portrait
photo x, each pixel considers its k x k neighboring pixels to
perceive local context cues. To this end, we first employ a
convolutional layer with kernel size k X k to extract context
features f., = ReLU(CF**(x)). Then, we predict local
attention map a € R(FXF)xHxW.

a = Softmax(C'*! (f.iy)), 3)

where “Softmax” indicates softmax normalization among
k? attention elements. CF**(.) means a k x k convolu-
tional layer.

Considering a pixel x; ;, the pixel-wise attention weight
a; j can be used to modulate its neighboring context pix-
els via dot product. Then, similar context pixels would be
strengthened while the influence of intrusive pixels would
be weakened. Next, all neighboring pixels are flattened to
a vector, and context vectors from all spatial locations form
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Figure 3. Portrait photo retouching process with pixel-adaptive
weights and image-adaptive weights. The lookup table generates
a retouching result for a pixel, which is then jointly modulated by
pixel-adaptive weight w” and image-adaptive weight w’. Finally,
multiple retouching results are added to enhance the input photo.

the neighboring context voxel v € R(3XExk)xHXW - After.
wards, we employ a convolutional layer to tackle the con-
text voxel and obtain feature f,,, = ReLU(C**!(v)). In
the end, a convolutional layer with kernel size 1 can adap-
tively predict LUT weights for each pixel:

Wp = ClXI(fvox)~ (4)

At each spatial location, the pixel-adaptive weights wP
contains N elements, being responsible for zooming or
shrinking the looking-up table results.

3.3. Fuse the multiple 3D LUTs.

Image-adaptive Weight. Given NV 3D LUTs, the fusion
is performed according to the weight w! output by the im-
age classifier. In our work, the number of 3D LUTs is set to
5 based on ablation experiments.

Pixel-adaptive Weight. The fuse effect based on classi-
fier and 3D LUTs is useful, but it can be further improved
by considering the contextual information of each pixel. In
this paper, we consider the contextual information for each
pixel and estimate pixel-adaptive attention weights w”. By
jointly considering image-adaptive attention weights w’
and pixel-adaptive attention weights w?, our photo retouch-
ing method can perceive both the image-level holistic infor-
mation and pixel-level contextual cues and achieve high-
quality image enhancement.

Fig. 3 illustrates the fuse process by tackling a certain
pixel located at (h,w) within the photo. The program sends
the photo to a group of 3D LUTSs and obtains the converted
result. The result is then integrated with the w’ and w” to
obtain the RGB value at the corresponding pixel point (h,
w) of the output photo. This procedure is performed for
each pixel, which generates the complete enhanced photo.
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Figure 4. Calculation process of the group-style aware loss. The
retouched photo and all other target photos from the same group
are first converted to Lab space. Then, we calculate the variance of
mean color components in a-channel and b-channel to obtain the
group-style aware loss.

3.4. Group-style aware module

The group-level consistency characteristic emphasizes
more the uniformity of style among a group of photos rather
than the retouching effect of a single photo. In [19], given
a group of enhanced image, Liang et al. [19] first convert
each image from RGB to Lab color space, and then select
the a and b channels to measure the variance of mean color
components. Based on the combination of a and b channels,
Liang et al. [19] defines the GLC metric.

The group-style aware module strategy is to enumerate
the color of all pixels of the photo and calculate the mean
value p, calculate the variance between p and the value of
the same group of target photos. The smaller the variance,
the closer the values in the two channels, and the more con-
sistent the color temperatures and tones of the image.

As shown in Fig. 4, given a group of retouched photos
[D1, D2, ..., Dn], We first calculate their mean values from
the a-channel and b-channel, and then do the same for im-
ages generated by the network model retouching. Calculat-
ing the variance of these values can further obtain group-
style aware loss.

Given a group of photos, we find it is inconvenient and
inefficient to simultaneously forward all photos through the
network and calculate the group-style aware loss Lg a4,
because each group contains a different number of photos.
Instead, we propose to compare a retouched photo with all
other target photos from the same group, where the mean
value of a-channel and b-channel can be calculated in ad-
vance.

3.5. Loss function

As we adopt the lookup table paradigm to retouch pho-
tos, we follow [35], adopt the MSE loss L, s, the smooth
regularization loss R s and monotonicity regularization loss
R as the basic loss terms, which can be calculated as:

‘CLUT = Emse + )\SRS + )\men (5)
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Figure 5. Calculation process of the edge supervision loss. Con-
sidering a pixel seated on the portrait border area, we compare the
mask labels between the center pixel and the neighboring pixels,
obtain the affinity map. Afterward, the affinity map can guide the
pixel-wise attention map via calculating the BCELoss Lc k-

where )¢ and \,,, are trade-off coefficients, we follow [35]
and set A\; = 1 x 1074, \,,, = 10. The MSE Loss Lse
ensures the content consistency between enhancing result
and target photo. Smooth Regularization Rs and Mono-
tonicity Regularization R,,, are used to ensure the output
values of the LUT are smoothed and monotonic, and the
relative brightness and saturation of the input RGB values
are maintained, ensuring natural enhancement results.

Edge supervision loss. In the proposed local-context
aware module, we predict the local attention mask a and
employ the pixel-wise attention a; ; to modulate neighbor-
ing context pixels. We find apply supervision can improve
the quality of local attention mask. As shown in Fig. 5,
given the human region mask of each photo, we can obtain
the affinity of a pixel and its neighboring pixels via pair-
wise inclusive-or operation. This affinity map can serve as
the learning target for the local attention mask, and we guide
the learning process by calculating the BCELoss. Given
a mask, most pixels belong to the human region or back-
ground region, where the inclusive-or operation would gen-
erate an all-one mask. This would cause dramatically im-
balanced loss values and impact the quality of the local at-
tention mask. To alleviate this issue, we only calculate the
loss on edge pixels, whose contextual pixels include both
foreground and background, and name this loss edge super-
vision loss Legge.

Group-style aware loss. The GAM-loss can be calcu-
lated as follows:

Loam = /\GAM(VCW‘(.UI% RN LT EER 'W%)

(6)
+Var(up ... pp 1)),

where Ag 4y is the coefficient of Lo 4. In experiments,
we find Agan =0.001 is a proper choice. f172 and yips indi-
cates the average value of the n'" input photo in a-channel
and b-channel, respectively. Var(-) stands for calculating
the variance of all elements.

In summary, the total loss is given by

L=Lryr + Ledge + Laam- (7



Table 1. Comparison of portrait photo retouching results on PPR10K dataset. a/b/c indicate the dataset retouched by three experts. The
“LR” column and the “HR” column report the test results of each item on 360P and 4K ~ 8K photos, respectively.

PSNRt AE, |  PSNRHC+  AEHC | Megre |
Method ~ Dataset g HR LR HR LR HR LR HR LR HR
HDRNet [6] PPR10K-a 2393 23.06 8.70 9.13 2721 2658 5.65 5.84 1483 1437
CSRNet [9] PPRIOK-a 22.72 22.01 9.75 1020 2590 25.19 6.33 6.73 12.73 12.66
3DLUT [35] PPRIOK-a 25.64 25.15 697 7.25 28.89 2839 453 471 1147 11.05
Liang et al. [19] PPRI10K-a 25.99 25.55 6.76 7.02 2829 28.83 438 4.55 1081 10.32
Liang et al. [19]+GLC PPR10K-a 2531 24.60 7.30 7.75 2856 27.86 475 5.03 995 9.68
Ours (LAM) PPR10K-a 26.23 26.14 6.62 6.66 29.53 2941 429 432 10.77 10.71
Ours (LAM+GAM) PPR10K-a 25.66 2557 742 747 2896 28.85 482 485 6.67 6.66
HDRNet [6] PPRIOK-b 23.96 23.51 8.84 9.13 2721 2655 574 592 1321 13.04
CSRNet [9] PPR10K-b 23.76 23.29 877 9.28 27.01 26.62 568 590 11.82 11.73
3DLUT [35] PPRIOK-b 24.70 2430 7.71 7.97 2799 2759 499 516 9.90 9.52
Liang et al. [19] PPRIOK-b 25.06 24.66 7.51 7.73 2836 2793 4385 5.00 9587 9.60
Liang et al. [19]+GLC PPR10K-b 24.52 2381 793 842 2782 27.12 5.12 544 9.01 8.73
Ours (LAM) PPRIOK-b 2535 2528 7.31 7.34 28.63 2855 473 475 929 9.25
Ours (LAM+GAM) PPR10K-b 2497 2490 8.10 8.13 2827 28.19 524 526 6.56 6.57
HDRNet [6] PPR10K-c 24.08 23.66 8.87 9.05 2732 2693 576 599 1476 14.28
CSRNet [9] PPRI10K-c 23.17 2285 945 987 2647 2609 6.12 654 14.64 1422
3DLUT [35] PPRIOK-c 25.18 2478 7.58 7.85 28.49 28.09 492 509 1351 13.16
Liang et al. [19] PPR10K-c 2546 25.05 7.43 7.69 28.80 2838 4.82 498 1349 13.06
Liang et al. [19]+GLC PPR10K-c 2459 24.01 8.02 839 2792 2733 520 543 1276 12.79
Ours (LAM) PPRI10K-c 25.65 2556 7.39 743 2895 2884 480 4.83 14.62 14.56
Ours (LAM+GAM) PPRIOK-c 2531 2522 8.00 803 2861 2851 519 521 887 8.84
4. Experiments L2-distance in CIELAB color space with
4.1. Experiment setups AE,, =| REab —TLab ||, | (8)

Datasets. All our experiments are performed on the
PPRI10K dataset [19]. It provides 4K ~ 8K high-resolution
(HR) photos and corresponding 360P low-resolution (LR)
photos with the retouched results by three experts. We use
LR photos for training with randomly disrupted, while all of
the LR and HR photos are available for testing. Following
previous work [19], we divided the PPR10K dataset into a
training set with 1,356 groups and 8,875 photos, and a test-
ing set with 325 groups and 2,286 photos.

Implementation details. We perform our experiments
on RTX 2080Ti GPUs with Pytorch framework [25]. We
evaluate the performance of different settings and determine
the size of the image patch is 3 x 3. All of the training
photos are LR photos, so as to improve the training speed,
and the testing photos include HR photos (4K ~ 8K) and LR
photos (360P). We follow the data augment setting in [19]
and train 200 epochs with batch size 16. We use Adam [17]
as the network optimizer and the learning rate is fixed at
1 x 10~* following [35].

Evaluation metrics. Five metrics are employed to eval-
uate the performance of different methods quantitatively.
Besides basic PSN R, the color difference between the re-
touched photo R and the target photo 7' is defined as the

The PSNRHC and AEAC mean human-centered PSNR
and color difference. We follow the study of Liang et al.
[19] and adopt the same evaluation metric of group-style
Mo to evaluate the performance of our model.

4.2. Comparisons with state-of-the-art methods

Table 1 reports the comparison results with multiple
state-of-the-art methods. The comparison results show that
our proposed method has made obvious progress in both
HR and LR photos. Using a specialist’s retouching exam-
ple, the PSNR of the HR photo is improved by 0.60, and
the addition of the GAM led to a significant reduction in the
Mo metric, which demonstrates the effectiveness of our
method.

The qualitative results are shown in Fig. 6, which not
only demonstrate the photo retouching results of each net-
work component but also show the input photo and target
photo together. It can be intuitively seen that our method
achieves the closest retouching results to the target photo.
The results of retouching the same set of input photos
with the local-context aware module are better than 3D
LUT [35]. While the output photos with the group-style



Table 2. Ablation experiments. (a) studies the influence of different spatial sizes when considering the local context. (b) reports the
performance when varying the coefficient of group-style aware loss. (c) and (d) verify the influence of 3D LUT’s number and the dimension
in each LUT unit, respectively. In addition, we recorded the average running time (in milliseconds) of these models. All methods were
tested on an NVIDIA 2080Ti GPU.

(a) PSNR AE., PSNRECAEEC Marc Time () | PSNR AE., PSNRECAEEC Mgrc Time
3x3 2623 6.62 2953 429 11.08 4.66 3 25.91 6.84 29.18 444 10.84 4.56
5%x5 26.19  6.67 2950 432 11.39 4.80 5 2623  6.62 2953 429 11.08 4.66
7x7 26.05 6.73 2933 436 11.06 4.86 7 26.06 6.70 2934 434 1138 5.82

(b) PSNR AE.,, PSNRICAEEY Marc Time (d) | PSNR AE. PSNRECAEEC Mgrc Time

1x1072 | 2478 847 28.10 548 5.99 4.66 17 | 2576 6.85 29.05 4.44 10.78 4.59
5x1073 | 25.07 8.06 2837 522 6.13 4.66 33 | 2623 6.62 2953 429 11.08 4.66
1x1073 25.66 742 2896 482 6.67 4.66 49 26.12  6.72 2941 436 11.51 4.70
Ix10~% 26.05 699 2934 452 7.87 4.66 65 26.21 6.70 2950 435 11.75 4.74

Table 3. Ablation experiments on each component of our proposed
module. 3D LUT was used as the baseline, and the effectiveness
of each module is verified by step-to-step ablation.

Table 4. Ablation experiments that replace the local-context aware

module with UNet [

] to generate pixel-adaptive weights.

Model PSNR AE., PSNRUCAERC Mgrc Time

LAM 26.23 6.62
25.72 692

UNet

29.53
28.97

4.29
4.49

11.08 4.66

11.15 5.88

No. Model PSNR PSNRHC  Meaic
#1 3DLUT[35] 25.99 28.29 10.81
#2  #1+LAM 26.13 29.42 11.58
#3  #2 + Full Sup. 26.13 29.40 11.26
#4  #2 + Edge Sup. 26.23 29.53 11.08
#5  #4+ GAM 25.66 28.96 6.67

aware module obviously maintain a more uniform retouch-
ing style, but the PSNR value only drops a bit. Meanwhile,
the output of the photos with our proposed method has bet-
ter scores.

4.3. Ablation study

We conducted extensive ablation experiments on the
PPR10K dataset to determine the validity of the compo-
nents and verify the influence of each parameter.

Efficacy of each component. We conduct extensive
experiments to analyze the key components of our model,
as shown in Table 3. We regard the model in Sec. 3.1 as
the baseline model and add the local-context aware module
on top of it. From the ablation experiments, we can find
that all the metrics have been improved. After that, we de-
sign two different supervision strategies. Both of them are
groundtruth mask oriented. They are full supervision corre-
sponding to the whole photo and edge supervision for the at-
tention mask. Both experiments are conducted on the basis
of the local-contextual aware module. The results demon-
strate that full supervision does not bring a significant im-
provement, almost any difference, while the edge supervi-
sion can consistently improve the performance.

We think the reason is due to the existence of the
large pure background or pure foreground region in the
groundtruth mask, which led to dramatically imbalanced su-
pervision. Thus the generated loss is not accurate enough

to learn. Edge supervision has a better learning efficiency
because it focuses more on the demarcation of the photo.
Finally, we add the group-style aware module and analyze
that the previous strategy does not work well for group-level
consistency, whose performance under the metric Mgrc
are greater than 10. However, after introducing our group-
style aware module, the indicator can be reduced to 6.67.
The substantial numerical improvement demonstrates the
effectiveness of the proposed group-style aware module.

Comparison to spatial-aware 3D LUT [32]. We fol-
low spatial-aware 3DLUT [32] and employ the same UNet
architecture to replace our local-context aware module and
predict pixel-adaptive LUT weights. As shown in Table 4,
under the metric PSNR, our local-context aware module ex-
ceeds the UNet architecture with 0.51 points, and the group-
level consistency and running time also verify the superior-
ity of our method. We think there are two potential reasons.
Firstly, UNet analyzes the contextual information for the
whole image instead of a controlled receptive field, thus in-
troducing some noise in the portrait photo retouching pro-
cess. Secondly, the UNet architecture contains more pa-
rameters than our local attention mask module, which may
cause the UNet architecture not easy to train.

The parameter of 3D LUTs. In order to ensure that
the experiment settings are appropriate, we change the pa-
rameters for different experiments while keeping other con-
ditions constant. Results of the experiments are shown in
Table 2(c) and Table 2(d). The ablation results indicate that
the most suitable number of 3D LUTs is 5, while the suit-
able dimension is 33.
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Figure 6. Qualitative effect of the LAM and LAM+GAM strategy. Using the LAM improves the PSNR, and adding the GAM improves

the tonal uniformity of a group of photos.

The size of the receptive field. We consider that the
processing of low-frequency information (brightness, color,
etc.) in PPR tasks relies on a large receptive field, but a too-
large receptive field may introduce extra noise and also lead
to a larger amount of parameters in the convolutional block.
To investigate the most suitable value for the patch (e.g. re-
ceptive field) size of the LAM, we carry out experiments
and report the results in Table 2(a). The experimental re-
sults indicate that the size of 3 x 3 is a proper choice for
our local-attention aware module.

Determining the coefficient of GAM. In the practical
experiments, the introduction of the GAM module leads to
a slight decrease in the retouching effect. Thus, it is un-
reasonable to purely optimize the group-level consistency
and lead to large deviations in the retouching results. As
shown in Table 2(b), we conduct ablation experiments and
set the coefficient Az to 1 x 1073, This makes a balance
between the single-photo retouching quality (measured by
PSNR) and group-level consistency (measured by Mg o).

By integrating the above experimental results, we en-
sure that parameters in our network are appropriate for the
model. Due to the effectiveness of the local-context aware
module and the group-style aware module, our proposed
method achieves promising results. We are forming a con-
cise and efficient solution for portrait photo retouching.

5. Conclusion

As the existing LUT-based photo retouching paradigm
[35] only conducts pixel-to-pixel transformation but ignores
the context cues, this paper designs a lightweight local-
context aware module to incorporate context pixels and
adaptively estimate LUT weights when tackling each pixel.
Besides, a local attention mask is learned to distinguish the
affinity of neighboring pixels further. Moreover, we pro-
pose to constrain the group-level consistency in the Lab
space and guide the color temperatures and tones for a
group of photos to be consistent. As we only employ four
convolutional layers to capture local context cues explicitly,
our method still maintains the lightweight superiority of the
LUT-based photo retouching paradigm. Extensive experi-
ments on the large-scale PPR10K dataset demonstrate the
efficacy of the proposed local-context aware module and
group-style aware module. However, as we only verify
our method on a benchmark dataset, it may observe per-
formance drop when tackling practical photos. In addition,
the unintended usage of our method for surveillance may
violate individual privacy. In the future, it is a promising di-
rection to introduce the local-context aware module to other
works, e.g. super-resolution [40], image classification [29],
image inpainting [36,37].
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