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Abstract

There is an increasing demand for interpretation of
model predictions especially in high-risk applications. Var-
ious visualization approaches have been proposed to esti-
mate the part of input which is relevant to a specific model
prediction. However, most approaches require model struc-
ture and parameter details in order to obtain the visualiza-
tion results, and in general much effort is required to adapt
each approach to multiple types of tasks particularly when
model backbone and input format change over tasks. In this
study, a simple yet effective visualization framework called
PAMI is proposed based on the observation that deep learn-
ing models often aggregate features from local regions for
model predictions. The basic idea is to mask majority of
the input and use the corresponding model output as the
relative contribution of the preserved input part to the orig-
inal model prediction. For each input, since only a set of
model outputs are collected and aggregated, PAMI does not
require any model details and can be applied to various pre-
diction tasks with different model backbones and input for-
mats. Extensive experiments on multiple tasks confirm the
proposed method performs better than existing visualization
approaches in more precisely finding class-specific input re-
gions, and when applied to different model backbones and
input formats. The source code will be released publicly.

1. Introduction
Deep learning models have shown human-level per-

formance in various machine learning tasks and started
to be applied in real scenarios, such as face identifica-
tion [26, 33, 77], medical image analysis [10, 37, 61], and
language translation [70, 75, 76]. However, current deep
learning models often lack interpretations for their decision
making, which hinders the massive deployment of intelli-
gent systems particularly in high-risk applications like med-

ical diagnosis and autonomous driving.

To improve interpretation of model predictions, multiple
visualization approaches have been proposed to localize in-
put regions or components which are more relevant to the
model prediction given any specific input to the model. For
image classification task as an example, the class activation
map (CAM) and its variants utilize the output (i.e., feature
maps) of certain convolutional layer in the convolutional
neural networks (CNNs) and their contribution weights to
find the image regions which are responsible for the specific
model prediction given any input image [8, 41, 62, 73, 82],
and the back-propagation approaches propagate the CNN
output layer-by-layer to the input image space either based
on gradient information (or its modified versions) at each
layer [8, 62, 66–68] or based on the relevance between in-
put elements and output at each layer [2, 6, 30, 48]. While
the CAM-like approaches can only roughly localize rele-
vant regions due to the lower resolution of feature maps,
the back-propagation approaches often just find sparse and
incomplete object regions relevant to the model prediction.
Moreover, both types of approaches need either part of or
the whole model structure and parameter details, which may
be unavailable in some applications due to privacy or secu-
rity concerns. When the model details are not available,
the occlusion method may be utilized to roughly localize
image regions relevant to the model prediction by occlud-
ing each local patch and checking the change in model out-
put [54, 79]. However, the occlusion method often only lo-
calizes the most discriminative object part and misses the
other parts which actually also contribute to the model pre-
diction. LIME [58] is another method without requiring
model details for model interpretation by locally approxi-
mating the model decision surface for any specific input,
but it can often estimate the contributions of a subset of in-
put parts and require an optimization process for interpreta-
tion of a specific model prediction. Furthermore, most ex-
isting visualization approaches for interpretation of model
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predictions are developed for specific type of tasks (e.g., just
for image classification), model backbone (e.g., for CNNs),
and input format (e.g., just for image data). Substantial ef-
forts are often required to adapt one visualization approach
to various tasks (e.g., image caption) with different model
backbones (e.g., Transformer backbone) or input formats
(e.g., sequence of items).

Different from existing visualization approaches, a sim-
ple yet effective visualization framework for interpretation
of model predictions is proposed in this study. The pro-
posed framework, called PAMI (‘Partition input and Ag-
gregate outputs for Model Interpretation’), is inspired by
the observation that both humans and popular deep learn-
ing models extract and aggregate features of local regions
for image understanding and decision making. Suppose a
well-trained image classifier predicts an input image as a
specific class. To find the relevant image regions and their
contributions to the model prediction, the proposed frame-
work first partitions the input into multiple parts, and then
feeds only one part (with the remaining regions masked)
to the model to obtain the corresponding output probability
of the specific class. Aggregating the output probabilities
over all the individual parts would result in an importance
map representing the contribution of each input part to the
original model prediction. In contrast to existing visualiza-
tion approaches, the proposed PAMI framework does not re-
quire model structure and parameter details, can more likely
find all possible input parts which are relevant to the model
prediction, more precisely localize relevant parts, and work
for various model backbones with different input formats.
Such merits of the proposed PAMI framework has been con-
firmed by extensive experiments on multiple tasks with dif-
ferent model backbones and input formats.

2. Related Work
In computer vision, post-hoc interpretation of deep

learning models focuses on either understanding of model
neurons (e.g., convlutional kernels, output elements) which
is independent of input information [4,16,32,45,78], or un-
derstanding of a specific model prediction given an input
image [8, 15, 39, 54, 62]. This study belongs to the latter
one, i.e., trying to understand what information in the input
causes the specific model prediction.

Multiple approaches have been proposed for understand-
ing of model predictions, including the activation map ap-
proach [8, 31, 62, 82], the back-propagation approach [24,
30, 79, 79], the perturbation approach [22, 54], the local ap-
proximation approach [58, 81] and the optimization-based
approach [15, 39]. The activation map approach often ob-
tains a class-specific activation map with the weighted sum
of all feature maps often at the last convolutional layer, and
considers the regions with stronger activation relevant to
the specific model output [8, 62, 73, 82]. Since the activa-

tion map is often much smaller than the input image, only
approximate image regions corresponding to the stronger
activation regions can be localized for interpretation of the
specific model prediction. Different from the activation ap-
proach which often works at higher layer of the deep learn-
ing model, the back-propagation approach tries to estimate
the importance of each input pixel by propagating the spe-
cific model output layer-by-layer back to the input space.
This can be obtained by calculating the gradient of the spe-
cific model output with respect to input elements at each
layer [8, 62, 66–68], the input-relevant contribution of each
kernel at each layer [34], or the relevance between output
and each input element at each layer [2,6,30,48]. The back-
propagation approach considers each input pixel as an inde-
pendent component and often only a subset of disconnected
pixels in the relevant regions are estimated to be relevant to
the model prediction.

To find local image regions rather than disconnected pix-
els relevant to the model prediction, the perturbation ap-
proach has been proposed by perturbing local image regions
somehow and checking the change in model output of the
predicted class [22, 79]. If certain perturbed local region
causes large drop in the output, the local region in the in-
put image is considered crucial to the original model pre-
diction. Perturbation can be in the form of simply mask-
ing a local region by a constant pixel intensity [79], by
neighboring image patches [83], or by blurring the origi-
nal region information with a constant value or smoothing
operator [22, 54]. This approach often can find only the
most discriminative part of the relevant regions which are
responsible for the model prediction, because perturbing
less-discriminative part of the relevant regions often does
not cause much drop in model output. Besides the pertur-
bation approach, the local approximation approach provides
another way to estimate the contribution of each meaningful
image region (e.g., object parts, background region) to the
model prediction [22, 58, 73]. This approach assumes that
the model decision surface is locally linear in the region-
based feature space for any specific input, and therefore can
be approximated with a linear model in the feature space.
The weight parameters in the linear model can directly indi-
cate the contribution of each meaningful image region to the
original model output, thus obtaining image regions most
relevant to the model prediction.

While most of these visualization approaches to inter-
pretation of model predictions were originally developed
for image classification models, they have been extended
or modified for other tasks [11, 72] or other deep learn-
ing models [9, 38]. Besides these approaches, prototype-
based [49,60] and and attention-based [50] approaches have
also been proposed for model interpretation. Note that ex-
cept the local approximation approach and part of the per-
turbation approach (e.g., the occlusion method [22], most



Figure 1. The proposed PAMI framework with the sliding window based (left half) or the pre-segmentation based (right half) input partition
strategy. Each time only one local part of the input is preserved and the remaining parts are masked (blurred here).

approaches require at least part of the model structure and
parameter details in order to find input parts which are rele-
vant to the model prediction.

3. Method
In this study, we aim to provide interpretation for model

prediction given any specific input to a well-trained and
fixed deep learning model. The interpretation is demon-
strated by estimating relative contribution of each input part
to the specific model prediction and correspondingly local-
izing input regions or elements which are relevant to the
model prediction. It is worth noting that no model structure
and parameter details are assumed to be known during the
model interpretation process.

3.1. Motivation

Although humans can often instantly recognize objects
in images, certain attention mechanism in human brain is
likely involved in the process of object recognition [29,53].
In other words, humans often need to implicitly or explicitly
attend to local regions for image understanding and object
recognition. While the detailed human attention mechanism
is yet to be further explored, initial studies [13] suggest that
most local parts of an object in an image help humans recog-
nize the object, and appearance of only an individual object
part could help humans recall the corresponding class of
the object. Consistent with the visual attention studies, re-
cent exploration of convolutional neural networks (CNNs)
shows that convolutional kernels even at higher convolu-
tional layers (i.e., closer to the CNN output) often have
smaller receptive fields than expected [44]. Considering
that a global pooling is performed at the last convolutional
layer in most CNN classifier models, it is widely accepted
that CNN models largely depend on the collection of lo-
cal image region features for image classification. For the

other type of deep learning model backbone Transformer
and its variants (e.g., ViT [14], Swin Transformer [42]),
since most items in the input sequence at each model layer
correspond to components (e.g., words for a sentence input,
image patches for an image input) of the original input, the
final model prediction also largely depends on the collec-
tion of local features of the original input. With the above
observation, we hypothesize that the model output response
to each single component of the original input may directly
imply the importance of the single input component for the
specific model prediction.

3.2. The proposed PAMI framework

The proposed interpretation framework is demonstrated
in Figure 1. For image classification task as an example,
given a well-trained classifier model f(·) and any input im-
age x, denote by fc(x) the output prediction probability of
the input image belonging to the c-th class. Suppose the
model predicts the input as the k-th class, i.e., fk(x) is
the maximum over all the output probabilities. To inter-
pret the classifier’s prediction, the proposed framework first
partitions the input into multiple either overlapped or non-
overlapped parts (see the following subsections), and then
with the j-th individual part preserved and all the remain-
ing image regions masked, the output probability fk(xj) of
the k-th class for the majority-masked input xj is used to es-
timate the relative contribution of the preserved j-th image
part to the original model prediction fk(x). By collecting
and aggregating the output responses fk(xj)’s over all the
partitioned image parts, an importance map with the same
spatial size as that of the input image x can be generated to
represent the contribution of each input element (i.e., pixel
here). Local image regions with correspondingly higher re-
sponse values in the importance map are supposed to con-
tribute more to the model prediction fk(x), thus providing



visual evidence for the model prediction. It is worth noting
that the interpretation framework can be applied to differ-
ent tasks (e.g., image caption and sentiment analysis) with
various input formats.

3.2.1 Input partition strategy I: sliding window

One simple way to partition input is to apply the sliding
window strategy with a pre-defined window size and slid-
ing step size, where the window is in certain regular shape
(e.g., circular or rectangular). In this way, the original input
can be easily partitioned into multiple parts, and each part
can be more or less overlapped by its neighboring parts de-
termined by window size and sliding step size. For each
partitioned part, all the remaining image regions will be
masked somehow (e.g., by black pixels or blurred version
of the original regions), and the output probability of the
originally predicted class can be directly obtained with the
majority-masked image as input. Since each input element
(e.g., pixel of an input image) could be covered by multiple
partitioned parts, the contribution of each input element in
the final importance map can be obtained by averaging the
output probabilities of the originally predicted class over all
the partitioned parts covering the input element.

Note that the window size would affect the resolution
level of the final importance map. Although smaller win-
dow would result in desired higher resolution, an image part
with much smaller size (i.e., too small window) could con-
tain little semantic information such that it becomes chal-
lenging for the framework to estimate the contribution of
the smaller image part to a specific model prediction. In
practice, users can choose one appropriate window size for
interpretation of model prediction, or multiple window sizes
for interpretation at multiple scales of image parts.

3.2.2 Input partition strategy II: pre-segmentation

Another way to partition input is to pre-segment the in-
put into multiple parts with certain segmentation strategy.
When the input is an image, various unsupervised segmen-
tation algorithms can be adopted for pre-segmentation of
the input. In this study, super-pixel segmentation algorithms
are used for input image partition [5, 19, 46, 57]. With a
particular super-pixel segmentation method, an input image
can be partitioned into multiple non-overlapped parts (i.e.,
super-pixels), with each part often having irregular form of
region boundary and likely containing homogeneous visual
information. As introduced above, the contribution of each
super-pixel to the model prediction can be obtained by pre-
serving the single super-pixel and masking the other super-
pixels as the input and collecting the model output response
of the predicted class to the majority-masked input.

In practice, due to the imperfect performance of any
single super-pixel segmentation method, some super-pixels

may contain parts of both object region and background
region, resulting in the importance map where part of
background regions also have relatively higher responses.
To alleviate such an issue, multiple super-pixel segmenta-
tion methods are employed, and multiple importance maps
based on these segmentation methods are then averaged to
estimate the contribution of each input element (e.g., pix-
els) to the original model prediction. The average impor-
tance map may be further improved by running the above
process once more (i.e., second run), in which the super-
pixel segmentation methods are performed on the average
importance map rather than the original input image. In
addition, when generating each majority-masked input, the
highly smoothed version of the original input image is used
to fill the corresponding masked regions.

Compared to the sliding window strategy, the partitioned
parts by the pre-segmentation strategy have more precise
and reasonable region boundaries particularly for image
data. This in turn often leads to the final importance map
with clear boundaries between object regions and back-
ground regions, thus more precisely locating the image re-
gions which contribute to the model prediction. Note that
both input partition strategies also work when input is a se-
quence of items. For example, when input is a sentence as
in the sentiment analysis task, any input can be partitioned
into words or phrases with either the sliding window strat-
egy or appropriate pre-segmentation strategy.

3.3. Comparison with relevant studies

The proposed PAMI framework can provide interpreta-
tion of model prediction without requiring to know model
structure and parameter information. In contrast, most ex-
isting interpretation methods requires either part of or the
whole model details. For example, CAM and its variants
need the feature maps from certain convolutional layers and
part of model parameters in order to obtain the final class ac-
tivation map [8,41,62,73,82], and the gradient-based meth-
ods need all the model details to calculate gradient infor-
mation over model layers [8, 62, 66–68]. One exception is
the occlusion method [54,79] which does not require model
details as the proposed PAMI framework. PAMI can be
considered as an opposite version of the occlusion method,
i.e., only preserving an input part versus only removing or
occluding an input part for estimating the contribution of
the input part to the model prediction. In image classifica-
tion, occluding part of the foreground object in the image
may not significantly affect the model prediction because
the model can use the other object parts in the image for
confident prediction. As a result, occlusion method may
neglect contribution of certain object parts to the original
model prediction, and often performs worse than the pro-
posed PAMI.

Because the proposed PAMI framework can consider the



Table 1. Models and datasets used in experiments.

Task Model source Dataset

Cassification

VGG19bn from PyTorch [52]
50000 images of ImageNet-2012 [59]

validation set with 1000 classes

VGG16 from TorchRay [21]
Ffirst 1000 images of Pascal VOC 2007 [18]

test set with 20 classes

VGG16 from TorchRay [21]
First 1000 images of COCO 2014 [40]
instances validation set with 80 classes

Image caption ClipCap [47] COCO 2014 [40]
Sentiment analysis Transfomers libary [74] Sentiment140 [23]

well-trained model as a black-box, it can potentially work
for various backbone structures (e.g., both CNN and Trans-
former backbones). In contrast, the majority of interpre-
tation methods were proposed for the CNN backbone, and
specific modifications are often required when applying ex-
isting interpretation methods (e.g., CAM or Grad-CAM) to
other backbones like Transformer [9, 36] and graph neural
networks [3, 12, 55]. Another merit of the proposed PAMI
framework is its potential usage in multiple tasks with dif-
ferent input formats. While this study mainly use the image
classification task for evaluation of the PAMI framework,
PAMI in principle can be applied to various model predic-
tion tasks, such as image caption and sentiment analysis,
where the input data can be in the format of sentence or
image. In contrast, most existing interpretation methods do
not work across tasks without further modifications or ex-
tensions.

The most relevant interpretation methods are RISE [54]
and ScoreCAM [73] which also estimate the importance
map based on linear combination of input masks with
weights from model outputs. However, RISE is based on
a large set of randomly generated masks and ScoreCAM is
based on the feature maps at last convolutional layer of the
(CNN) model, both leading to low-resolution and often in-
appropriate importance maps.

4. Experiments

4.1. Experimental setup

In this study, three image classification datasets
ImageNet-2012 [59], Pascal VOC 2007 [18], and COCO
2014 [40] were mainly used for evaluation of the pro-
posed PAMI method. In addition, an image caption
dataset COCO [40] and sentiment analysis dataset Senti-
ment140 [23] were also employed to show the wide appli-
cations of the proposed method. All the models were from
the publicly released resources and evaluated on the corre-
sponding validation or test set (see Table 1 for more details).

By default, for the sliding window strategy of the pro-
posed PAMI, circular window with radius 40 pixels and step
size 6 pixels was used to generate local image regions. For
the pre-segmentation strategy, four super-pixel segmenta-
tion algorithms, i.e., felzenszwalb [19], SLIC [57], water-

shed [46] from scikit-image library [71], and SEEDS [5]
from the OpenCV library [7] were utilized respectively for
pre-segmentation of each image into multiple regions. Con-
sidering region of interest (i.e., relevant region to the model
prediction) could vary a lot over images, each segmenta-
tion algorithm was run multiple times with different hyper-
parameter settings to generate sets of local regions at differ-
ent scales (see the supplementary A for detailed settings).
The importance maps over all hyper-parameter settings and
all the four pre-segmentation algorithms were averaged as
the estimated importance map. A Gaussian kernel with size
49× 49 pixels and standard deviation 100 was used to gen-
erate the smoothed (blurred) image for region masking.

The proposed PAMI was compared with widely used vi-
sualization methods for interpretation of model predictions,
including Gradient [63], GradCAM [62], ScoreCAM [73],
RISE [54], FullGrad [67], MASK [22], Occlusion [79],
GuidedBP [66], SmoothGrad [65] and LRP [48]. The de-
fault hyper-parameter setting for each method was adopted
(see supplementary B for details). Besides qualitative evalu-
ation, quantitative evaluation was also performed using the
pointing game [80] and the insertion metric [54]. In the
pointing game, it measures whether the pixel with the high-
est activation in the importance map is successfully within
the image region of the object corresponding to the inter-
preted class, with ‘hit’ for success and ‘miss’ for failure.
The average hit rate over all classes is used to measure per-
formance of each method. For the insertion metric, it grad-
ually restores the original pixels in the blurred version of
the original image, with pixels having higher activation in
the importance map restored earlier. Higher insertion score
would indicate a better performance of interpretation.

4.2. Qualitative evaluation

The efficacy of the proposed PAMI method was ex-
tensively evaluated on the ImageNet-2012 data. Figure 2
demonstrates the visualization results on multiple represen-
tative images with the VGG19bn model. The visualization
results were generated with respect to the model output of
the ground-truth class for each image. It can be observed
that, the proposed PAMI with the pre-segmentation strat-
egy for input partition (last column) can often precisely and
largely completely localize the object regions which are ac-
tually relevant to the specific model prediction, while ex-
isting methods roughly localize either object regions at low
resolution, sparse part of object regions, disconnected pix-
els within object regions, or even irrelevant background re-
gions. Multiple colors within relevant region in the im-
portance map from the proposed PAMI method suggests
that different object regions may have different degrees of
contributions to the model prediction. On the other hand,
the proposed PAMI simply with the sliding window strat-
egy can often obtain similar performance as GradCAM but



Figure 2. Qualitative evaluation of the proposed PAMI method on the ImageNet-2012 dataset. The first column list the input images to the
classifier. The last two columns are the importance maps from the proposed PAMI method with the two strategies respectively, and all the
other columns are from the representative strong baseline methods. In each importance map or heatmap, higher activation is in yellow and
lower activation is in blue.

without requiring model structure and parameter details.
Another observation is that the proposed PAMI method

can work more stably than existing methods under challeng-
ing conditions. In particular, the PAMI method can well lo-
calize small-scale objects (rows 3 & 4) and relatively large-
scale objects (row 7) in images, and also can precisely lo-
calize the regions of multiple object instances of the same
class (rows 1 & 2). In comparison, most existing methods
often perform worse under at least some of these challeng-
ing conditions. Similar observations were also obtained on
the PASCAL-VOC dataset and the COCO dataset (see sup-
plementary C), consistently supporting that the proposed
PAMI method is effective in providing visual evidence for
interpretation of model predictions.

4.3. Quantitative evaluation

Although the non-existence of ground-truth or ideal in-
terpretation for any specific model prediction makes it
challenging to quantitatively evaluate any interpretation
method, the pointing game [80] and the insertion met-
ric [54] have been proposed to roughly evaluate the per-
formance on correctly localizing regions relevant to model
predictions. With the pointing game, Table 2 (columns 2, 4,
and 6) shows that the proposed PAMI method with the pre-
segmentation partition strategy (last row) has similar hitting

rate on the ImageNet and COCO datasets compared with
the best baseline GradCAM and higher hitting rate than all
the baselines on the VOC dataset, suggesting that the lo-
cal region which is considered most relevant to the model
prediction by PAMI is often actually part of the object re-
gion. Similarly with the insertion metric (Table 2, columns
3, 5, and 7), PAMI has the best performance on ImageNet
and VOC datasets, and is close to the best baseline RISE
on COCO dataset, again supporting that PAMI can well
localize image regions belonging to the interpreted class.
More experimental details for quantitative evaluation can
be found in the supplementary D.

4.4. Generality of the proposed PAMI method

To evaluate the generality of the proposed method,
well-trained deep learning classifiers with multiple dif-
ferent backbones were employed, including VGG16 [64],
ResNet50 [25], SE-ResNet [27], InceptionV3 [69],
DenseNet121 [28], RegNet-X-16GF [56], ConvNext-
Tiny [43], ViT-L-16 [14] and SwinT-Tiny [42]. From Fig-
ure 3, we can see that the proposed PAMI method can ro-
bustly and precisely localize the object regions which are
relevant to the model prediction for each input image, re-
gardless of the classifier backbones. In contrast, for each
representative baseline method, the importance maps often



Figure 3. Representative visualization results from the proposed method and representative baselines with different model backbones.
Cross sign means the relevant baseline is not working on the corresponding model backbone.

Table 2. Quantitative evaluation of the proposed PAMI method
on the three image datasets. ‘Random’: randomly generating a
heatmap for each input image. ‘Center’: taking the fixed image
center position as the highest activation point for each input image.

Method ImageNet VOC COCO
Pointing Insertion Pointing Insertion Pointing Insertion

Random 47.89 - 33.39 - 11.27 -
Center 81.96 - 70.79 - 25.97 -

Gradient [63] 83.14 0.1928 72.61 0.3321 34.65 0.1585
GuidedBP [66] 83.95 0.2632 71.14 0.4737 32.83 0.1935
Occlusion [79] 84.53 0.5741 84.49 0.6753 54.83 0.3229

MASK [22] 84.49 0.4867 76.30 0.5616 49.78 0.2664
RISE [54] 91.58 0.5460 82.43 0.6885 56.95 0.3305

SmoothGrad [65] 86.51 0.2494 75.38 0.3824 39.45 0.1753
GradCAM [62] 93.22 0.5154 87.45 0.5720 57.95 0.2660
ScoreCAM [73] 92.01 0.5191 86.51 0.6030 55.01 0.2656
FullGrad [67] 87.01 0.5045 77.58 0.5049 44.52 0.2362

Ours (Strategy I) 89.17 0.5566 74.95 0.6133 48.19 0.2688
Ours (Strategy II) 92.32 0.5965 87.87 0.7213 56.85 0.3291

change over model backbones and even may not work for
the Transformer backbone ViT and SwinT. This confirms
that the proposed PAMI method is more stable and can be
applied to interpretation of model predictions with various
model backbones. Please see more results with consistent
observations from the supplementary E.

4.5. Sensitivity and ablation study

Figure 4. Importance map of an representative input based on dif-
ferent masking operators. ‘Black/White/Blurred’: masking types.
Red boxes in images: object regions relevant to model predictions.

In the proposed method, masking majority of the input is
one necessary step to estimate the contribution of each sin-
gle region or part of the input. There are multiple choices
for the masking operator. When input is an image, the to-
be-masked region could be replaced by constant intensity
value such as 0 (i.e., becoming black) or 255 (i.e., becom-
ing white), or by the blurred version of the input image.
Figure 4 demonstrates exemplar results with different mask-
ing operators, which shows that masking by blurred region



(‘Blurred’) results in better separation between the back-
ground regions and the object regions of interest at the first
run, in turn leading to better importance maps with clearer
boundaries between background and object regions at the
second (i.e., final) run. When the majority of the input is
replaced with extreme black or white pixels, the modified
input image becomes further from the original class distri-
bution in the feature space compared to the modified image
with blurred region, which makes the model prediction un-
stable and therefore may not faithfully represent the impor-
tance of the preserved local region.

Figure 5. Effect of applying multiple pre-segmentation algorithms.
From left to right: input, importance maps from four individual
pre-segmentation algorithms, and average importance maps at the
first and the second run respectively.

In addition, the average of multiple importance maps
from multiple pre-segmentation algorithms often results
in better visualization than that of using a single pre-
segmentation algorithm, as demonstrated in Figure 5
(columns 2-5 vs. column 6). Figure 5 also shows that the
second run (last column) can often refine the importance
map from the first run (column 6). This is probably be-
cause sometimes the adopted pre-segmentation algorithms
cannot well separate background regions from object re-
gions at the first run, but the initially estimated importance
map from the first run provides alternative information for
pre-segmentation algorithms to well separate background
regions from object regions. Note that the proposed PAMI
is independent of the adopted pre-segmentation algorithms,
and better pre-segmentation algorithms can be adopted to
replace the current ones in the future. Please see more ab-
lation study results with consistent observations from the
supplementary F.

4.6. Extensive applications of the proposed PAMI

The proposed PAMI method is expected to work for mul-
tiple types of prediction tasks. For example, based on a
well-trained image caption model [47], the PAMI method
can well localize the image regions relevant to the predicted
words (e.g., ‘dog’, ‘laying’, ‘sidewalk’, ‘bicycle’) which re-
fer to any object or behaviour in the image (Figure 6, rows
1, 3), while the representative baseline method RISE often
cannot precisely localize relevant regions (Figure 6, rows

2, 4). Another example is for the sentiment analysis task,
where the model tries to evaluate whether the viewpoint
in an input sentence is positive or negative. With an in-
put partition strategy (see supplementary G)) similar to the
pre-segmentation for images, the proposed PAMI method
can directly and correctly estimate the contribution of each
word to the final model prediction (Figure 7). These results
(also see more results in the supplementary G) confirm that
the proposed PAMI method can work for various tasks with
different input modalities.

Figure 6. Two exemplar visualization results from the proposed
method and the strong baseline RISE for the image caption task.

Figure 7. Two exemplar visualization results from the proposed
method for the sentiment analysis task. The first row shows the
contribution of each word to a positive emotion prediction, and
the second row for a negative emotion prediction.

5. Conclusion
In this study, we propose a novel visualization method

PAMI for interpretation of model predictions. PAMI does
not requires any model parameter details and works stably
across model backbones and input formats. Compared to



existing visualization approaches, PAMI can more likely
and precisely find the possible local input regions which
contribute to the specific model prediction to some degree.
It can be used as a plug-in component and applied to multi-
ple types of prediction tasks, which has been partly con-
firmed by image classification, image caption, and senti-
ment analysis tasks. Its utility in more tasks including var-
ious natural language processing tasks will be evaluated in
future work.
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[6] Alexander Binder, Grégoire Montavon, Sebastian La-
puschkin, Klaus-Robert Müller, and Wojciech Samek.
Layer-wise Relevance Propagation for Neural Networks with
Local Renormalization Layers. In International Conference
on Artificial Neural Networks, pages 63–71, 2016. 1, 2

[7] G. Bradski. The OpenCV Library. Dr. Dobb’s Journal of
Software Tools, 2000. 5

[8] Aditya Chattopadhay, Anirban Sarkar, Prantik Howlader,
and Vineeth N Balasubramanian. Grad-CAM++: General-
ized Gradient-Based Visual Explanations for Deep Convolu-
tional Networks. In IEEE Winter conference on Applications
of Computer Vision, pages 839–847, 2018. 1, 2, 4

[9] Hila Chefer, Shir Gur, and Lior Wolf. Transformer Inter-
pretability Beyond Attention Visualization. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 782–791, 2021. 2, 5

[10] Sihong Chen, Kai Ma, and Yefeng Zheng. Med3D: Transfer
Learning for 3D Medical Image Analysis. arXiv preprint
arXiv:1904.00625, 2019. 1

[11] Marina Danilevsky, Kun Qian, Ranit Aharonov, Yannis Kat-
sis, Ban Kawas, and Prithviraj Sen. A Survey of the State
of Explainable AI for Natural Language Processing. In Pro-
ceedings of the 1st Conference of the Asia-Pacific Chapter of
the Association for Computational Linguistics and the 10th

International Joint Conference on Natural Language Pro-
cessing, pages 447–459, 2020. 2

[12] Nima Dehmamy, Albert-László Barabási, and Rose Yu. Un-
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Acosta. Visual vs internal attention mechanisms in deep neu-
ral networks for image classification and object detection.
Pattern Recognition, 123:108411, 2022. 2

[51] Utku Ozbulak. Pytorch cnn visualizations. https:
//github.com/utkuozbulak/pytorch- cnn-
visualizations, 2019. 13

https://github.com/utkuozbulak/pytorch-cnn-visualizations
https://github.com/utkuozbulak/pytorch-cnn-visualizations
https://github.com/utkuozbulak/pytorch-cnn-visualizations


[52] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer,
James Bradbury, Gregory Chanan, Trevor Killeen, Zeming
Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison,
Andreas Kopf, Edward Yang, Zachary DeVito, Martin Rai-
son, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner,
Lu Fang, Junjie Bai, and Soumith Chintala. PyTorch: An Im-
perative Style, High-Performance Deep Learning Library. In
Advances in Neural Information Processing Systems, pages
8024–8035, 2019. 5

[53] Steven E Petersen and Michael I Posner. The Attention Sys-
tem of the Human Brain: 20 Years After. Annual Review of
Neuroscience, 35:73, 2012. 3

[54] Vitali Petsiuk, Abir Das, and Kate Saenko. RISE: Random-
ized Input Sampling for Explanation of Black-box Models.
In Proceedings of the British Machine Vision Conference,
2018. 1, 2, 4, 5, 6, 7, 13

[55] Phillip E Pope, Soheil Kolouri, Mohammad Rostami,
Charles E Martin, and Heiko Hoffmann. Explainability
Methods for Graph Convolutional Neural Networks. In Pro-
ceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 10772–10781, 2019. 5

[56] Ilija Radosavovic, Raj Prateek Kosaraju, Ross Girshick,
Kaiming He, and Piotr Dollár. Designing Network Design
Spaces. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 10428–10436,
2020. 6

[57] Xiaofeng Ren and Jitendra Malik. Learning a Classification
Model for Segmentation. In Proceedings of the IEEE In-
ternational Conference on Computer Vision, pages 10–10,
2003. 4, 5, 13

[58] Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin.
“Why Should I Trust You?”: Explaining the Predictions of
Any Classifier. In Proceedings of the ACM SIGKDD In-
ternational Conference on Knowledge Discovery and Data
Mining, pages 1135–1144, 2016. 1, 2

[59] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, San-
jeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpa-
thy, Aditya Khosla, Michael Bernstein, Alexander C. Berg,
and Li Fei-Fei. ImageNet Large Scale Visual Recogni-
tion Challenge. International Journal of Computer Vision,
115(3):211–252, 2015. 5, 13

[60] Dawid Rymarczyk, Łukasz Struski, Jacek Tabor, and Bartosz
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A. Hyper-parameters for pre-segmentation
The hyper-parameters of the four pre-segmentation al-

gorithms used in both the first and the second run are sum-
marized in table 3. The hyper-parameter names used in the
methods correspond to those in the skimage and cv2 pack-
ages.

Table 3. Hyper-parameter configuration for each segmentation al-
gorithm.

Method Hyper-parameter

felzenszwalb [19]
scale=250, 200, 150, 100, 70, 50

sigma=0.8
min size=784

SLIC [57]
n segments=10, 20, 30, 40, 50, 60, 70, 80

compactness=20

SEEDS [5]
num superpixels=10, 20,30

num levels=5
n iter=10

watershed [46]
markers=10, 20, 30

compactness=0.0001

B. Hyper-parameters in baseline methods
Details of each baseline method and reference source

code were provided in Table 4. For gradient-based methods,
following the related work [63], the maximum importance
value among the three channels at each spatial position was
used as the final importance value for the spatial position
in the importance map. For LRP [48],the values from three
channels were averaged as the final result for each spatial
position.

Table 4. Hyper-parameter configuration for each baseline method.

Method Hyper-parameter Code Source
GradCAM [19] The last layer of feature extractor PyTorch CNN Visualizations [51]
ScoreCAM [73] The last layer of feature extractor TorchCam [20]
Occlusion [79] strides=6, shapes=(3, 40, 40) Captum [35]

RISE [54]
num mask=4000, cell size=7

probability=0.5 TorchVex [1]

MASK [22]
TV beta=3, lr=0.1, max iterations=500

l1 coeff=0.01, tv coeff=0.2 TorchVex [1]

FullGrad [5] - original implementation [67]

C. More qualitative evaluation
C.1. More results on ImageNet-2012

More qualitative evaluation of the proposed PAMI
method on the ImageNet-2012 dataset [59] can be seen in
Figure 8, supporting the effectiveness of the method.

C.2. More results on Pascal VOC 2007

The effectiveness of the proposed PAMI method was
also validated on the Pascal VOC 2007 dataset [17], as
shown in Figure 9.

C.3. More results on COCO 2014

The effectiveness of the proposed PAMI method was
also validated on the COCO 2014 dataset [40], as shown
in Figure 10.

D. Details of quantitative evaluation
For the pointing game, the process provided by

TorchRay [21] was followed. On the Pascal VOC and the
COCO datasets, the evaluation code provided by TorchRay
was directly used, and on the ImageNet dataset, the same
process was performed by marking points that fall within
the bounding box of the object as hits and the rest as misses.
For the insertion metric, a Gaussian kernel with size 49×49
pixels and standard deviation 100 was used to generate the
blurred image where we gradually restore the original pix-
els from. The importance map for quantitative evaluation
were generated with respect to the model output of the
ground-truth class for each image. Two exemplar results
were shown in Figure 11.

E. Generality of the PAMI
More results with different model backbones were

shown in Figure 12, supporting the generality of the pro-
posed method.

F. More ablation study results
F.1. Effect of different masking operators

More visualization results based on different masking
operators were provided in Figure 13, which shows that the
blurred version results in better results especially when im-
age background is complex.

F.2. Effect of multiple pre-segmentation algorithms

More results in Figure 14 shows that using multiple pre-
segmentations and two runs result in better visualizations.

G. Extensive applications of PAMI
G.1. Image caption task

More experimental results for the image caption task on
the COCO dataset can be seen in Figure 15.

G.2. Sentiment analysis task

More test sentences in Sentiment140 [23] were randomly
selected for effectiveness evaluation of the proposed method
in sentiment analysis tasks. The experimental results can be
seen in Figure 16.



Figure 8. More qualitative evaluation of the proposed PAMI method on the ImageNet-2012 dataset. For each pair: input image is on the
left and the visualization result from the proposed PAMI is on the right.



Figure 9. Qualitative evaluation of the proposed PAMI method on Pascal VOC 2007 dataset. Note that each input was resized to be square
for demonstration.
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Figure 10. Qualitative evaluation of the proposed PAMI method on COCO 2014 dataset. Note that each input was resized to be square for
demonstration.



Figure 11. Two examples of quantitative evaluation. First column:
original input image. Second column: the importance map and the
most important pixel marked with asterisks. Third column: image
after restoring a certain percentage of pixels and the prediction
probability of the image being the ground-truth class by the model.
Fourth column: the insertion curve and the area under the curve as
the insertion score.

Figure 12. More representative visualization results from the pro-
posed method with different model backbones.

Figure 13. Importance maps of more representative inputs based
on different masking operators.

Figure 14. Effect of applying multiple pre-segmentation algo-
rithms. From left to right: input, importance maps from four indi-
vidual pre-segmentation algorithms, and average importance maps
at the first and the second run respectively.



A bicycle parked outside of a 
house with a window. A bicycle parked … A bicycle parked outside  … A bicycle … of a house … A bicycle …  to a window.

A man and a woman riding 
horses on a beach. A man and a woman … A man and a woman  … A man and a woman riding … A man … riding a horses … A man …. a beach.

A man standing next to a truck in 
the woods.

A man standing … A man standing … A man … a truck in the woods. A man … the woods.

A cat standing on top of a car in 
a garage. A cat standing on … A cat standing on  … A  cat …  of a car in a garage. A cat …  in a garage.

A man pushing a cart full of 
bananas.

A man pushing a … A man pushing a  … A man pushing a cart … A man …  full of bananas.

A woman eating a large slice of 
pizza. A woman eating a … A woman eating  a … A woman eating … of pizza.

A person riding a horse in a 
parade. A person riding … A person riding a  … A person riding a horse … A person … in a parade.

Figure 15. More visualization results from the proposed method for the image caption task.



Figure 16. More visualization results from the proposed method for the sentiment analysis task.
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