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a b s t r a c t 

Within the area of intelligent User Interfaces, we propose what we call Sentient Embodied Conversational 

Agents (SECAs): virtual characters able to engage users in complex conversations and to incorporate sen- 

tient capabilities similar to the ones humans have. This paper introduces SECAs together with their ar- 

chitecture and a publicly available software library that facilitates their inclusion in applications –such 

as educational and elder-care– requiring proactive and sensitive agent behaviours. In fact, we illustrate 

our proposal with a virtual tutor embedded in an educational application for children. The evaluation 

was performed in two stages: firstly, we tested a version with basic textual processing capabilities; and 

secondly, we evaluated a SECA with Machine-Learning-enhanced user understanding capabilities. The re- 

sults show a significant improvement in users’ perception of the agent’s understanding capability. Indeed, 

the Response Error Rate decreased from 22.31% to 11.46% using ML techniques. Moreover, 99.33% of the 

participants consider the global experience of talking with the virtual tutor with sentient capabilities to 

be satisfactory. 

© 2019 Published by Elsevier B.V. 

1. Introduction 1 

The current surge in the popularity of chatbots has led to a pro- 2 

liferation of platforms that facilitate their design and implementa- 3 

tion. Chatbots are non-embodied agents designed for communicat- 4 

ing with the user by means of simple conversational interactions. 5 

However, although chatbots can be useful, they fall short when 6 

aiming to engage the user in longer and more diverse and com- 7 

plex conversations. 8 

The embodiment of Virtual agents, such as Embodied Conversa- 9 

tional Agents (ECAs) [5] , represents an improvement in user-agent 10 

interaction, not only because agent personification facilitates verbal 11 

communication, but also because it allows for enriched interaction 12 

incorporating non-verbal communication. ECAs are therefore useful 13 

for training, guiding, and giving support to users in a more natural 14 

way through the use of both natural language and body language. 15 

However, ECAs are usually created ad hoc for a specific purpose, 16 

hindering their subsequent reuse and the evolution of their func- 17 

tional and structural components. 18 

∗ Corresponding author. 

E-mail address: tellols.d.aa@m.titech.ac.jp (D. Tellols). 

Against this background, we go a step further in the state of 19 

the art, and propose what we call Sentient Embodied Conversa- 20 

tional Agents (SECAs) as proactive agents endowed with human- 21 

like sentient qualities and capable of taking part in complex struc- 22 

tured conversations. On the one hand, with the aim of increasing 23 

agents’ believability, our proposal incorporates sentient capabilities 24 

— personality, needs, and empathy — similar to those possessed 25 

by humans. On the other hand, our proposal facilitates the imple- 26 

mentation of agents capable of taking part in complex structured 27 

conversations by covering different types of dialogs (i.e., commu- 28 

nication patterns) which can be initiated either at the user’s re- 29 

quest or proactively. Our SECAs therefore enable seamless transi- 30 

tions between different dialog types that guide users to achiev- 31 

ing their goals when engaged in conversations. Furthermore, SECAs 32 

are equipped with domain-specific knowledge, memory, and Nat- 33 

ural Language Processing (NLP) capabilities which make human- 34 

agent interactions more effective. Specifically, a memory module 35 

prevents SECAs from being repetitive in their utterances, and an 36 

extension of the Artificial Intelligence Mark-up Language (AIML) 37 

[27] together with Machine Learning algorithms improve their un- 38 

derstanding of users’ inputs. 39 

In addition to our SECAs proposal, we define a general compu- 40 

tational architecture and provide a software library to create and 41 

integrate ECAs into different applications and platforms (mobile, 42 
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desktop, web). We illustrate our contributions by designing and 43 

implementing a virtual tutor called “Earth”, which is integrated 44 

into a digital application for children in the context of e nergy e ffi- 45 

ciency and sustainability [23] , with the purpose of making the ex- 46 

perience more educational. Initially, we provided 30 children from 47 

different schools with a first version of our Earth SECA, which ap- 48 

plies simple NLP techniques to gathering conversational data. Sub- 49 

sequently, we evaluated (with another group of 15 schoolchildren) 50 

a second version of the agent which incorporates Machine Learning 51 

algorithms trained with the previously gathered data. Both tests 52 

report a positive impact on the children’s perception of learning 53 

and their overall conversational experience. 54 

2. Related work 55 

Chatbots are conversational agents originally designed to hold 56 

informal conversations (chats) with users. Chatbots are currently 57 

receiving a great deal of attention as they are being integrated 58 

into applications with the aim of improving users’ experience. Ex- 59 

amples of chatbots abound on the web: Irene, 1 a chatbot for a 60 

railway company; Rinna, 2 a Microsoft chatbot that uses Artificial 61 

Intelligence technology to speak like a Japanese secondary school 62 

student; and Amy, 3 a well known chatbot for banking are only a 63 

few examples. In fact, the mounting interest in chatbots has been 64 

accompanied by the emergence of a number of tools for chatbot 65 

development, including DialogFlow from Google, wit.ai from Face- 66 

book, Watson Assistant from IBM, and LUIS from Microsoft. 4 67 

However, chatbots have limitations when embedded in applica- 68 

tions requiring more complex conversations and human-like prop- 69 

erties, which may enhance the believability of the agent and foster 70 

user engagement. To overcome those limitations, ECAs like ALMA 71 

[10] incorporates personality and emotions by following the Five 72 

Factor Model (FFM) [18] and the Ortony, Clore and Collins (OCC) 73 

model [20] respectively. Regarding needs, Max [3] is an ECA which 74 

implements the concept of boredom to represent the absence of 75 

stimuli from the user. Moreover, Kristina [29] is a multilingual vir- 76 

tual assistant for elderly emigrants that uses ontology-based rea- 77 

soning techniques to structure and adapt conversations to users’ 78 

cultural background. It is able to recognize a user’s emotions by 79 

processing audio and video. However, when it comes to the ex- 80 

pression of an agent’s emotions, these ECAs are merely based on 81 

the semantics of the message they utter, whilst our SECA architec- 82 

ture contemplates a holistic model of agent personality including 83 

emotions and moods. 84 

To model conversations, ECAs like eCoach [22] make use of Be- 85 

haviour Trees (BT) [24] . Specifically, this agent helps patients to 86 

understand the benefits and drawbacks of alternative treatments 87 

for prostate cancer and it is able to express emotions. Other re- 88 

searchers [4] also use BTs and combine them with a cognitive 89 

model to implement personality. Alternatively, we propose the use 90 

of Finite State Machines to model conversations and their building 91 

blocks —the so-called Dialog Types. Furthermore, our modelling al- 92 

lows for the inclusion of additional information, which results in 93 

richer conversations. 94 

Regarding virtual tutors, most of them provide domain-specific 95 

knowledge. For example, Duolingo Bots, 5 which are devoted 96 

to teaching languages, have different personalities. AutoTutor 97 

[11] poses challenging problems to students and provides them 98 

1 Irene: http://consulta.renfe.com . 
2 Rinna from Microsoft: https://www.rinna.jp . 
3 Amy from HSBC: https://www.business.hsbc.com.hk/en- gb/everyday- banking/ 

ways-to-bank/innovative-digital-banking-experience . 
4 http://dialogflow.com , https://wit.ai , https://www.ibm.com/watson/ , https:// 

www.luis.ai/home . 
5 Duolingo: http://bots.duolingo.com . 

with feedback. Other initiatives, like the Emote research project 99 

[25] , which develops robotic tutors for specific tasks, proves the 100 

importance of empathy with the user during the interaction. 101 

Natural Language conversations constitute a key component in 102 

any ECA (Embodied Conversational Agent). Artificial lligence Mark- 103 

up Language (AIML) is a widely used keyword matching mecha- 104 

nism used to implement chatbots (e.g., A.L.I.C.E. [27] ). Other works, 105 

such as [7,13,16] , include more advanced NLP Modules that use Ma- 106 

chine Learning techniques to interact with users. From these, we 107 

hightlight [16] , which based on the so-called human-centered ML, 108 

proposes a hybrid imitation and reinforcement learning method 109 

to improve the performance of ML-based conversational systems. 110 

Moreover, the recent research on intelligent conversational agents 111 

also focuses on personalization to keep more coherent, interest- 112 

ing and engaging conversations. Wang et al. [28] studied person- 113 

alized persuasive Dialogues and classified 10 different persuasion 114 

strategies for social good, i.e., donating to a charity. Furthermore, 115 

they found evidence about the relationship of users’ psychological 116 

backgrounds and persuasion strategies. Also in the line of person- 117 

alization, Zhang et al. [30] studies the modelling of dialogue agents 118 

who ask personality-related questions, remember the answers, and 119 

use them naturally in conversations. 120 

Overall, it is worth highlighting that our proposed SECA archi- 121 

tecture and its publicly available SW library are conceived to de- 122 

sign and integrate conversational agents into any application, while 123 

previous works provided particular solutions for specific purposes 124 

and domains. 125 

3. Sentient Embodied Conversational Agents (SECA) 126 

A Sentient Embodied Conversational Agent (SECA) is defined as 127 

an Embodied Conversational Agent (ECA) capable of engaging the 128 

user in structured conversations and having some human-like sen- 129 

tient qualities so that it can perceive and “feel” certain aspects and 130 

respond to them [26] . 131 

Fig. 1 details our publicly available SECA library. 6 It consists of 132 

a controller that orchestrates different modules implementing an 133 

agent’s features. Its design is inspired by a previous work [2] . In 134 

particular, we have: (i) redesigned the Personality, Needs and Con- 135 

versational Modules and (ii) created new Knowledge, Memory, Em- 136 

pathy, and NLP Modules. In what follows, we will briefly introduce 137 

and formalize these modules. 138 

Conversational Module allows SECAs to engage in rich con- 139 

versations with users by supporting different structured conversa- 140 

tions in natural language. These conversations facilitate user inter- 141 

action in applications –such as educational apps, citizens portals, 142 

and apps for the elderly– characterized by rich contents and/or 143 

complex tasks. Fig. 1 formalizes this module as a tuple composed 144 

of a set of n Conversations ( Con v i ), together with a reference to the 145 

current one ( cur r Con v ). 146 

Conversations can be tailored to different application contexts 147 

by defining them as a set of specific Dialog Types ( DT 1 , . . . , DT m 

) 148 

that can be proactive –if the agent starts the dialog– or upon user- 149 

demand . Each DT constitutes an interaction template specified by 150 

means of a Finite State Machine (FSM) where states are basic con- 151 

versational states and transitions are conditions depending on pre- 152 

vious utterances (see [26] ). Thus, for example, the interaction tem- 153 

plate is different if the dialog revolves around the user asking a 154 

FAQ than if the SECA aims to arouse a user’s interest. Then, a con- 155 

versation is defined as a hierarchical FSM such that some states 156 

are Dialog Types, which can be reused in different conversations. 157 

This leads to natural conversation flows that consider not only the 158 

6 SECA software library source code is publicly available at https://github.com/ 

dtelloas/SECA-Library . 
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Fig. 1. SECA Library structure and formalization. 

user’s input, but also information from the Knowledge, Memory, 159 

Personality, and Empathy modules. 160 

The Knowledge Module manages the static knowledge associ- 161 

ated to the targeted conversations. Fig. 1 formalizes it as a tuple 162 

of extAIML and a set of predefined Knowledge components ( K j ). We 163 

define extAIML as an extension of AIML [27] containing the data –164 

utterances and probability vectors ( P )– the agent uses to communi- 165 

cate and manage emotions. Each P is associated with an utterance 166 

and its dimension equals the number of emotions ( numE ) we de- 167 

fine in the Personality Module. A Knowledge component K j is a set 168 

of s j concepts related to a topic j (the number s of concepts depends 169 

on j because it may be different for each K j ). Thus, for example, 170 

the set of concepts { purple, blue } are related to topic = color . 171 

Memory Module is in charge of storing dynamic information 172 

to avoid repetitiveness and infuse naturalness to conversations. 173 

In particular, it manages Long-Term ( LTM ) and Short-Term ( STM ) 174 

memories (see Fig. 1 ). Memories can be either DTs or knowledge 175 

concepts. Each memory M l has an identifier ( id ), a DT or concept 176 

class , and its number of occurrences ( nOcc ). Hence, LTM stores the 177 

complete set of t memories, whereas STM uses the f STM 

function to 178 

retrieve the most recently used memory of a given class . 179 

Personality Module provides the SECA with personality traits. 180 

This module follows Kshirsagar et al.’s work [15] in defining per- 181 

sonality, moods, and emotions as independent layers. We consider 182 

a fixed personality and define different moods ( numM ) and emo- 183 

tions ( numE ), moods being more long-lasting than emotions. For 184 

example, a SECA could be in a “neutral” mood while showing dif- 185 

ferent emotions such as “smile” or “cry”. Additionally, we also con- 186 

sider that emotions are more tied to user input than moods [14] . 187 

Consequently, we first update emotions based on both the current 188 

mood ( currMood ) and the user input and we subsequently modify 189 

the mood slightly. Thus, if a SECA is in a “happy” mood but the 190 

user keeps saying so many sad things that the agent ends up “cry- 191 

ing”, the mood is more likely to change from “happy” to “sad”. 192 

In order to control mood and emotion changes, we propose the 193 

use of several transition probability matrices. On the one hand, 194 

for each mood k there is an Emotion-to-Emotion transition ma- 195 

trix ( EtE k ) where each position defines the probability of one emo- 196 

tion changing to another. To update the agent’s current emotion, 197 

we linearly combine the values from the matrix of the current 198 

mood with the ones from the probabilities vector ( P ) stored in 199 

the extAIML . On the other hand, Mood-to-Mood transition matrix 200 

( MtM ) defines the probability of one mood changing to another. 201 

There is also a Emotion-to-Mood probability matrix ( EtM ) which 202 

stores values that indicate how each emotion slightly affects mood 203 

changes. We linearly combine values from both matrices to update 204 

the agent’s current mood. 205 

The Needs Module manages and brings to light the differ- 206 

ent needs the agents may have. Based on Maslow’s Hierarchy of 207 

Needs [17] –which assumes self-realization requires the fulfillment 208 

of some basic and social needs– it seeks to develop an emotional 209 

bond with the user. Thus, for example, a lack of user interaction 210 

can activate both the agent’s attention need and its proactivity. 211 

Moreover, SECAs may have other needs related to specific goals 212 

–such as completing certain tasks– of the application embedding 213 

the agent. In general, Fig. 1 formalizes the module as a set of p 214 

needs, where each N k is defined in terms of: an identifier ( id ); a 215 

state signalling whether this need is accomplished (i.e. inactive ) 216 

or not ( active ); and a time counter which is reset when a need 217 

is accomplished. 218 

The Empathy Module tries to guess a user’s thoughts and feel- 219 

ings based on their interactions. As for the needs, we include em- 220 

pathy [8] with the aim of establishing stronger bonds with the 221 

user. Fig. 1 formalizes SECA’s Empathy components as a set of q 222 

“user state” indicators ( E j ) whose (bounded) numerical values (be- 223 

tween minV and currentMax ) are monitored along the interaction. 224 

We assume E j ’s maximum values might be different depending on 225 

the user. Indeed, currentMax varies in a range defined with a cer- 226 

tain τ fixed when initializing each E j . Variations can occur in real- 227 

time depending on the interactions of the user with the SECA. All 228 

in all, SECAs can adapt their behaviour depending on empathy val- 229 

ues. Thus, for instance, having a Tiredness empathy component 230 

whose value increases as conversations get longer may urge the 231 

SECA to end conversations earlier. And since some users might get 232 

tired later than others, the maximum value of the Tiredness 233 

need could be adjusted accordingly. 234 

The Natural Language Processing (NLP) Module contains func- 235 

tions devoted to preprocessing ( f prep ) and analysing user in- 236 

put through the consideration of different classification problems 237 

( cProb h ). Since this NLP module is key to our proposal, next section 238 

provides further details about the different phases it implements. 239 

4. Natural language processing module 240 

The first phase of the NLP flow is preprocessing (performed 241 

through f prep ), which becomes necessary to standardize text and 242 

to facilitate further manipulation and analysis of the text entered 243 

by the user. Input is cleansed and separated into meaningful ele- 244 

ments like words ( tokenization ). Then, for the later classification, an 245 

N length real-valued vector is associated to the entry of the user 246 

( embedding ). This vector is obtained from the average of the vec- 247 
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Fig. 2. Left: Earth-User conversation. Right: dashboard. 

tors computed for each of the words with Word2Vec . 7 If Word2Vec 248 

cannot find the embedding of a word, a simple spell checker is ap- 249 

plied to it and embedding is retried. 250 

The next phase in the NLP flow is the classification of user’s 251 

input to better tailor the appropriate response. Different classifi- 252 

cation problems ( cProb h ) can be created to discern whether the 253 

user’s input corresponds, for example, to an affirmative/negative 254 

answer, a required explanation, or a question related to a con- 255 

cept. We solve classification problems with a hybrid approach that 256 

combines keyword pattern matching and machine learning. These 257 

techniques complement each other since keywords may not cover 258 

all the words actually uttered but serve well when not enough 259 

dialogue data is available. Formally, we define each classification 260 

problem as being composed of a machine learning function ( f ML ), a 261 

keyword matching function ( f KW 

) and certain criteria values ( critVal ) 262 

that determine what kind of classification method will be used in 263 

each case. 264 

Next Section 5 illustrates previous modules in an educational 265 

application and details the specific classification problems that 266 

were included. Note that the NLP module in our library provides 267 

methods for loading ML models and functions to facilitate the im- 268 

plementation of agents that understand different languages. 269 

5. Educational SECA in the context of energy efficiency 270 

We have integrated our SECA as a virtual tutor in a Cultural 271 

Probes 8 application for children [23] . We named this tutor, the 272 

Earth. 273 

Since the application focuses on environmental sustainability, 274 

we designed the SECA’s appearance as an Earth capable of showing 275 

moods and emotions through 2D animations, haptic and sound ef- 276 

fects. The Earth talks with children (see the left-hand side of Fig. 2 ) 277 

and guides them through the application. The right-hand side of 278 

Fig. 2 shows the dashboard screen, which gives access to 4 main 279 

tasks for gathering data about the energy consumption habits of 280 

their families. 9 Our objectives for creating the Earth agent were 281 

twofold: to illustrate the usage of the SECA architecture; and to en- 282 

hance children’s User eXperience by making the application more 283 

educative and engaging. 284 

To create the Earth, we used the SECA library shown in Fig. 1 . 285 

We customized the SECA modules as follows. 286 

Conversational Module makes the Earth proactive in most 287 

cases and encourages children to reflect upon topics related to en- 288 

ergy. We have designed a total of 6 Conversations and 13 Dialog 289 

Types which, as previously mentioned, are reused in different con- 290 

versations. More specifically, we designed 5 proactive dialog types 291 

in which the Earth shares advice related with energy efficiency, re- 292 

views energy concepts with the children, asks them if they have 293 

7 Word2Vec [19] is a technique which finds the vector representations of very 

large database words in a short period of time. 
8 Cultural Probes is a user research technique, alternative to interviews, observa- 

tions and surveys, that gathers data about users by means of tools, artifacts, and 

tasks that they complete at their own pace. 
9 The 4 tasks were designed as 4 missions in a gamified design of the application. 

Demonstration video available at https://youtu.be/z6otygTaCTo . 

any question about energy concepts or the application, and starts 294 

a free talk. We also defined 3 user-demand DT s so that children can 295 

ask the Earth to pose them a question and ask the Earth about en- 296 

ergy concepts and the application tasks. The remaining 5 Dialog 297 

Types help to complete the tasks in a proactive and engaging way. 298 

The Knowledge Module includes a specific application extAIML 299 

(see Fig. 3 b)) and Knowledge components related to both energy, 300 

such as K j = 〈 { hydraulic, wind, nuclear,...}, energy 301 

types 〉 , and to the application. Concepts and extAIML content 302 

have been selected according to the students’ energy-related cur- 303 

ricula [9] and to energy efficiency advice provided in some web- 304 

pages adapted to children and families. 10 305 

Memory Module stores all necessary Memories to remember 306 

the Knowledge and DT s used during the Conversations . 307 

The Personality Module considers that the Earth has an agree- 308 

able personality with 3 moods (happy, neutral, and sad) and 3 309 

emotions (smiling, neutral, and crying). Moreover, as Fig. 3 illus- 310 

trates, the Earth’s Transition Matrices were designed so that the 311 

agent focuses more on extreme emotions (happy or sad). By doing 312 

so, we intended to make more apparent the impact of the Earth’s 313 

affective changes on the user experience. 314 

The Needs Module manages two different needs. First, we de- 315 

fine the need for Attention as the necessity in social interaction 316 

that aims to increase user engagement. It becomes active when 317 

students have not interacted with the Earth for more than 8 sec- 318 

onds. Second, Finish Tasks corresponds to the necessity of the 319 

agent to help the children to accomplish tasks. It becomes active 320 

after 2 hours of inactivity to remind the kids that they have not yet 321 

finished their tasks. 322 

The Empathy Module monitors two user state indicators: 323 

Motivation and Tiredness . Motivation is computed based 324 

on the number of meaningful conversational interactions per- 325 

formed and it is used to adjust how often the Earth appears. More- 326 

over, this module stores children’s Tiredness to urge the Earth 327 

itself to end conversations if they become too long. Initially, con- 328 

versations are set up to finish if more than 4 user utterances have 329 

been received but this value is adjusted in real-time to approxi- 330 

mate the length of the last conversation. 331 

The NLP Module considers 7 classification problems (see 332 

Table 1 ): ‘Y/N’, to detect whether the user is making an affirma- 333 

tion, a negation or neither of them; User Explanation (‘UE’), to de- 334 

termine whether the user input contains an explanation or not; 335 

User-d emand DT (‘UDT’), to decide if the user input corresponds 336 

to one of the 3 user-demand DT s defined in the Earth’s Conversa- 337 

tional Module; Task (‘T’), to find out what task the user is asking 338 

about; Energy Concept? (‘EC?’), to assess whether the user is ask- 339 

ing about an energy concept or not; Energy Concept (‘EC’), to de- 340 

termine which energy concept the user is asking about; and Not 341 

Energy Concept (‘NEC’), to guess the non-energy-related concept 342 

the user is asking about. Notice that some of these classification 343 

methods are invoked sequentially. Thus, depending of the classifi- 344 

cation outcome of ‘UDT’, we may invoke ‘T’ or ‘EC?’, and in turn, 345 

“EC? ” guides the invocation of “EC ” or “NEC”. 346 

In order to train the ML models, 2263 user messages (written 347 

in Catalan) were collected using the first version of the applica- 348 

tion. Messages were manually annotated and filled in the ML mod- 349 

els by balancing the number of training class instances. Thus, “T ” 350 

got just 78 messages, “EC ” 73; and “NEC ” 44 (see the last column 351 

in Table 1 . Initially, we performed a total of 26,640 experiments 352 

to find the best model parameters using Grid Search with 10-Fold 353 

Cross Validation on 5 different Machine Learning algorithms: Sup- 354 

10 https://www.guiainfantil.com/blog/educacion/valores/ 

10- consejos- para- ensenar- a- tus- hijos- a- ahorrar- energia/ https://www. 

endesaclientes.com/consejos-ahorro/bombillas.html https://www.serpadres.es/ 

familia/tiempo- libre/articulo/como- ahorrar- energia- en- casa . 
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Fig. 3. (a) Earth’s Mood-to-Mood Transition Matrix ( MtM ), (b) Earth’s Emotion-to-Emotion Transition Matrix ( EtE ) corresponding to the happy mood (1 out of 3), (c) Emotion- 

to-Mood Probability Matrix ( EtM ), (d) extAIML extract containing a probability vector ( P ). For instance, if the current mood is “happy” and the current emotion is “smile”, 

there are more chances of obtaining “smile” as the next emotion when combining the first row of matrix (b) with the probability vector P in the extAIML (d). From the 

“smile” emotion, we would obtain the probabilities of getting a new mood using a combination of the first rows of matrices (a) and (c). 

port Vector Machines; Random Forest; Gradient Tree Boosting; Lo- 355 

gistic Regression; and Multi-Layer Perceptron (techniques such as 356 

Deep Learning have not been considered given the small amount 357 

of data available). As Table 1 shows, the algorithms providing bet- 358 

ter results were Support Vector Machines (SVM) and Multi-Layer 359 

Perceptron (MLP), which reached accuracies between 68.00% (for 360 

those models having less training data) and 95.40%. Results were 361 

also evaluated in terms of precision and recall. 362 

6. Evaluation 363 

In this work, we tested two versions of the application with 10- 364 

to-12-year-old volunteer students 11 First, in order to gather user 365 

input data, 30 children tested an Earth SECA equipped only with 366 

simple keyword-pattern matching techniques (V1). Then, after the 367 

ML training, 15 additional children tested the SECA with its en- 368 

hanced (V2) NLP Module to check whether its performance had 369 

improved. Overall, we also aimed to assess user experience. 370 

The evaluation was performed in three stages. First, we pre- 371 

sented the project and helped children to install the application on 372 

their devices. Subsequently, children used the application at home, 373 

at their own pace (i.e., whenever it suited them and for as long 374 

they needed) and for a maximum period of 8 days. Finally, we 375 

asked them to answer a post-test questionnaire, to elicit their im- 376 

pressions of our Earth SECA. 377 

Fig. 4 (a) illustrates how users’ perception on the Earth’s un- 378 

derstanding clearly improved in the second version. Whereas only 379 

20% of V1 users considered the Earth always or almost always un- 380 

11 A consent form was signed by parents, who were informed about data 

anonymity and the use of data only for research purposes. We followed evaluation 

standards and ethical guidelines along the evaluation. 

Fig. 4. (a) Perception of the Earth’s understanding and (b) perception of the ob- 

tained knowledge in both versions of the application: V1, with just keyword-pattern 

matching; and V2, machine learning enhanced. 

derstood them, this percentage increased up to 60% for V2 users. 381 

Fisher Exact Test (with p-value = 0 . 0167 < 0 . 05 , odds ratio = 6 . 0 ) 382 

confirms the significance of this difference. 383 

Furthermore, Fig. 4 (b) confirms that children perceive that they 384 

have learned something by talking to the Earth (i.e., they replied 385 

that they thought they had learned a little or more) in both ver- 386 

sions (86.67% in V1, and 100% in V2). Nevertheless, the difference 387 

in this case is not significant (p-value = 0 . 2847 > 0 . 05 ), possibly 388 

because we did not include additional educational content. 389 

Table 2 provides overall data on user-SECA interactions, which 390 

resulted in a total of 7996 utterances. From these, the high number 391 

of user utterances is remarkable, although the large standard devi- 392 

ation of its average shows kids engaged unevenly in conversations. 393 

Table 1 

Chosen ML model (together with its achieved scores and parameters) for each Classification Problem. 

Classification problem Chosen model Parameters Achieved scores Training data 

kernel C gamma hidden_layer_sizes max_iter activation solver alpha Accuracy Precision Recall 

Y/N SVM rbf 10 0.01 – – – – – 0.9527 0.95 0.95 2263 

UE SVM rbf 100 0.01 – – – – – 0.9308 0.93 0.93 2263 

UDT MLP – – – 250 1000 relu adam 0.001 0.9540 0.95 0.95 2263 

T MLP – – – 100 1000 tanh adam 0.001 0.8625 0.86 0.86 78 

EC? SVM rbf 10 0.001 – – – – – 0.8705 0.87 0.87 117 

EC MLP – – – 100 1000 identity lbfgs 0.0001 0.6857 0.63 0.68 73 

NEC MLP – – – 250 1000 relu sgd 0.01 0.6800 0.65 0.68 44 
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Table 2 

Children-Earth interaction related data. 

Data V1-30 participants V2-15 participants 

Total number of messages 6010 1986 

Number of user messages 2263 (37.65%) 698 (35.15%) 

Avg. number of messages (SD) 75.43 ( σ = 40.70) 46.53 ( σ = 20.02) 

Number of Earth messages 3747 (62.35%) 1288 (64.85%) 

Number of Conversations 1484 590 

Number of DTs 165 744 

Times users called the Earth 591 180 

Transitions to user-demand DTs 58 13 

Table 3 

Analysis of the Earth’s incorrect answers with respect to user messages. 

Type of mistake Number of messages (Proportion w.r.t. Total) 

VI. V2 

Under-performing 245 (10.82%) 37 (5.30%) 

Out-of-domain 260 (11.49%) 43 (6.16%) 

Total Mistakes (TM) 505 80 

RER (TM/Total user messages) 22.31% 11.46% 

Indeed, post-test questionnaires show that, mainly in V1, children 394 

who uttered the fewest messages considered the Earth scarcely un- 395 

derstood them. 396 

As for the number of conversations (see 3rd row in Table 2 ), 397 

they are quite similar to the number of dialogs ( DT s), which means 398 

that conversations were rather short. The reason is fourfold: con- 399 

versations were rather short by design; there were failures in the 400 

detection of transitions to user-demand DTs; Earth’s empathetic be- 401 

haviour ended conversations early to mitigate user tiredness; some 402 

kids were not engaged enough in the conversational experience. 403 

However, the two last rows of Table 2 indicate that children re- 404 

quired the attention of the Earth numerous times. Indeed, each 405 

child voluntarily called the agent an average of (591 + 180) / (30 + 406 

15) = 17 . 13 times. 407 

Table 3 analyses the Earth’s incorrect answers and groups them 408 

in two categories. The first row corresponds to Under-performing 409 

mistakes that are due missclassification in the NLP module. For in- 410 

stance, a child once asked for the definition of “solar energy” and 411 

the Earth provided the definition of “energy” instead. The second 412 

row accounts for Out-of-domain mistakes due to several reasons, 413 

such a: the user’s input being unintelligible; the Knowledge mod- 414 

ule’s lacks of related information (e.g., a child asked about Earth’s 415 

favourite colour); or no dialog types were designed to establish the 416 

kind of conversation initiated by the user (e.g., comparative ques- 417 

tions like “What uses more energy, the fridge or the computer?”). 418 

Overall mistakes are evenly distributed into these two categories 419 

for both versions (48.51% of under-performance in V1 and 46.25% 420 

in V2). However, the total number of errors has significantly de- 421 

creased (we performed a Fisher Exact Test [1] –p-value < 0.0 0 0 01, 422 

odds ratio = 2 . 220 – to confirm the significance of the difference), 423 

causing the Response Error Rate (RER) to change from 22.31% in 424 

V1 to 11.45% in V2. Notice that an odds ratio value of 2.220 reveals 425 

Fig. 5. English translation of an Earth-User interaction example. 

that the odds of a decrease of the response error rate in V2 are 426 

2.220 times larger than the estimated odds for V1 [12] . 427 

The correctly processed misspelled words illustrate the RER de- 428 

crease in the ML version. As an example, when a child wrote the 429 

utterance “betrgia wolar”, which is misspelled, asking for the def- 430 

inition of “energia solar” (solar energy), the system provided the 431 

correct answer. This would have been impossible using only the 432 

keywords approach. Furthermore, quantitative results are aligned 433 

with qualitative results gathered from the questionnaires, where 434 

some children expressed that “except for a few occasions, the Earth 435 

mostly understood me”. Indeed, even a student went further in her 436 

comment and reasoned that this was mainly due to the fact that 437 

“she expressed herself quite well”. 438 

As for the different classification problems, Table 4 illustrates 439 

the results of testing the enhanced NLP module in V2, which com- 440 

bines machine learning and keyword matching functions by means 441 

of certain criteria values ( critVal ). Overall, we can observe that al- 442 

gorithms with a large amount of training data (i.e., ‘Y/N’, “UE ” and 443 

“UDT ” in Table 1 ) present high accuracy (above 93.93%). Moreover, 4 4 4 

‘EC?’ and ‘EC’ prove how, when ML models do not work as ex- 445 

pected, it is good to take keyword-pattern matching into consider- 446 

ation by adjusting the criteria values. Indeed, ‘T’ and ‘NEC’ prob- 447 

lems only reach an accuracy of 44.68% and 65.22% respectively, 448 

which may have increased if Keyword pattern matching had been 449 

chosen more often. Fig. 5 illustrates a number of interactions that 450 

occurred between a child and the Earth SECA. Thus, for example, 451 

when the user utters “What is efficiency?” in the fifth line, first, 452 

‘UDT’ detects that the user is actually asking about a concept and 453 

then, ‘EC?’ determines that it is related to energy. Finally, ‘EC’ iden- 454 

tifies “energy efficiency” as the specific energy concept the child is 455 

asking about. 456 

Finally, we evaluate user engagement by asking children if they 457 

had enjoyed the experience with our ML-based version of the 458 

SECA. As a result, 93.33% of participants’ answers score 3 (out of 459 

5) or more. When considering to compare this performance with 460 

other applications, we should take into account that this compari- 461 

son can only be made in very general bases, since interaction dy- 462 

namics are application specific and post-test questionnaires may 463 

vary. Thus, for example, [21] used ECAs in the context of secure ac- 464 

cess to remote home automation control and [6] report the results 465 

for an ECA devoted to travel assistance. In both cases, users where 466 

asked about their expected future use of the system whereas we 467 

asked if they had enjoyed the experience. Therefore, our question 468 

may be interpreted as being more restrictive than the ones asked 469 

in these other works since a user may still be open to interact with 470 

Table 4 

NLP Module with Keyword matching and ML integration results. 

Classification problem Analysed messages Total accuracy Predominant method (% used times) 

Y/N 282 96.81% ML (91.13%) 

UE 494 93.93% ML (71.46%) 

UDT 712 97.75% ML (97.47%) 

T 47 44.68% ML (68.09%) 

EC? 59 100% Keywords (96.61%) 

EC 4 100% Keywords (100%) 

NEC 46 65.22% ML (65.22%) 
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an ECA even if he or she has not enjoyed the experience. The re- 471 

sults reported in these works were, respectively, 4.2 and 2.56 in 472 

a Likert-type, 5-point format. Thus, considering that the average 473 

scores gathered in our test correspond to a 3.93 out of 5, they 474 

seem to be aligned with (or even improve) those of related litera- 475 

ture. 476 

Additionally, almost all children noticed that the Earth showed 477 

emotions and preferred to talk when it was in a certain mood. 478 

Indeed, most children preferred to talk to the Earth when it was 479 

‘Happy’ because, as reflected in the questionnaire answers, they 480 

felt that the Earth’s happiness meant it liked their answers or sim- 481 

ply caused them to “feel better”. However, some children preferred 482 

to talk to the Earth when it was sad, though they also explained 483 

that the reason was to “make the Earth happy”. 484 

7. Conclusions and future work 485 

In this paper we have introduced Sentient Embodied Conversa- 486 

tional Agents as virtual characters able to engage users in complex 487 

conversations and incorporate sentient qualities similar to those 488 

possessed by humans. Our proposal includes the formalization of 489 

a SECA library that facilitates their inclusion in applications requir- 490 

ing proactive and sensitive agent behaviours. 491 

We illustrate our proposal by embedding a virtual tutor (the 492 

Earth) in an educational application in the context of energy effi- 493 

ciency. First, we evaluated a version of the agent (V1) which only 494 

used keyword pattern matching techniques to analyze user input. 495 

We also used V1 to collect data to train Machine Learning (ML) al- 496 

gorithms for the classification problems in the NLP Module of the 497 

agent embedded in the second version of the application (V2). 498 

The evaluation results of the agent enhanced with Machine 499 

Learning models show that most of the participants consider that 500 

they had learned while interacting with the Earth (86.65% in V1 501 

and 100% in V2). Additionally there was a significant increase (p- 502 

value = 0 . 0167 < 0 . 05 ) in the perception of the Earth’s understand- 503 

ing (the number of users considering that the Earth understood 504 

them always or almost always increased from 20% in V1 to 60% in 505 

V2). Overall, participants were satisfied (93.33% of users enjoying 506 

the experience) and these results also corroborate our vision that 507 

endowing the agents with human-like features such as personality, 508 

needs, and empathy increases user bonding, with children calling 509 

the Earth an average of 17.13 times. 510 

As future work, modules such as the Conversational one could 511 

be enriched through the addition of new conversations and dia- 512 

log types. Moreover, the Personality module could consider agents 513 

with different personalities depending on the user. Regarding the 514 

NLP module, though the new system has reduced the Response Er- 515 

ror Rate from 22.31% to 11.46%, there is still room for improvement 516 

by using other techniques, such as deep learning, which require 517 

larger amounts of data. 518 
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